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ABSTRACT As Artificial Intelligence (AI) is increasingly utilized in dermatology, ensuring fairness in
the development of Machine Learning models is crucial, particularly in skin lesion classification, where
decisions can significantly impact people’s lives. This study investigates the presence of biases between
different Fitzpatrick Skin Types in baseline pretrained models and evaluates various training techniques to
mitigate these disparities. An unsupervised skin transformer is developed to adjust an image’s Fitzpatrick
Skin Type (FST), and joint regularization and synthetic image blending methods are employed to address
bias concerns. Additionally, eXplainable Artificial Intelligence (XAI) techniques, such as Gradient-weighted
Class ActivationMapping (Grad-CAM), are utilized to identify any underlying reasons for bias in themodels.
The results indicate that joint regularization and synthetic blendingmethods enhance the area under the curve
performance and fairness. Meanwhile, XAI was found to be a valuable tool for fine-tuning Deep Learning
models and uncovering problems. These findings can aid in developing accurate and unbiased skin lesion
classification models, promoting equitable healthcare, and improving patient outcomes.

INDEX TERMS Bias, deep learning, explainable AI, fairness, skin lesion classification.

I. INTRODUCTION AND OVERVIEW
Classifying skin lesions is vital in dermatology, as it facili-
tates early diagnosis of skin diseases, leading to better patient
outcomes. Deep learning (DL) techniques have improved the
accuracy and efficiency of skin lesion classification. How-
ever, applying DLmodels inmedical domains raises concerns
about biases in the models that may cause incorrect pre-
dictions and discriminate against specific groups of people,
particularly those with darker skin tones.

The need for fair and accurate skin lesion classifica-
tion models has gained widespread recognition, and many
attempts have been made to eliminate bias in machine learn-
ingmodels [1], [2], [3], [4], [5]. However, the field of research
in this area is still developing, and a consensus on the most
effective methods for addressing bias in skin lesion classifi-
cation models needs to be reached.

The associate editor coordinating the review of this manuscript and

approving it for publication was Gang Wang .

This study uses contemporary DL techniques to assess the
usefulness of popular post-hoc XAI techniques in detecting
signs of bias against darker skin in skin lesion classifiers.
We have developed a skin transformer to alter skin color
and assess its impact on DL model results, as well as XAI
techniques like Grad-CAM to uncover the underlying reasons
for any biases discovered in the models.

In the experimental research study, FST metadata was
generated, and this FST information was deployed to assess
fairness across baseline transfer learningmodels, the CIRCLe
model (join regularization), andmodels that utilized synthetic
data. The findings indicate that both the join regularization
and the use of synthetic data outperformed the baseline,
with synthetic data emerging as the most effective in fair-
ness, quantified in terms of Area Under the Curve (AUC).
We also evaluate the utility of Post-Hoc XAI as an essential
instrument for discerning crucial areas within images. XAI is
particularly beneficial in revealing model limitations, such as
focusing on image regions not pertinent to the skin lesion.
The study advocates for incorporating XAI during model
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development for optimization and refinement. The insights
and outcomes of this research hold substantial implications
for machine learning, particularly in contexts where fairness
is important.

This work investigates the bias problem in a baseline
binary classifier to distinguish between benign and malig-
nant dermoscopic images. Our analysis indicates that the
baseline classifier may be biased towards Fitzpatrick Skin
Type (FST) 1-3 compared to FST 4-6. To address this issue,
we propose several solutions, including modifications to the
CIRCLe method and the use of synthetic data to train mod-
els. We hypothesize that these solutions improve fairness
across FST.

II. LITERATURE REVIEW
A. GENERATING METADATA
One of the commonly recognized issues with public derma-
tology datasets is the lack of diversity in skin tone represen-
tation. Most available datasets predominantly feature images
of lighter skin tones [2], [6], [7]. Furthermore, it has been
observed that some AI diagnostic tools demonstrate better
performance on lighter skin tones, potentially due to the
absence of adequate training data for darker skin tones [8].
The FST scale is a widely-used classification system to deter-
mine an individual’s skin tone. The scale consists of six
classes and was first introduced in a study on sun exposure
and its impact on different skin tones [9].

Type 1 and 2 consist of individuals with very fair to fair
skin, often accompanied by red or blond hair and freckles.
People within this category tend to burn easily when exposed
to sunlight. While Type 1 individuals almost always burn and
never tan, Type 2 individuals usually burn but may achieve a
slight tan with repeated exposure. Type 3 includes those with
a cream-white skin complexion, whomay experience sunburn
but can gradually tan over time. Type 4 comprises individuals
with moderate brown skin, often of Mediterranean or Asian
descent, who have the propensity to tan easily and seldom
burn. Type 5 is characterized by people with dark brown skin,
typically of Middle Eastern, Hispanic, or African descent,
who tan very easily and rarely experience sunburn. Type 6
encompasses individuals with deeply pigmented dark brown
to black skin, primarily of African ancestry, who are naturally
protected against sunburn due to the high melanin content in
their skin and never burn.

While there are other scales available, such as the Glogau
scale [10], Roberts scale [11], and Baumann scale [12], the
Fitzpatrick scale remains the primary scale used in derma-
tology research. However, metadata for dermatology images,
including skin type and ethnicity data, are not frequently
collected. For instance, in a review of various skin cancer
datasets, only 2.1% of the 106,950 images in 21 open-access
databases included FST data, and only 1.3% included ethnic-
ity data [13]. A graphical representation of these findings is
presented in Fig. 1.

The findings highlight the limited availability of pub-
lic datasets containing FST data, which poses significant

FIGURE 1. Provided metadata in publically available datasets.

challenges to researchers seeking to utilize this information
in their studies. Manual annotation of datasets by experts
remains the most reliable approach to obtaining such data,
but it is often prohibitively expensive and time-consuming.
Consequently, researchers have developed alternative meth-
ods for obtaining skin-type classification data, including the
use of mathematical techniques to extract this information
from images. Specifically, one such approach involves com-
puting the Individual Typology Angle (ITA) of an image
using Equation (1). The ITA can then be mapped to an FST
category, as shown in Table 1.

ITA = archtan
(
L∗

− 50
b∗

)
×

180◦

π
(1)

TABLE 1. Fitzpatrick ITA values to skin type for six classes [14].

The two main components in the ITA Equation (1) are the
b and L* values. These values come from the LAB color
space which the images are converted from RGB to LAB
color space. L* value represents lightness, ranging from 0
(representing black) to 100 (representing white). The b axis
ranges from blue to yellow, where negative values signify
blue and positive values signify yellow.

Fig. 2 shows a graph of how each component adjusted can
change the ITA result.

In a study by Kinyanjui et al., [2], the International Skin
Imaging Collaboration (ISIC) 2018 dataset was evaluated
using different approaches to capture the FST by calculating
the ITA on whole images and images with the skin lesion
removed. The ISIC dataset comprises challenges hosted by
Kaggle since 2016. Each year, a different dataset and chal-
lenges were created, starting with simple benign and malig-
nant classifiers working up to multi-class classifiers and
skin lesion segmentation. The ISIC 2018 dataset provides
skin lesion pixel mask annotations that can remove skin
lesions from the images before the ITA value is computed.
To improve the estimation of FST, the team built a seg-
mentation model to remove skin lesions and found that this
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FIGURE 2. In this figure shows how the b and L* values contribute to the
ITA value. There are also skin samples and a table of ITA values for FSTs.

approach was effective. Furthermore, they observed that their
Machine Learning (ML) classification model did not show
any correlation between performance and ITA value.

Groh et al. [3] conducted research on a dataset of 17,000
images that includes FST classification metadata. They also
developed a new algorithm to classify skin tones using a
customized YCbCr mask to remove non-skin pixels and
backgrounds. YCbCr is a color space that separates image
luminance from chrominance. The Y component represents
the luminance or brightness of a color. In other words, it cap-
tures the amount of light in the color. The Cb component
represents the chrominance relative to the blue color channel.
Negative values in the Cb channel represent colors toward
blue, while positive values represent colors away from blue.
The Cr component represents the chrominance relative to the
red color channel. Negative values in the Cr channel represent
colors toward red, while positive values represent colors away
from red.

To calculate the ITA value, they only used skin pixels
identified by the mask. The customized YCbCr mask was
designed to focus exclusively on skin pixels, as shown in
Figure4. Equations 2-6 define the ranges of pixels that rep-
resent skin.

Cr > 135 (2)
Cr ≥ (0.3448 · Cb) + 76.2069 (3)
Cr ≥ (−4.5652 · Cb) + 234.5652 (4)
Cr ≥ (−1.15 · Cb) + 301.75 (5)
Cr ≥ (−2.2857 · Cb) + 432.85 (6)

FIGURE 3. Sampled images plotted on a graph representing their
respected ITA value and FST.

FIGURE 4. Example of an image with the applied YCbCr masked removing
the background.

This mask would allow the Fitzpatrick classification to
work on images beyond dermoscopic types. Fig. 3 shows a
set of images plotted on a graph with the result of their ITA
and FST.

In their work, Groh et al. [3] observed a high variance
of ITA values, which resulted in misclassifications of FSTs
for many images. To address this, they proposed an updated
table of ITA for FST ranges, as shown in Table2. This new
table helped to improve their performance in estimating FST,
as evidenced by the results in Fig. 3, which demonstrated
better agreement with expert results.

TABLE 2. Alternative mapping of ITA ranges to the six class FSTs [3].

The methods available for generating FSTs provide oppor-
tunities for investigating dataset fairness and optimizing the
data split between training and test sets. However, thesemeth-
ods also underscore the need for specific skin type metadata
in datasets, which could facilitate data generation using Gen-
erative Adversarial Networks (GANs). Moreover, it is crucial
to evaluate AI/ML solutions from a fairness perspective to
ensure that all skin types perform similarly. These evaluations
are essential in promoting equity in dermatological research
and preventing the exacerbation of health disparities.
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TABLE 3. Results of using the YCbCr mask versus full image ITA
calculation with using both Table 1 (Kinyanjui) [2] and Table 2
(Empirical) [3] to convert to the FST. These results represent
the ITA to FST plus or minus 1 point to the annotated label.

B. USING METADATA TO EVALUATE FAIRNESS
It is important to leverage different data sources when devel-
oping AI products, including datasets that provide valuable
metadata such as pixel mask annotation, text-based metadata
such as sex, age, and skin lesion location, and in-depth elec-
tronic health records in some private datasets. However, the
FST data, crucial for evaluating datasets and ML models,
is not always readily available in these sources. Therefore,
as discussed in previous sections, it is necessary to explore
different methods for obtaining this data, such as expert
annotation and mathematical extraction of the ITA value.
By leveraging diverse data sources and obtaining accurate
FST data, we can develop more effective and equitable AI
products. For instance, in the absence of FST data, pixel
mask annotation can be leveraged to calculate the ITA value.
However, this method may lead to inaccurate results as skin
lesions have a different color than the patient’s skin color,
resulting in the inclusion of non-skin pixels in the calculation.
In such cases, the pixel mask can be inverted to obtain a skin
mask that can be used to calculate the ITA value exclusively
on skin pixels.

In their study, Yap et al. [15] have incorporated additional
metadata, such as FST, into their image analysis using deep
learning. They have adopted a multimodal approach that
utilizes a late fusion technique [16] to integrate different
image types and text-based metadata into a single solution.
To this end, they developed and executed a matrix of 13 dif-
ferent experiments that involved combinations of both image
types and text-based classification, isolating some features
and exploring different approaches to using the Convolutional
Neural Network (CNN) embedding network.

Groh et al. [3] developed a deep learning classifier using
the Fitzpatrick 17k dataset, which includes data on 114 skin
conditions. With the FST data now available, they could
evaluate the model’s performance across each of the dif-
ferent FSTs and modify and hyper-tune the model to focus
on improving performance across all skin types. Through
experimentation, they discovered that modifying the holdout
selection for different training methods either improved or
harmed the models, providing themwith valuable insights for
optimal model training.

A systematic review conducted by Hohn et al. [17] identi-
fied 11 studies that utilized multimodal approaches to image

analysis in dermatology. The studies analyzed a variety of
datasets, including the ISIC, International Symposium on
Biomedical Imaging (ISBI), HAM10000, ImageNet Large
Scale Visual Recognition Challenge (ILSVRC), and private
datasets with additional metadata, such as age, sex, lesion
location, lesion size, bleeding, pattern, and elevation. The
review paper provides valuable insights for developing our
proposed approaches to improve fairness in dermatology
image analysis.

Pakzad et al. [5] have proposed a novel model pipeline in
their recent study that aims to improve bias and fairness on
the Fitzpatrick 17k dataset. In their proposed pipeline, they
have used Skin Color Transformer by extending StarGAN
architecture, which transforms an input image to represent a
different FST. This transformation is done by passing both
original and transformed images through a feature extractor,
and a regularization loss is captured. These features are then
passed through a classifier to compute the classification and
the classification loss. The model is trained to minimize
both regularization and classification losses. Additionally, the
model is punished when the original and transformed images
result in different classes.

The performance of the proposed model was evaluated
across all FSTs using recall, F1 score, and accuracy metrics.
To assess fairness, the authors used Equal Opportunity Dif-
ference (EOD) and Normalized Accuracy Range (NAR) as
part of fairness computations. The authors tested their model
with different ‘‘backbone’’ architectures and found that
DenseNet-121 performed the best. The authors also con-
ducted holdout experiments, similar to those conducted by
Groh et al. [3], and found similar but improved results. Over-
all, the proposed pipeline by Pakzad et al. [5] demonstrates
promising results for improving fairness and reducing bias in
skin type classification.

FIGURE 5. Overview of the CIRCLe model pipeline architecture [5].

C. MORE STANDARDIZATION
Standardization is crucial in dermatology AI, ensuring a con-
sistent and reproducible evaluation of model performance,
including fairness. Despite the rapid growth of AI in der-
matology, there is a lack of standardization in the field,
with researchers often experimenting with different tech-
niques and methods. However, as AI becomes increasingly
integrated into our lives, it is vital to establish standardized
approaches to evaluate fairness at each process step.
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A review paper by Young et al. [18] highlights the need for
a more standardized metric approach for evaluating CNNs
used to classify skin lesions. The paper notes that many
studies use their unique way of computing metrics, making
comparing results across different approaches difficult. The
lack of standardization poses a challenge when evaluating the
fairness of other AI models, and it is essential to develop stan-
dardized approaches to enable fair comparison of different
approaches.

Establishing a standardized approach to evaluating fair-
ness in dermatology AI is an ongoing challenge. However,
it is essential to address this issue to ensure that AI models
are transparent, unbiased, and equitable in their predictions.
By developing standardized metrics and methods for eval-
uating fairness, we can help promote greater consistency,
comparability, and transparency in dermatology AI research.

D. DEALING WITH IMBALANCED DATASETS
One of the most significant challenges in developing
AI models for skin disease classification is dealing with
imbalanced datasets. In the medical field, imbalanced
datasets are common; some classes have significantly more
samples than others. In dermatology, this is especially true
for rare diseases, which can have limited samples, making it
difficult to train a robust model.

Imbalanced datasets can result in models that perform well
on majority classes but poorly on minority classes, lead-
ing to biased and unfair models. One approach to dealing
with imbalanced datasets is oversampling, which involves
replicating the minority class samples to balance the dataset.
However, this approach can lead to overfitting and poor gen-
eralization performance.

Another approach is under-sampling, where the majority
class samples are randomly removed to balance the dataset.
However, this approach can result in a loss of information and
poor performance on the majority class samples.

A more effective approach is to use techniques such as
Synthetic Minority Oversampling Technique (SMOTE) [19]
and Adaptive Synthetic Sampling (ADASYN) [20] that gen-
erate synthetic samples for the minority classes. SMOTE
creates synthetic samples by interpolating between neighbor-
ing minority class samples in feature space, while ADASYN
adapts the density distribution of the minority class samples
to generate synthetic samples. These techniques preserve the
original data distribution while balancing the dataset and can
improve model performance in minority classes.

Another approach is to use class weighting during model
training, where the loss function is weighted to give more
importance to the minority class samples. This approach can
help the model learn the minority class features better and
improve its performance on the minority classes.

In addition to these techniques, it is also essential to eval-
uate the model’s performance in all classes, including the
minority classes. Metrics such as precision, recall, F1 score,
and AUC can provide insights into the model’s performance
in individual classes. In particular, AUC can be useful for

evaluating model performance on imbalanced datasets as it
is less sensitive to class imbalance.

However, it is essential to note that no single technique can
entirely solve the problem of imbalanced datasets. The choice
of technique may depend on the dataset’s characteristics and
the specific issue being addressed. It is also essential to
evaluate the impact of these techniques on fairness, as they
may introduce new biases in the model.

In summary, dealing with imbalanced datasets is a critical
challenge in developing AI models for skin disease classi-
fication. Techniques such as SMOTE, ADASYN, and class
weighting, and proper evaluation metrics, can help improve
model performance on minority classes and mitigate bias
and unfairness. However, it is important to carefully evaluate
the impact of these techniques on model performance and
fairness.

III. MATERIALS AND METHODS
This section provides a detailed account of the experimen-
tal procedures and techniques used in the study, which is
outlined in Fig. 6. The present study utilized the Kaggle
melanoma 2020 dataset, comprising 37,648 images. In the
data curation phase, skin lesion masks were generated, and
Fitzpatrick skin type metadata and augmented images for
certain training methods. Subsequently, the dataset was par-
titioned into specific training, validation, and test subsets.
Thereafter, an ablation study was performed, constituting a
widely adopted method [21] of evaluating different com-
ponents of deep learning models, involving the addition or
removal of specific model parts coupled with modifications
in various hyperparameters. The study culminated with a
comprehensive analysis of the results, encompassing fairness
metrics and the application of the XAI technique using the
Grad-CAM method.

FIGURE 6. This figure provides a comprehensive overview of the dataset
and the analysis pipeline. It begins by presenting the dataset and its
partitioning, then training steps and an ablation study. The figure
concludes by showcasing the analysis of the results, which includes
multiple measurements.

Our approach is primarily inspired by the work of
Pakzad et al. [5] on the CIRCLe pipeline architecture. They
proposed using taking an image and augmenting it to a
different FST and passing both the original and augmented
images through the DL model. The learned features were
then regularized to mitigate bias towards different skin
tones.
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Here is an outline of our approach:
1) Data

a) Generate skin lesionmasks - UsingDoubleU-Net
trained on ISIC 2018 Lesion Boundary segmen-
tation.

b) Generate FST for all images - The dataset does
not provide this data, and it is required to evaluate
fairness.

c) Color Transformation - Transform each image
to a different FST. This is used for the synthetic
training method

d) Split dataset - Split the dataset into training,
validation, and testing.

2) Ablation study - Test each of the training methods by
modifying the batch size, optimizer, and learning rate.
a) Baseline training: Our baseline model is trained

using the Melanoma 2020 challenge Kaggle
dataset outlined in Section III-A1. Our baseline
model is evaluated with the evenly distributed
FST dataset.

b) Joint regularization training: an image is sub-
jected to a series of transformations using dif-
ferent FSTs. These transformed images and the
original image are then passed through the model
to compute their respective features. These fea-
tures calculate and apply a regularization term
to the models loss function. This regularization
encourages the transformed images to produce
similar results as the original image, while a
greater deviation between them would harm the
models performance. This method is outlined in
Section III-B3.

c) Synthetic blend training: The baseline model is
retrained with additional synthetic data generated
from our skin transformer outlined in Section III-
A2. The training data is a blend of synthetic data
and real images. Our training method uses 50%
synthetic images and 50% real images.

3) Evaluation - Analyze each model’s AUC across each
FST. Also, evaluate the fairness metrics. Finally, eval-
uate the usefulness of XAI.

We hypothesize that each experiment should become a
more fair model between the baseline, joint regularization,
and synthetic blend training methods.

A. DATA
1) DATASET
This work explores melanoma classification using the Kag-
gle 2020 Melanoma Competition dataset [22]. The dataset
comprises 37,648 dermoscopic images of either benign or
malignant skin lesions selected from over 2,000 patients.
Each image has a specific patient’s unique identifier. This is
important when building a training and test dataset to ensure
they are stratified between the two. The malignant diagnoses
in the dataset have been verified through medical experts, but

the dataset at the current time has not had a thorough peer
review.

This dataset provides the dermoscopic images and a set of
useful metadata, which includes image name, patient id, sex,
approximate age, anatomical location of image site, detailed
diagnosis, and an indication of benign or malignant.

This study utilized a dataset that lacked the annota-
tion of FST. Thus, the skin type was estimated using the
methodology described in our prior research [23]. Because
we also calculated the skin lesion masks, as described in
Section III-A3, the FST was estimated with the skin lesions
removed. This information is used in Section IV-C to ana-
lyze the performance of the models concerning each FST.
In Fig. 7, we can see an overwhelming number of FST 1
relative to 2-6.

FIGURE 7. Distribution of the FST in the Kaggle 2020 Melanoma
classification competition. The FST uses the approach proposed in [23]
whereas the approach labeled as FST Masked removes the skin lesion
before the FST is estimated.

Fig. 8 presents a set of samples of each estimated FST.
Upon careful examination of the sample set, it is apparent that
some images were misclassified due to artifacts, and exces-
sive hair in row 3 column 5. Furthermore, images containing
relatively larger lesions as observed in row 3 column 6,
might have potentially undermined the accuracy of the FST
estimation.

In the Kaggle 2020 Melanoma Competition, Chris Deotte
provided a valuable resource to the community by presenting
a triple-stratified dataset [24]. This dataset was split into test
and validation sets, with a balanced distribution of patients,
patient count, and diagnosis, ensuring fairness and accuracy
in the evaluation process. Deotte was trying to avoid any data
leakage between the test and validation sets, which could
significantly impact the results and interpretation of the study.

In our experiments, we use Deotte’s approach as a baseline
for training but create a special validation dataset. We divided
the data in a 75:24:1 between training, testing, and validation.
The validation dataset selects 74 images of each FST class to
create our benchmarking validation dataset. Of the 74 images,
37 are benign, and 37 are malignant for each FST. This brings
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FIGURE 8. Sample set of images in each of the estimated FST. The
columns represent the estimated FST going from 1 to 6 from left to right.
The top two rows show examples where the estimation appears to be
accurate whereas the last row examples of cases that might raise
concerns about the estimation method.

a total of 444 total images in the validation dataset. This
dataset is used to test our different experiments.

The Synthetic blend training method utilized in our study
involves the generation of a new dataset by transforming
every training image to be darker from a FST perspective.
Due to limitations in the color transformer, we decided to
restrict the FST shift to amaximumof 2 types. This restriction
ensured that an image with an initial FST value of 3 would
only transform to a maximum value of 5. This decision
was made based on the observation that results beyond this
maximum value did not yield satisfactory visual outcomes.

During the training process, we randomly generated a
number between 0 and 1. If the generated number was greater
than 0.5, we utilized the transformed image. Conversely, if the
number was less than or equal to 0.5, we used the original
image. This approach ensured that the training model was
exposed to a mixture of transformed and original images to
enhance the robustness of the trained model.

The incorporation of the Synthetic blend training method
in our study aimed to improve the training process by expand-
ing the diversity of the training dataset. By introducing
transformed images, we sought to increase the variability
of the dataset and ensure that the model could effectively
generalize to a broad range of real-world scenarios. However,
we acknowledge that this approach is not without limitations,
particularly regarding the extent of image transformation
allowed and the choice of transformation method.

2) COLOR TRANSFORMATION
Because many datasets lack darker skin type samples, there
have been attempts to augment the datasets to generate
darker skin examples. There are many different approaches to
balancing datasets: Undersampling, oversampling, Synthetic
Minority Oversampling Technique (SMOTE), data augmen-
tation techniques, and the use of GANs to generate more
images [5], [25], [26], [27]. For our experiments, we would
like to augment the datasets for test and validation purposes.
To evaluate the effects of skin color on the performance of
the DL model, we use a color transformation algorithm that
adjusts the skin color of the lesion images. The algorithm

darkens the skin lesion images by converting from one FST
to another. The color transformation is performed using
color spacemanipulations and is inspired by Pakzad et al. [5],
which uses StarGANs, although it is simplified for this study.

One of the reasons we decided to use a custom color
transformer is that the StarGAN model needs to be trained
and might need to be re-trained based on the dataset being
used for classification. Also the StarGAN model adjusts the
color of the full image including the skin lesion and we
wanted to leave the skin lesion unchanged for our color trans-
former. Because of this it is important to have masks for the
skin lesion which is discussed in section III-A3. Therefore,
we propose a method that does not need to be trained and
generates images that transform into different FSTs.

In this approach, the focus is on converting dermoscopic
images from one FST to another. To accomplish this, only
a few parameters need to be adjusted. The FST can be cal-
culated using the ITA, represented by Equation (1). In the
ITA Equation (1), the two main components are the b and
L* values. Fig. 2 in part (a) shows a graph of how each
component adjusted can change the ITA result. Using the ITA
value, the FST can be determined by using Table 1 as a lookup
reference. The accurate computation of the ITA value can be
challenging in the presence of artifacts such as stickers or
penmarkings with colors distinct from the patient’s skin tone.
These artifacts introduce inaccuracies to the computation and
can lead to incorrect ITA values. Additionally, the color of
the skin lesion itself can differ from the patient’s typical
skin color, which can also cause incorrect ITA computations.
To address this issue, we propose leveraging skin lesion
masks to remove the lesion from the image before computing
the ITA value. This approach ensures that the ITA value is
calculated accurately, even in the presence of skin lesions or
artifacts, and improves the overall robustness and accuracy of
our proposed method.

Fig. 9 shows the pipeline of how the image is transformed.
This utility expects an image, the skin lesion pixel mask
annotation, the current FST, and desired, which is FST’ as
inputs. This is needed because we use the ISIC datasets,
which do not provide FST data. The skin lesions are important
to the downstream machine learning classifier, and we want
to preserve them when doing the skin transformations. The
skin lesion mask is used as a filter out all of the skin lesions
before the color transformation. That leaves only the skin to
be adjusted with the skin transformation.

FIGURE 9. The skin transformer that uses in an image, the skin lesion
mask, the FST, and desired FST’ is returned a new image modified to
match the desired FST.
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To calculate the FST, the image must be converted from
the RGB color space to the LAB color space. The LAB color
space has three components: L, A, and B. The L compo-
nent represents the lightness intensity that the color reflects
or emits. The a component represents the color spectrum
between green and red. The b component represents the color
spectrum between blue and yellow.

Our approach involves adjusting the L and B components
to convert the skin type of an image. The L component affects
the intensity of the image, while the B component affects the
yellow-ness of the image.

A random ITA value is selected in the range for the desired
FST from 1 to make these adjustments. The difference is
selected between the original ITA value, and this randomly
selected ITA value in Equation (7). Based on this difference,
the b and L values are then adjusted with a scaling factor in
Equations 8 and 9.

ita1 = ITA− ITA′ (7)

b = b+ (ita1 · 0.5) (8)

L = L − (ita1 · 0.12) (9)

By adjusting these parameters, we aim to achieve a con-
version of the image to a different FST while preserving the
relevant information in the dermoscopic image.

We pre-processed all the original images to compute the
ITA values and converted FST to be saved off so they did not
need to be recomputed during the training and testing phases.

3) SEGMENTATION MASKS
To perform the skin color transformation, we aimed to sepa-
rate the lesion from the surrounding skin and only modify the
skin. Separating the lesion and the skin can be achieved using
segmentation masks. In this study, we considered three sce-
narios for the availability of segmentation masks: no masks,
automatically generated masks, and manually generated
masks (available as ground truth). The Kaggle Melanoma
2020 dataset does not provide skin lesion masks, so we
generate the masks by using a finely-tuned segmentation
for skin lesions called DoubleU-Net [28]. The DoubleU-Net
model was trained and tested on the ISIC 2018 Lesion Bound-
ary segmentation challenge which they provided pre-trained
weights. In generating the masks using the DoubleU-Net,
we found the results needed to be rotated by 270 degrees and
then flipped vertically to achieve the correct mask. Figure 10
shows the sample results of the skin lesion segmentation
masks.

Masks were generated for each image in the Kaggle
Melanoma 2020 dataset. These masks were used in the
regularization training method and to develop the synthetic
transformed images.

B. TRAINING
1) MODELS
For this study, we used the EfficientNet model family and
ResNet. EfficientNet is a family of image classification

FIGURE 10. Sample set of images where the first row is the original
image and the second row is the generated masks over the skin lesion.

models developed to increase image classification accuracy
while reducing computational costs. It is based on a model
scaling method that balances the network’s width, depth,
and image resolution against available resources to improve
overall performance. The B2 model has around 10M param-
eters, whereas popular alternatives such as ResNet-50 or
ResNeXt-101 are between 25M-84M parameters.

We use the PyTorch implementation of the pre-trained
EfficientNet B2, EfficientNet B4, and ResNet-50 models.
The pre-trained weights come from this model being trained
on the imagenet-1k [29], a dataset of 1,000 classes and over
1M training images and 100k test images. The pre-trained
model was fine-tuned on the Kaggle Melanoma 2020 dataset
of dermoscopic images of skin lesions using transfer learning.
Transfer learning is a process in which a pre-trained model is
fine-tuned on a smaller dataset to improve its performance for
a specific task.

Because this model has a smaller set of parameters, the
training time is improved over the larger models. Tan and Le
in their release of EfficientNet [30] found that EfficientNet-
B1 was 5.7x faster tan ResNet-152 on the inference latency
and EffcientNet-B7 was 6.1X quicker than GPipe model.
Users who require a more substantial model may experiment
with the B0 to B7 models with minimal modifications to
evaluate their suitability.

2) ABLATION STUDY
To evaluate the robustness of each training method, we con-
ducted a comprehensive ablation study, focusing on mod-
ifying hyperparameters such as batch size, optimizer, and
learning rate. We first selected the EfficientNet-B2 architec-
ture as our reference model to streamline the ablation study.
This decision allowed us to efficiently explore the impact of
different hyperparameters on the model’s performance.

1) Batch Size Evaluation - We commenced the study by
examining the influence of varying batch sizes on the
performance of the EfficientNet-B2 model. The chosen
batch sizes for this investigation were 8, 16, 24, and
32. Upon identifying the optimal batch size, we inves-
tigated the most suitable optimizer for the model.

2) Optimizer Selection - We evaluated the following
optimizers: Adam, AdamW, Adamax, and NAdam.
This selection encompasses a diverse range of opti-
mizers, highlighting the characteristics of stochastic
optimization, from the adaptive moment estimation of
Adamax to the decoupled weight decay regularization
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implemented in the AdamW optimizer. All optimizers
were readily available within the PyTorch framework.

3) Learning Rate Exploration - After selecting the most
suitable optimizer, we explored the impact of various
learning rates on the model’s performance. The learn-
ing rates tested were 0.0005, 0.001, 0.0015, and 0.002.

Upon determining the optimal learning rate, we employed
this combination of hyperparameters for all selected models
to validate their efficacy in medical image analysis.

3) REGULARIZATION
The regularization is inspired by the Pakzad et al. [5] where
they color transform an image and run it through the same fea-
ture extractor. Fig. 11 outlines our adaptation of the CIRCLe
model. The regularization loss is added to the overall loss
function to enforce the invariant condition between the origi-
nal and synthetic images. The loss function includes a predic-
tion loss, which calculates the cross entropy between the true
labels and predicted probabilities, and a regularization loss,
which calculates the squared error distance between the latent
representations of the original image and the synthetic image.
The final predicted class is the one with the highest predicted
probability. A hyperparameter controls the trade-off between
the prediction and regularization losses.

FIGURE 11. This figure depicts an updated classification architecture that
extends CIRCLe. Figure (a) shows the process of passing a dermoscopic
image X through the feature extractor layers of the model, resulting in a
learned representation r . This representation is passed through the
classification layer, producing the final classification output. Figure (b)
illustrates the custom skin transformer responsible for processing the
input image to produce a modified version X ′ . More details on this
transformer can be found in Fig. 9. After X ′ is obtained, it is passed
through the same feature extractor layers as in (a) to generate a newly
learned representation r ′ . The regularization loss is then calculated using
Mean Squared Error (MSE) between r and r ′ , added to the classification
loss. These losses are then used during backpropagation to train the
model for better generalization across all FSTs. The ultimate goal of this
architecture is to improve the accuracy and robustness of the
classification model.

C. EVALUATION
1) METRICS
There aremany reasonswhy evaluating fairness inAI systems
is essential. One reason is that AI systems are increasingly
used to make decisions that can significantly impact people’s
lives. Another reason is the potential for these systems to

amplify existing societal biases. For example, if an AI system
is trained on biased data, it may learn to perpetuate these
biases.

An approach to evaluate fairness is to use statistical mea-
sures, such as comparing the proportion of individuals from
different groups treated the same by the AI system.

Haas [31] and Gardner et al. [32] have created a standard
set of metrics that can be used to evaluate fairness in Table 4

TABLE 4. List of proposed fairness metrics provided by the Haas [31] and
Gardner et al. [32].

2) POST-HOC XAI TECHNIQUES
Evaluating the performance of a model using metrics such as
the area under the Receiver Operating Characteristic Curve
(AUROC) only tells part of the story. These quantitative
measures must fully capture the complex and nuanced ways
bias can manifest in a models predictions.

To address this gap, recent studies [33] have turned to
post-hoc explainability techniques such as Grad-CAM to gain
deeper insights into the decision-making processes of deep
learning models. Grad-CAM provides a visual explanation
of the models predictions by highlighting the regions of an
image that the model used to make its decision. By exam-
ining the explanations generated by Grad-CAM, researchers
can better understand how biases in the data or the models
architecture may affect its predictions.

To understand the underlying reasons behind any biases
found in the DL models, we use post-hoc XAI techniques.
In this study, we use the off-the-shelf library implementa-
tions of Grad-CAM. This popular post-hoc XAI technique
generates heatmaps that highlight the regions of the image
that contribute most to the models prediction. Although it
provides some good benefits, such as debugging modes, there
are still doubts that XAI should be involved with the highly
impactful decision-making of a critical system such as health
care.

IV. RESULTS
To evaluate the performance and fairness of the models, all
results are based on binary classification between benign and
malignant. We use the AUC metric to measure the model’s
performance as it provides a reliable measure of classification
performance when the data is imbalanced [34]. To ensure
that the model’s fairness is evaluated across different FSTs,
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we will aggregate the binary classification results into buck-
ets based on the FST. This approach allows us to analyze
the model’s performance and fairness across different FST
groups, providing insights into how well the model general-
izes across different skin types.

The performance of the deep learning models was assessed
and divided into five distinct sections, which are outlined
below:

1) Ablation Evaluation - The ablation study was con-
ducted on the EfficientNet-B2 model, focusing on
optimizing hyperparameters, including batch size, opti-
mizer, and learning rate. The results from this analysis
are presented in this section.

2) Model Performance Evaluation - We evaluated the
overall performance of the deep learning models by
examining the AUC. This metric provides insight into
the models’ discriminative ability and overall effective-
ness in medical image analysis.

3) Fitzpatrick Skin Type Model Performance - In this
section, we assessed the performance of the models
usingAUC, aggregated by the FST. This analysis aimed
to determine whether the models’ performance varied
significantly across different skin types.

4) FairnessMetrics -We applied specific fairnessmetrics
to evaluate the overall fairness of the models. The FSTs
were divided into two groups, enabling us to investigate
the degree to which model performance was equitable
across different skin types.

5) XAI Evaluation - XAI techniques were assessed to
determine whether the models’ predictions were based
on appropriate regions of the input images. This evalu-
ation provided insights into the transparency and inter-
pretability of the models, which are crucial factors in
the context of medical image analysis.

By aggregating the results in this manner and conducting
multiple evaluations, we can ensure the reliability and robust-
ness of our proposed approach and promote the development
of more accurate and fair models for skin lesion diagnosis.

A. ABLATION EVALUATION
The ablation study was divided into 3 different case studies,
batch selection, optimizer selection, and learning rate selec-
tion. The evaluation criteria used the highest AUC to move
on to the subsequent case study. The AUC results are from
the testing dataset. Once a case study was completed, that
hyperparameter was not changed for the remainder of the case
studies.

1) ABLATION STUDY 1: BATCH SIZE SELECTION
In this study, we evaluated the performance of the
EfficientNet-B2 model using different batch sizes with a
fixed Adam optimizer with a fixed learning rate of 0.0005.
Specifically, we tested batch sizes of 16, 24, and 32, and
found that themodel achieved the highest AUC of 0.938when
trained with a batch size of 32, as shown in Table 5.

TABLE 5. Case Study 1: Batch size Model performance comparison.

2) ABLATION STUDY 2: OPTIMIZER SELECTION
In this study, we evaluated the performance of the
EfficientNet-B2 model using different optimizers with a
batch size of 32 with a fixed learning rate of 0.0005. Specif-
ically, we tested the Adam, NAdam, Adamax, and AdamW
optimizes, and found that the model achieved the highest
AUC of 0.958 when trained with the NAdam optimizer,
as shown in Table 6.

TABLE 6. Case Study 2: Optimizer Model performance comparison.

3) ABLATION STUDY 3: LEARNING RATE SELECTION
In this study, we evaluated the performance of the
EfficientNet-B2 model using learning rates with a fixed
NAdam optimizer with a fixed batch size of 32. Specifically,
we tested learning rates of 0.0001, 0.0005, 0.001, 0.0015, and
0.002, and found that the model achieved the highest AUC of
0.958 when trained with a learning rate 0.0005, as shown in
Table 7.

TABLE 7. Case Study 3: Learning Rate Model performance comparison.

Following the completion of all three ablation studies,
we selected a batch size of 32, the NAdam optimizer, and
a fixed learning rate of 0.0005 for subsequent model test-
ing across different training types and architectures. These
parameters were found to yield the best performance across
the range of experiments conducted.

B. MODEL PERFORMANCE EVALUATION
The performance of the models was evaluated using AUC and
tested based on the baseline transfer learning, joint regulariza-
tion, and synthetic blend methods. Table 8 and Fig. 12 show
all the results for each model for each training type.

The results of the experiments demonstrate that all
of the models exhibited improved performance upon the
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TABLE 8. Performance metrics for all models.

FIGURE 12. The figure depicts a line graph that illustrates each models
Area Under the Curve (AUC) results, based on the employed training
method.

implementation of joint regularization and synthetic blending
methodologies, with the exception of a minor decline in per-
formance observed in the case of EfficientNet-B4 concerning
the synthetic blending technique. Among the models exam-
ined, EfficientNet-B2 emerged as the highest-performing
model with an AUC score of 0.845 at baseline, 0.881 with
joint regularization, and 0.901 with synthetic blending.
In contrast, ResNet50 exhibited comparatively poorer per-
formance across all training methods. These findings hold
significant implications for the development and optimization
of machine learning models for AUC assessment.

C. FITZPATRICK SKIN TYPE MODEL PERFORMANCE
Table 9 displays the results of the AUC metrics for each
type of FST under the different training types. The AUC
metric measures the model’s ability to distinguish between
the positive and negative samples. Based on the table, it is
evident that the AUC scores differ significantly between the
different types of FSTs.

For the Baseline training type, the EfficientNet-B2 model
performed best in Type 1. The model also performed rel-
atively well in Type 3 and Type 4. However, the model’s
performance declined significantly in Type 6. This decline
in performance can be attributed to the inherent differences
in the types of FSTs, which present unique challenges for
machine learning models.

For the Regularization training type, the EfficientNet-
B2 model showed significant improvements in performance
across all types of FSTs, except Type 2. Specifically, the
model showed the best performance in Type 1, representing a
substantial improvement over the Baseline training type. The
model’s performance in Type 5 and Type 6 also improved.
This improvement can be attributed to the regularization
method, which provides a way to penalize the model’s perfor-
mance when it is not performing well on transformed images.

The EfficientNet-B2 model showed the best overall per-
formance for the Synthetic blend training type in Type 1,
Type 2, and Type 3. The model also showed a significant
improvement in performance in Type 4. However, the model
performance in Type 5 and Type 6 declined compared to the
Regularization training type. The performance improvement
can be attributed to the synthetic blend, which provided more
samples of darker images, thereby improving the model’s
ability to learn diverse images.

The results indicate that the EfficientNet-B2 model is the
best-performing model across all types of FSTs under the
three different training types. However, the model’s perfor-
mance can be further improved with more training data.
Moreover, the results indicate that the regularization and
synthetic blend training types can significantly improve the
models performance, thereby providing better AUC scores
for almost all FSTs.

TABLE 9. AUC metrics for each FST comparing different training types for
the EfficientNet - B2 model.

D. FAIRNESS METRICS
In this study, the fairness of the deep learning models was
assessed using a set of commonly used fairness metrics,
as shown in Table 10. The fairness metrics were computed
for the top-performing models, which were ResNet50, Effi-
cientNet B2, EfficientNet B4.

Table 10 presents the results of an empirical evaluation of
different models trained with different methods. The metrics
used to evaluate the models are disparate impact, equalized
odds, predictive rate parity, and the Absolute Between-ROC
Area (ABROCA). The training types evaluated are baseline,
regularization, and synthetic blend.

Regarding Disparate Impact, the models showed vary-
ing levels of fairness, with values ranging from 0.711 for
ResNet50 baseline to 1.000 for the EfficientNet B2 training
with the synthetic blend. A value of 1 represents perfect
fairness, so values above and below 1 indicate a degree of
disparate impact. For Equalized Odds, the values ranged from
0.009 for EfficientNet B2 synthetic blend trained to .189
for EfficientNet B2 trained with Regularization. A value of
0 represents perfect fairness, so higher values indicate that
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TABLE 10. Fairness metrics.

the model is less fair. Predictive Rate Parity was calculated
for all models, ranging from 0 for EfficientNet B2 baseline
trained to 0.051 for EfficientNet B2 regularization trained.
A value of 0 represents perfect fairness, so higher values
indicate a less fair model. Finally, the ABROCA metric was
computed, ranging from 0.038 for ResNet50 regularization
to 0.156 for ResNet50 baseline. A zero value for ABROCA
indicates an equally fair treatment of all groups, while a larger
value corresponds to a reduction in fairness.

FIGURE 13. Sample of Grad-CAM on the EfficientNet-B2 model trained
with synthetic images. Each image has an M and B representing model
classification where M is malignant and B is benign. The number in the
parenthesis represents the probability and the number in the square
bracket represents the label where 1 is malignant, and 0 is benign.

E. XAI EVALUATION
The XAI approach of using Grad-CAM provides a valuable
means of assessing model feature importance, as exemplified
in the present study through the analysis of sample images
depicted in Fig. 13. The results of this analysis demonstrate
that the model assigns significant importance to the presence
of hair, as evidenced by the last row of columns 3, 4, 5,
and 6. Additionally, the model correctly identifies the skin
lesion as a crucial feature in the images depicted in row 1,
column 1, and row 2, column 2, accurately classifying them
as malignant. In contrast, the model recognizes the presence
of a dark corner in row 1, column 6, despite its lack of
relevance to the skin. Although the model correctly classifies
the image in row 1, column 3, it displays a degree of impor-
tance towards the ruler in the image, which is not a relevant
feature. Similarly, in row 2, column 1, the model inaccurately
classifies the lesion as benign. At the same time, the activation
map highlights the lesion presented as a significant feature,
displaying a deep red area on the lesion.

V. DISCUSSION
In dermatology, specifically skin lesion classification, the
issue of bias is a critical concern because human health is
involved. We must ensure that ML models are trained and
tested on diverse and representative data to prevent potential
patient harm. Awareness of bias in these models is crucial
in ensuring they are fair and accurate. As depicted in Fig. 7,
a substantial proportion of the FST 1 class was observed
compared to the other FST classes, particularly FST 3, 4,
and 5, which showed the lowest count. Given that the FST
classification is not a flawless method, it is hypothesized that
somemisclassifications may have occurred, such as instances
where hair or other artifacts negatively impacted the accu-
racy of the classification. Still, we are focused on melanoma
classification.

From the results in Section IV, we discuss the same struc-
ture as follows.

• The choice of EfficientNet-B2 as the best model can be
attributed to its ability to strike a good balance between
model complexity and size. It is possible that with
more training data, other models could perform better
as well. Notably, the performance of the models varied
across the different training methods, with the synthetic
blend method yielding the best results, followed by the
regularization method and then the baseline method.
Compared to the baseline, the marginal improvement in
performance observed with the regularization method
can be attributed to its ability to penalize the model
when it performs poorly against transformed images.
This encourages the model to learn more robust features
and reduces the impact of noise or artifacts in the training
data. In contrast, the synthetic blend method performed
the best among the three training methods. This can be
attributed to the fact that it provided more samples of
darker images, thereby offering a better balance between
light and dark images and presenting more opportunities
for the model to learn from a diverse range of images.
Therefore, the synthetic blend approach helps reduce
bias in the training data and promotes greater general-
ization in the models predictions.

• The top models from Section IV-C were selected for
further analysis, where the data was aggregated based on
the FST. The results indicated that a combination of joint
regularization and synthetic blend training yielded the
best overall performance. While the regularization train-
ing method performed best for the Type 6 skin type, the
synthetic blend training method proved more effective
for Type 1-5 skin types. Notably, the Synthetic Blend
training method produced the greatest improvement in
performance for Type 1 and Type 4 skin types, with a
difference of 0.038 and 0.035, respectively, when com-
pared to the baseline training method. These findings
underscore the importance of considering joint regular-
ization and synthetic blend training when evaluating the
performance of skin type classification models. More-
over, the results suggest that the observed distribution of
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skin types, as depicted in Fig. 7, in the dataset may sig-
nificantly impact the performance of the classification
models. Specifically, themisclassification of Type 6 skin
types may be attributed to the unique characteristics of
this skin type, which poses a challenge for all models.

• The fairness metric results from Table 10 suggest that
different training methods and models can have a signif-
icant impact on the fairness and performance of machine
learning models. While the baseline models showed
relatively poor fairness performance, the EfficientNet-
B2 model trained with baseline methods achieved the
best predictive rate parity. The regularization mod-
els improved fairness, with the EfficientNet-B2 model
achieving the best balance among different metrics. The
synthetic blend models resulted in the best fairness per-
formance, with the EfficientNet-B2 achieving the best
balance among different metrics.

• The Grad-CAM approach allows for the selective evalu-
ation of specific layers, providing ML researchers with
the opportunity to focus on retraining or removing lay-
ers that may contribute to model-related issues. The
highlights observed in the sample images depicted in
Fig. 13, such as the negative impact of hair, rulers,
and dark corners on the models’ performance, could
guide researchers in preprocessing the data before test-
ing. Modifying the model to avoid these types of
artifacts in the image could enhance its performance.
Thus, Grad-CAMcapability of selective layer evaluation
could facilitate the identification of critical features for
model performance and provide a roadmap for future
improvements.

The utilization of regularization techniques in the training
of machine learning models is an effective method for miti-
gating overfitting and improving model performance. In the
case of the current study, regularization was applied to the
images used for model training to diversify the sample and
provide a more comprehensive representation of the under-
lying distribution. This diversity is crucial in skin condition
classification, as skin types can vary widely, and the model
must generalize effectively to make accurate predictions. The
use of regularization in this context is beneficial as it helps the
model learn from amore diverse range of skin types, enabling
it to generalize its understanding of the underlying patterns
and relationships.

VI. CONCLUSION
This study explored the integration of post-hoc explainability
techniques, specifically Grad-CAM, into the assessment of
skin lesion classifiers. The results demonstrate that incorpo-
rating such techniques can provide a more comprehensive
understanding of the biases and limitations of these models,
thus ensuring fairness and accuracy in their predictions.

This work is essential in developing fair and accurate
skin lesion classification models. Our results offer valuable
insights into the current biases present in DL models and
suggest ways for improvement. Additionally, the study is

relevant to the broader field of machine learning and its
applications in medical domains, where fairness and accuracy
are important.

In summary, the key contributions of this work reported are
as follows:

• Color skin transformer - Develop an algorithm to con-
vert an image between different FSTs

• Apply regularization & data augmentation to improve
fairness - Used regularization and data augmentation
through skin transformation to improve fairness in the
disease classifier by reducing the variance in predictions
based on skin type.

• Evaluation of different models - Evaluated the perfor-
mance of several deep learning models on a dataset of
images with different FSTs, and determined the best
performing model.

• Improved AUC - Achieved improved AUC in dis-
ease classification by using the best performing model
and incorporating the color skin transformer and
regularization.

For future work, several potential improvements to these
models have been identified. Firstly, augmenting the training
data with additional synthetic data generated using GANs
may enhance the models ability to learn and identify under-
represented classes. Secondly, exploring alternative loss func-
tions may improve fairness in the model predictions. Addi-
tionally, pre-processing steps, such as removing hair from
images before computing the FST may yield more accurate
results. The color transformer could be fine-tuned for better
visual performance for adjusting FST greater than 2 steps.
Also, we could consider evaluating different layers using
Grad-CAM to understand if the layers need to be modified
or removed to help improve fairness performance. If desired,
adjusting threshold values based on the AUROC graphs may
improve these models’ overall accuracy.
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