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ABSTRACT Self-harm pertains to actions of self-inflicted poisoning or injury that lead to either non-
fatal injuries or death, irrespective of the individual’s intention. Self-harm incidents not only cause loss to
individuals but also incur a negative impact on the nation’s economy. Studies have demonstrated an increase
in trends of self-harm that are correlated with the emergence of technological advancements and swift urban
expansion in developing countries. The capacity to nowcast and forecast national-level patterns of self-harm
trends could be imperative to policymakers and stakeholders in the public health sector, as it would enable
them to implement prompt measures to counteract the underlying factors or avert these projected calamities.
Prior research has utilized historical data to predict self-harm trends at the population level in various nations
using conventional statistical forecasting methods. However, in some countries, such historical statistics
may be challenging to obtain or insufficient for accurate prediction, impeding the ability to comprehend and
project the national self-harm landscape in a timely manner. This paper proposes FAST, a framework designed
to forecast self-harm patterns at the national level by analyzing mental signals obtained from a large volume
of social media data. These signals serve as a proxy for real-world population mental health that could be
used to enhance the forecastability of self-harm trends. Specifically, language-agnostic language models are
first trained to extract different mental signals from collected social media messages. Then, these signals
are aggregated and processed into multi-variate time series, on which the time-delay embedding algorithm
is applied to transform into temporal embedded instances. Finally, various machine learning regressors are
validated for their forecastability. The proposed method is validated through a case study in Thailand, which
utilizes a set of 12 mental signals extracted from tweets to forecast death and injury cases resulting from self-
harm. The results show that the proposed method outperformed the traditional ARIMA baseline by 43.56%
and 36.48% on average in terms of MAPE on forecasting death and injury cases from self-harm, respectively.
As far as current understanding permits, our research represents the initial exploration of utilizing aggregated
social media information for the purposes of nowcasting and forecasting trends of self-harm on a nationwide
scale. The results not only provide insight into improved forecasting techniques for self-harm trends but
also establish a foundation for forthcoming social-network-driven applications that hinge on the capacity to
predict socioeconomic factors.

INDEX TERMS Self-harm, nowcasting, forecasting, online social networks, cross-lingual text classification.

I. INTRODUCTION
Self-harm refers to intentional self-poisoning or self-injury,
regardless of the nature of the motivation or the severity
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of suicidal intent [35], that could result in injury or death.
Self-harm and suicide have been prevalent problems, espe-
cially in developing countries [9]. According to a recent
study, a significant proportion of suicide cases, approxi-
mately 77%, were observed in low- and middle-income
countries [47]. This trend has been associated with the uptake
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of technological advancements and the rapid pace of urban-
ization in these regions [56]. The exacerbation of incidents
involving self-harm not only results in personal grief and
loss but also has enduring adverse effects on the economy,
primarily due to the reduction in long-term labor productiv-
ity [41]. The ability to monitor and forecast population-level
self-harm trends could prove vital to national-level policy-
makers and public healthcare stakeholders in devising means
to timely gauge the situations and implement procedures
to neutralize or prevent such anticipated tragedies [70]. For
example, upon being informed that certain stringent policies
aimed at addressing nationwide epidemics have led to mental
health issues among citizens and are expected to contribute
to a significant increase in self-harm trends, policymak-
ers may consider making appropriate modifications to the
current policies that are causing these issues. Furthermore,
the implementation of public health interventions, such as
mobile psychiatry units or hotlines, could be deployed to
target populations experiencing adverse effects. Presently,
the techniques employed to acquire knowledge about self-
harm trends at the national level depend on administrative
reports from healthcare centers and hospitals across the coun-
try. This approach necessitates significant financial, human,
and time resources, leading to infrequent and delayed data
availability. Statistics that are coarse-grained and delayed
may have limited utility for the purpose of proactive
policy-making.

The need for monitoring and forecasting trends in
self-harm and suicide has been highlighted in recent lit-
erature [63]. The problem has been framed as a time
series forecasting task, with conventional techniques such as
ARIMA and the Holt-Winters methods being applied [71],
[90]. Recent research has illuminated the diverse individ-
ual and external factors that influence the decision-making
process of individuals to engage in acts of self-harm [22],
[66]. According to Chang and Lee [17], relying solely on
historical self-harm and suicide statistics may not be adequate
for developing precise forecasting models. This highlights the
need for supplementary data sources that capture the popula-
tion’s reactions to current self-harm and suicide trends. In this
direction, previous literature has examined the potential of
utilizing Google Trends data, specifically search queries
related to self-harm and suicide, to enhance the accuracy
of national-level self-harm forecasting [39]. However, recent
research has indicated that Google Trends may not be an
appropriate proxy for measuring aggregate self-harm behav-
ior. This is mainly due to the undisclosed algorithm that
governs the mechanism of Google Trends [25], as well as the
assumption that there is a great overlap between the popu-
lation that generates Google search queries and those who
actually engage in self-harm acts [91]. In addition, a recent
academic investigation has revealed that the employment
of self-harm-related keywords in Google Trends statistics
did not correlate strongly with actual self-harm statistics in
Thailand [62].
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To fill the gap in the lack of a good timely indicator,
we propose utilizing extensive online social media data as a
feasible proxy for collective self-harm behavior. The potential
connections between social media platforms, including Twit-
ter and Facebook, and suicidal ideation have been explored in
previous research studies [53], [82], [84]. Conversely, other
studies have employed social media to monitor and forecast
incidents of self-harm and suicide among individuals [55],
[78]. Nevertheless, the utilization of social media as a means
of predicting self-harm and suicide tendencies at an aggregate
level has yet to be explored.

According to research conducted by Wang et al. [95], indi-
viduals with mental disorders tend to feel more at ease
expressing their thoughts on social media platforms. Not only
that, the usage of social media has been linked to worsened
mental health, especially among young adults, [12], as well
as higher rates of suicide and self-harm [1]. Therefore, it is
reasonable to infer that indicators extracted from social media
could be a good proxy for the rising rates of population-
level self-harm, since a significant portion of social media
users may either openly discuss negative mental conditions
on these platforms or their negative mental health states can
be implicitly inferred from their expressions on social media.
Under this conjecture, the characteristics that signify the cog-
nitive states of the message’s author may function as a proxy
for their current or future mental health states and behav-
iors. According to a recent study [62], there exists a strong
correlation between collective mental signals, including fear,
sadness, disgust, and suicidal tendencies, extracted from
social media messages and the national incidence of injuries
and deaths resulting from self-harm in Thailand. Building
upon prior research, our proposed framework involves uti-
lizing extensive social media data as a proxy for measuring
the population’s mental health, which can be leveraged to
forecast nationwide self-harm patterns.

Specifically, we propose FAST, a novel framework for
Forecasting Aggregate-level Self-harm Trends using large-
scale social media data, as part of the PSIMILAN (A data pro-
cessing and visualization system for PSychological /mpact
on Mental health us/ng LArge-scale social Networks) project.
The framework first employs relevant keywords to gather
publicly available social media data. The process involves
extracting mental signals such as sentiments, emotions, and
suicidal tendencies from individual messages, which are then
aggregated to form multivariate time series at a national
level. These temporal mental signals are then combined with
historical self-harm statistics to generate machine-learning-
based forecasting models that predict the number of injuries
and deaths from reported self-harm incidents at various
forecasting horizons. The proposed framework exhibits gen-
eralizability across diverse regional contexts and social media
platforms, attributed to the utilization of language-agnostic
language models for mental signal extraction, which solely
rely on the existence of textual content in social media data
regardless of composing languages.
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A case study examining mental signals derived from social
media data to predict self-harm trends in Thailand is used
to validate the proposed method. The findings indicate that
the optimal configuration of the proposed forecasting models
produces an average mean absolute percentage error (MAPE)
of 13.27% and 10.15% for forecasting death and injury cases
resulting from self-harm, respectively, across the horizons of
zero to six months. These results surpass the ARIMA baseline
by 43.56% and 36.48%, respectively. The proposed method
exhibits optimal nowcasting performance for death and injury
cases at horizon = 0 (nowcasting), with MAPE of 6.59% and
6.20%, respectively. However, it is observed that the average
errors tend to escalate as the forecasting horizon increases.
With the ability to accurately forecast self-harm trends at the
national level, it is our overarching objective for the proposed
framework to be implemented as part of a decision support
system capable of visualizing and investigating the impact of
policies or situations on the population’s self-harm behavior
at both the national and regional levels. The implementation
of such a system has the potential to aid policymakers in
making well-informed and proactive decisions regarding the
development or modification of policies that could have an
impact on the mental health of individuals.

Concretely, this paper presents the following key
contributions:

o We establish social media data as a viable additional data
source to improve the forecasting of population-level
self-harm trends.

o We propose FAST, a framework for developing self-
harm forecasting models at the population level using
collective mental signals extracted from large-scale
social media data. The framework is composed of sev-
eral interdependent modules that collaborate to obtain
data from social media, extract and consolidate men-
tal signals, incorporate time-delay information, select
appropriate machine-learning regression models, and
systematically evaluate various model configurations.

o We conduct thorough empirical evaluations using the
standard step-wise multi-variate time series cross-
validation evaluation protocol. Our study utilizes the
traditional ARIMA model as the baseline and explores
various configurations of target attributes, regression
models, lags, and horizons.

« We make the data and source code available for research
purposes at https://github.com/krittintey/psimilan-fast.

The rest of this paper is organized as follows. Section II
reviews literature related to self-harm and suicide prediction
and forecasting both at the individual and aggregate lev-
els. Section III presents our proposed framework in detail.
Section IV discusses the datasets used as well as the key
experiment results. Should the proposed framework be
adopted for real-world applications, ethical and societal ram-
ifications are expected to arise, some of which are briefly
examined in Section V. Finally, Section VI concludes the

paper.
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Il. BACKGROUND AND RELATED WORK

The ability forecast the aggregate-level self-harm trends
could prove useful not only to policymakers in analyzing
the root causes for policy interventions but also to public
healthcare stakeholders for dispatching remedies to mitigate
and combat the issues [45]. Indeed, the ability to forecast
self-harm and suicide rates has been investigated since 1978,
where simple statistical techniques, such as the Box-Jenkins
method, were used for forecasting suicidal rates using histor-
ical statistics [94]. The advent of Internet technologies has
facilitated convenient access to online information, most of
which through a web search. Later studies have investigated
utilizing these web search queries as proxies to monitor
suicide trends at the national level [10], [91]. However,
in certain developing countries, for example, Thailand, these
web search queries were not found to correlate to self-harm
and suicide trends, possibly due to the underlying popu-
lation which produced these search queries, which could
be different from those actually committing self-harm [62].
Recently, with the rise of online social networking services
as alternative and complement platforms for communication,
several studies have investigated both their contribution to
causes of self-harm and suicide [53], [59] and purposes as
a proxy to assess self-harm and suicide risks in potential
mental disorder patients [28], [69]. Online social networking
data has been established as potential sources for monitoring
real-world phenomena both at the individual and aggregate
levels. For example, Twitter and Facebook data have been
used to predict individual flu infection [73] and forecast the
trends at the national level [67]. Many studies have extended
the use of social media data for tracing and forecasting self-
harm and suicide risks in individuals [11], [40]; however, the
use of such large-scale user-generated data for forecasting
population-level self-harm and suicide trends has yet to sur-
face. Therefore, to provide a comprehensive background and
related work, this section first discusses previously proposed
methods for individual-level self-harm prediction. Then, the
next subsection reviews related work on forecasting self-
harm and suicide trends at the national level, both using
traditional historical statistics and online information (e.g.,
Google Trends).

A. INDIVIDUAL-LEVEL SELF-HARM PREDICTION

The ability to trace and recognize self-harm risks in individu-
als could prove critical in preventing subsequent tragedies and
losses. The fact that many people who commit suicide come
in contact with healthcare systems prior to their death [40]
enables collecting necessary information, such as patients’
background, health, behaviors, and social engagement, for
tracking and assessing individual self-harm risks. Edgcomb et
al. [21] proposed a machine-learning approach for predicting
suicidal and self-harm behavior of patients after hospital-
ization. Their approach trains the CART model [49] with
information from the electronic health records (EHRs), such
as gender, race, age, psychiatric diagnoses, substance use
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disorder, and medications, to predict whether a patient will
be hospitalized for suicidal or self-harm attempts within
365 days after being last discharged. Kyron et al. [44]
presented a study that investigated the use of the hierarchi-
cal logistic regression model to predict self-harm incidents
among patients within inpatient psychiatric facilities. The
classifier was trained with daily self-reports from test subjects
and was used to predict individual self-harm risks. They
found that the increases in a wish to die and psychological
distress were directly associated with the increased risk of
self-harm. They further suggested that the findings could be
extended to implementing monitoring systems for identifying
short-term fluctuations in mood and interpersonal circum-
stances related to self-harm risks. Recently, Liem et al. [47]
investigated the possibility of predicting individual self-harm
and suicide ideation during the COVID-19 pandemic from
information collected as part of the nationwide survey. The
questionnaire comprises information pertaining to demog-
raphy, loneliness from social isolating, and self-harm and
suicide ideation assessment. A case study of 5,211 partici-
pants in Indonesia who conducted the survey from May 25 -
June 16, 2021, was used to validate the efficacy of the
hierarchical logistic regression model. The findings revealed
that highly important features were age, residence, job, reli-
gion, gender, sexual orientation, HIV status, disability, and
loneliness.

Besides using the patient’s health records and self-
administered questionnaire information to assess the risks of
self-harm and suicide, recent studies have shed light on the
emergence of online social networks and their relations with
individual self-harm and suicide. While some studies have
identified that certain social network activities could increase
self-harm risks, especially for those with pre-existing mental
conditions [53], others have utilized these social media data
as a proxy to comprehend thoughts of potential self-harm
users. Indeed, related work that utilizes social media data for
individual-level self-harm analysis can be divided into two
groups. The first refers to investigating and developing tech-
niques for discovering self-harm-related content in a massive
pool of social media data, often framing the problem as a
text classification problem. The latter focuses on identifying
social media users who have high risks of self-harm, where
the users’ corresponding social media posts are automatically
digested and analyzed to quantify the self-harm risk.

The sheer amount of social media data generated daily
is enormous, encompassing diverse topics and purposes
generated by a wide variety of users [29]. The ability to
automatically identify and extract a relevant subset of this
large-scale user-generated data has been proved useful in
monitoring, analytics, and prediction applications in many
domains such as healthcare [3], finance [42], politics [6],
and public policies [87]. The presence of self-harm content
in social networking services has recently raised awareness
of the research communities to develop automated intelli-
gent techniques to address multiple angles of the problems.
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As evidence, the Conference and Labs of the Evaluation
Forum (CLEF) has organized the eRisk task ‘““Early Detection
of Signs of Self-Harm” during 2019 - 2021 [51], [52], [65]
to provide evaluation benchmarks for developing methods to
detect self-harm-indicating messages in the Reddit platform.

In computational psycholinguistics, Rissola et al. [77]
found that messages composed by users with abnormal men-
tal health could exhibit certain linguistic patterns, such as the
use of adverbs, verb tenses, and topic-specific vocabulary.
Furthermore, they found that users with mental disorders
tend to expose their emotions more regularly than control
individuals. With such knowledge, it would be possible to
build automated routines to capture characteristics in lan-
guage styles used by potential self-harm users. Often, this
type of work assumes that social media data comprises a
set of communication messages and frames the problem as
a text classification task [5], [75]. Wang et al. [95] was
among the first research teams to explore this dimension.
They discovered that self-harm users found it less difficult
to communicate self-harm-related thoughts and behaviors
on social media than in person. Evaluating the dataset col-
lected from Flickr reveals that their proposed Self-harm
Content Prediction (SCP) method outperformed the tra-
ditional word-embedding and CNN-based methods in the
self-harm message detection task. Later, several classical
and deep learning approaches were adopted and developed
for detecting self-harm and suicide content in online social
networks [55].

The ability to surveil the online realm for the presence
of self-harm content is not only crucial for the monitoring
tasks but also serves as a building block for identifying
social media users who have high risks of self-harm. Roy
et al. [81] proposed to do so by first quantifying different
mental signals from a tweet using neural networks, including
stress, loneliness, burdensomeness, hopelessness, depression,
anxiety, and insomnia. Then, these extracted signals were
used to train random forest models to detect suicidal ideation
events that can be used to assess suicide risks at the user
level. A case study of 283 Twitter users with suicidal ideation
and 2,655 control users was used to validate their proposed
Suicide Artificial Intelligence Prediction Heuristic (SAIPH)
approach. Later, for the CLPsych 2021 Shared Task, Gol-
lapalli et al. [32] developed the Self-Harm Topic Model
(SHTM) for identifying those at risk for suicide based on their
tweets. Their method combines Latent Dirichlet Allocation
(LDA) and a self-harm dictionary for modeling target users’
tweets. Then, features based on self-harm mood changes
and topic changes in tweets over time were used to train
a deep-learning model to predict suicidal users. Recently,
Cao et al. [15] devised and implemented a personal suicide-
oriented knowledge graph for detecting suicidal intent on
social media. An attention mechanism with two network lay-
ers was used to explain and identify important risk variables
for suicidal thoughts in social media users. The findings of
the study conducted on 7,329 Sina Weibo microblog users,
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comprising 3,652 individuals with suicidal ideation and 3,677
individuals without suicidal ideation, yielded noteworthy out-
comes. The algorithm demonstrated a high level of accuracy,
exceeding that of other contemporary methods, by utilizing
personal knowledge graph information in identifying users
with suicidal ideation, achieving an accuracy of over 93%.
Moreover, within the six classifications of individual factors,
the three foremost crucial indicators were occupation, dis-
position, and expertise. The detection of suicidal ideation is
primarily influenced by various factors such as the content of
the posted text, the level and duration of stress, the presence
of posted pictures, and the occurrence of ruminative thinking.
The above-reviewed studies utilized various sources of
personal information from available health records, self-
administered questionnaires, and social media information
for predicting self-harm risks at either the message or
individual level. While several studies showed promising
evaluation results on their corresponding datasets, proposed
approaches in this direction have faced limitations in terms of
applicability. First, despite the obvious benefit of predictive
technologies for self-harm assessment in individuals, imple-
menting and adopting these tools in clinical settings still yield
little value or, in some cases, ‘“‘might do more harm than
good” [40]. Second, for aggregate-level applications such as
analyzing and crafting policies or public health strategies to
combat rising national-level self-harm problems, policymak-
ers would benefit more from decision support systems that
accurately predict and forecast the aggregate trends of self-
harm at the national level rather than the individual level.

B. AGGREGATE-LEVEL SELF-HARM PREDICTION

Societal loss from self-harm and suicide has become a global
concern [31], which is constantly growing, mainly owing
to the rapid rise in technology adoption [93] and urbaniza-
tion [4]. A traditional way to obtain aggregate-level self-harm
statistics is by collecting reports from hospitals and health-
care centers in the country. However, such a method typically
involves manual data processing and corporation from nation-
wide healthcare units, which often results in delays for several
months. Such delay in data availability could hinder the poli-
cymakers’ ability to effectively handle ongoing or unforeseen
national problems. Hence, the capacity to precisely assess
and predict the general patterns of self-harm incidents on a
national scale may be advantageous for policymakers and
public health stakeholders in formulating prompt strategies
to address such circumstances. The scientific literature has
put forth various methodologies for predicting trends in self-
harm behavior through the analysis of historical data and the
application of traditional statistical techniques. Chang and
Lee [17] raised an observation that studies in suicide rate
forecasting had been limited primarily due to various com-
plex factors that affected suicidal behaviors, which resulted
in unsatisfactory predictions. They then used the experience
curve to forecast annual suicide rates and numbers in 15 coun-
tries in 2010, 2020, and 2030. Preti and Lentini [71] proposed
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to use a combination of statistical methods such as ARIMA,
the Holt-Winters seasonal method, the ETS model, and the
TBATS model to forecast monthly numbers of suicide cases
in Italy. Separate forecasting models were validated for male
and female suicide cases, where they found that the fore-
castability for male suicide cases was clearer than that of
females. Rostami et al. [80] used an exponential smoothing
state-space model to forecast monthly suicidal rates in the
West of Iran. They concluded that there were no significant
observable trends of suicide over the study period of March
2006 to September 2013. However, they were able to detect
statistically significant variations that called for additional
data from other parts of the country with longer duration
to better estimate the general suicide trend at the country
level. Recently, Swain et al. [90] also pointed out that the
suicide rates in India have been increasing, aligning with
the global trend. They experimented with various statistical
forecasting techniques on the historical suicide rates collected
from India’s National Crime Record Bureau Reports during
1969 - 2018 and found that ARIMA was the most effective in
forecasting suicide rates in India for the next decade.
Several studies have investigated the risk factors that influ-
ence self-harm ideation and found that the risk factors varied
across different groups of people depending on gender, age
ranges, careers, and geographical regions [16], [22], [24],
[33]. Some of these risk factors include substance misuse,
poor family, and peer relationships [74]. While most of
these risk factors depend on individual circumstances, recent
studies revealed that some factors could also be affected
by ongoing societal situations such as financial status and
terrifying disease infection [36], [66]. With such diverse
influencing factors that govern the decision to commit self-
harm, there is no wonder why it is difficult for prediction
models that learn only from the historical time series alone to
yield satisfactory forecastability [17]. Indeed, recent studies
have explored the use of auxiliary aggregate-level informa-
tion that could reflect the population’s opinions, such as web
search queries (e.g., Google Trends) which could be used
to represent the collective needs of particular information
at different temporal and thematic scales [38]. Such preva-
lent need-to-know information pertaining to certain topics
could reveal the current ongoing phenomenon in a society
that potentially serves as latent variables in aggregate-level
prediction tasks. Barros et al. [10] found that incorporat-
ing the search volumes of queries related to depression and
suicide from Google Trends into a neural network autore-
gression model helped to improve the forecasting of suicide
rates in Ireland with MAE ranging between 4.14 and 9.61.
Following prior research findings that absolutist thinking
could be a sign of depression and self-harm, Adam-Troian
and Arciszewski [2] explored the use of absolutist keywords
(e.g., “completely”” and “‘totally’’) to query the correspond-
ing Google Trends time series and incorporated them into
a mixed model to forecast state-level suicide rates in the
United States. Their experiment results evidenced the link
between the absolutist linguistic markers and suicide deaths
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at the collective level. Recently, Kandula et al. [39] proposed
a two-stage model for forecasting state-level suicide mor-
tality, utilizing search queries from Google Trends queried
by suicide-related terms and call logs from the crisis hot-
line services. The first stage uses ARIMA to produce four
forecasting models separately trained with historical suicide
mortality, search queries, call logs, and the combination of
search queries and call logs. The outputs of these four models
are then used as inputs for the second-stage ARIMA model to
forecast suicide mortality in the next six months in 50 states
in the United States.

While Google Trends has been used for forecasting self-
harm trends, such a user-generated information source may
not be suitable as a proxy to learn the underlying population-
level factors that influence national self-harm trends due
to the following reasons. First, a recent discovery has pre-
sented criticisms about using Google Trends for research
purposes [25], largely because the algorithm that governs the
behavior of such a service has not been published, resulting in
unexplainable phenomena such as trend changes even when
queried with the same keywords and time frames. Further-
more, specifically for the problem at hand, Google Trends
has been reported for low validity in forecasting national
suicide rates [91]. The main reasons stem from a number
of assumptions that have not been statistically proven valid:
1) the underlying population that generates Google search
queries comprises mostly those that actually have self-harm
ideation, and 2) web-search behavior is strongly linked with
suicide behavior. Indeed, recent findings [62] revealed a weak
correlation between suicide-related Google Trends volumes
and the actual national self-harm statistics in Thailand.

Online social networks have emerged as a means of com-
munication among online users and serve as user-generated
information sources alternative to web search queries. In con-
trast to web search users who primarily seek information,
social media users interact with each other. As a result, social
media has been established as a viable source for mining
public opinions that become proxies for many applications
that aim to assess real-world events [57]. While social media
users have been questioned for their ability to represent
the whole population [58], studies have found that informa-
tion extracted from large-scale social media data exhibited
strong correlations with real-world phenomena at the aggre-
gate level. In computational psychology, studies have found
a strong tie between self-harm behavior and social media
usage, especially in high-income countries where digital tech-
nologies and literacy have fully propagated [64]. However,
analyses of the relationship between self-harm ideation and
collective social media engagement in developing countries
still fall short. Thus, this research proposes the utilization
of extensive online social networks as an alternative indi-
cator for predicting self-harm trends at the national level.
To our knowledge, this research endeavors to investigate
the feasibility of utilizing knowledge obtained from collec-
tive social media data to forecast trends of self-harm cases.
Closest to addressing this research problem is the work
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by Noraset et al. [62], who discovered a strong correlation
between mental signals, including fear, sadness, disgust, and
suicidal tendencies, extracted from aggregated social media
data and the real-world incidence of self-harm injuries and
fatalities at the national level in Thailand. Based on their find-
ings, we propose a framework for forecasting self-inflicted
injuries and fatalities at the national level, utilizing men-
tal cues derived from extensive user-generated social media
data. The outcomes of this investigation have the potential
to facilitate the development of decision-support systems
for policymakers and public healthcare practitioners. These
systems could aid in the creation and execution of strategies
to address anticipated rises in self-harm trends. Additionally,
they could enable the monitoring of the effects of imple-
mented policies on national self-harm behaviors in a timely
and cost-efficient manner.

lll. METHODOLOGY
While several studies have defined self-harm concepts dif-
ferently and even used the terms self-harm and suicide
interchangeably [50], this research follows the definition of
self-harm by Hawton et al. [35]. Specifically, regardless of
the nature of the motivation or the level of suicidal intent,
self-harm is referred to as deliberate self-poisoning or self-
injury that may result in injury or death. Therefore, with such
a definition, attempted suicide, successful or unsuccessful,
is also considered a self-harm act. This definition of self-
harm is used here rather than the binary classification of
such actions as non-suicidal self-injury and attempted suicide
as early used in the literature [34] because suicidal intent
is a multidimensional phenomenon where the patient’s and
clinician’s perceptions of suicidal intent might disagree [35].
Furthermore, national clinical guidelines focus on self-harm
for implementing relevant management strategies [14], [46].
The ability to forecast population-level self-harm trends
could therefore allow public health practitioners and policy-
makers to anticipate events that could trigger self-harm risk
factors and invent intermediate strategies for effective self-
harm management in a timely manner. The main novelty
of this research is the use of mental signals extracted from
large-scale social media data as a proxy to forecast aggregate
self-harm trends. The motivation to investigate the viability
of such user-generated data stems from prior research on
the risk factors that influence individual decisions to commit
self-harm, most of which result from mental health disorders
either caused by existing psychiatric conditions or external
factors such as being bullied [37] or strict governmental
policies in combating grave situations [96]. Recent studies
suggested that the increasing self-harm trends are linked to
the expansion of social media adoption [59], and people
with self-harm ideation found themselves more comfortable
expressing their thoughts on social networks [95]. Drawing
upon this knowledge, the present study introduces a novel
method that integrates collective mental signals from social
networks to predict the collective trajectory of self-harm.
The ubiquitous nature of social media renders it a desirable
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resource for real-time monitoring and forecasting applica-
tions, owing to its instantaneous availability and accessibility
from any location and at any time. As far as the existing
literature is concerned, the utilization of social media data for
predicting self-harm rates at the national level has not been
investigated.

TABLE 1. Summary of important acronyms used in this paper.

Acronym | Original Term
Mental signals
ME-Ang Anger emotion
ME-Dis Disgust emotion
ME-Fea Fear emotion
ME-Joy Joy emotion
ME-Sur Surprise emotion
ME-Neu Neutral emotion
MS-Pos Positive sentiment
MS-Neg Negative sentiment
MS-Amb Ambiguous sentiment
MS-Neu Neutral sentiment
M-ST Suicidal tendency
M-NST Non-suicidal tendency
Ground-truth data
GH-Death Number of self-harm cases that result in death
GH-Injure Number of self-harm cases that result in injuries

Mathematically, let X and Y be the sets of mental signal
and target variables, respectively. In this research, X com-
prises normalized mental signals extracted from social media
data. These signals are divided into three categories: emo-
tions (ME), sentiments (MS), and suicidal tendencies (M).
The emotion signals comprised anger, disgust, fear, joy, sur-
prise, and neutrality. The sentiment signals include positive,
negative, ambiguous, and neutral sentiments. The suicidal
tendency can be either having a suicidal tendency or not.
The selection of these mental signals follows our prior study
on the correlation analyses between mental signals extracted
from social networks and socioeconomic variables [62].
Table 1 lists the acronyms of all the mental signals used in
this research. Furthermore, Y = {Ydearh, Yinjury} comprises the
ground-truth actual numbers of deaths (Vgeqsn) and injuries
(Vinjury), T€SPECtively, from self-harm incidents.

Then X® = (x(()t),xit),...,x,g)) and YO =
(yg), y(lt), R yﬁ,')) represent the vector of m mental signals
extracted from social media data and n target attributes,
respectively, at time ¢. Policy-related socioeconomic vari-
ables are generally measured on a monthly basis in terms
of temporal granularity. However, it is possible for future
applications to adjust the frequency granularity to better
suit their specific needs. For example, for time-sensitive
applications such as predicting daily stock prices, the time
steps could be daily, while less time-critical applications such
as GDP or agriculture yields can be forecasted in quarters or
annuals.

Given a time step ¢, lag [, and horizon 4, our task is to build
a forecasting model:

5)(t+h) :f(Y[t_l:t_l],X[t_l:t], h) (1)
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where 57 is the prediction of the target variable y € Y at
time £ 44 (i.e., h time steps in the future, relative to ), X!~/
denotes the mental signals extracted from social media data
collected during time steps [r — [, t], and Y "=/~ 1 represents
the historical values from the time step t —/ to t — 1. Note that
Y@ is not included as an input variable of the model since,
in reality, such values may not be available at the current time
step. For example, at the end of April 2023, while it makes
sense to assume that all the social media data generated in
April 2023 can be available for computation, the actual num-
ber of self-harm cases reported within this month may need
a longer time to aggregate, process, and make available. As a
result, the ability to even nowcast (2 = 0) or hindcast (h < 0)
has still been deemed valuable in many predictive applica-
tions of certain socioeconomic variables whose availability
of ground-truth statistics are severely delayed [39], [76].

To encapsulate the entire process of building the fore-
casting models for population-level self-harm trends, this
research presents the FAST framework, whose high-level
methodology is depicted in Figure 1. First, social media data
is automatically collected. Then, each social media message
is processed to extract mental signals. These message-wise
mental signals are aggregated into temporal periods and
normalized with all the messages collected within each
period. In parallel, the ground-truth statistics are collected
and processed. The extracted, normalized mental signals
and ground-truth statistics are temporally aligned and pro-
duce a multivariate time series. The time-delay embedding
algorithm is performed with different lags and horizons to
produce a sample-wise temporal-aware dataset that is compli-
ant for training machine learning regression models. Finally,
different regression models are validated for their forecasta-
bility at different horizons. The following subsections delve
into each of the modules in detail.

A. DATA COLLECTION AND PROCESSING

Social media data is collected from reputable social network-
ing services using their official APIs. Since different social
media platforms provide diverse sets of functionalities and
features to serve the heterogeneous needs of different user
groups and purposes, to minimize any possible assumptions
about the available information accompanying social media
messages, and allow the proposed framework to generalize
across different social media platforms, the smallest unit
of social media content is referred to as a message and
only comprises timestamped textual content. While collect-
ing social media messages, user-identifiable data, reactions,
images, shares, and other platform-specific information are
disregarded. The collected messages are stored on local stor-
age for further processing. In this research, a case study of
forecasting self-harm trends in Thailand is used to validate the
framework. Therefore, social media data used for the experi-
ments comprise Thai tweets collected from the Twitter APL.!

1 https://developer.twitter.com/en/docs/twitter-api
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FIGURE 1. High-level methodology of the proposed FAST framework.

Public ground-truth self-harm statistics can be collected
from official administrative organizations. However, different
organizations may provide the data in different formats. In our
study, the monthly numbers of deaths and injuries from self-
harm are collected from the Department of Mental Health
of Thailand’s Ministry of Public Health.” Note that while
only the numbers of deaths and injuries are used as the target
variables in this study, extending work could easily change
the target variables to other socioeconomic variables without
impacting the rest of the pipeline.

B. MENTAL SIGNAL EXTRACTION, AGGREGATION, AND
NORMALIZATION

Since social media messages comprise only textual infor-
mation, to capture the population’s mental landscape, each
message must be quantified for the possible exhibition of
mental signals. While one message that shows a mental signal
would not be interpretable at the aggregate level, a collective
amount of such a signal could be revealing. The problem
of mental signal extraction is framed as a multi-label clas-
sification task where a given message can be classified into
more than one mental signal class. Different classes of mental
signals are listed in Table 1. The subsections explain the
signal extraction process, followed by aggregation and nor-
malization of these extracted mental signals.

1) MENTAL SIGNAL EXTRACTION

The proposed mental signals can be divided into three cate-
gories: emotions, sentiments, and suicidal tendencies. With
the availability of sufficient training data, this problem could
be easily solved with traditional text classification meth-
ods. However, the application of such a supervised method
on low-resource language has faced tremendous challenges,
one of which is the lack of annotated data. Countering this
problem, language-agnostic approaches, such as LaBSE [23],
have been proposed that allow the models to train on a
source language and apply to a different target language.
Specifically, extracting the aforementioned mental signals
from social media messages composed in low-resource lan-
guages has been investigated in a previous study [62], where
LaBSE has been shown effective, surpassing the state-of-
the-art machine translation methods. This research, therefore,
adopts LaBSE for the mental signal extraction task. The
use of language-agnostic models in the proposed framework

2https://506s.dmh.go.th/Home
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TABLE 2. Annotated datasets (composed in English) for training emotion,
sentiment, and suicidal tendency signal extraction models.

’ Mental Signal Messages \ Mental Signal Messages ‘
Emotion (GoEmotions) Sentiment (GoEmotions)
ME-Ang 7,022 MS-Pos 21,733
ME-Dis 816 MS-Neg 11,319
ME-Fea 883 MS-Amb 5,190
ME-Joy 21,119 MS-Neu 16,021

ME-Sad 3,212

ME-Sur 5,190

ME-Neu 16,021

Total 54,263 Total 54,263
Suicidal Tendency (Reddit r/SuicideWatch)

M-ST 116,037

M-NST 33,052

Total 149,089

would promote generalizability to other languages whose
corresponding annotated data is insufficient.

Public annotated datasets composed in high-resourced
languages (e.g., English) are available for each of the
mental signal categories. Specifically, the emotion and sen-
timent datasets are retrieved from GoEmotions [20], while
the annotated suicidal tendency data is collected from
r/SuicideWatch subreddit inspired by Shing et al. [86] and
later CLPsych 2019 Shared Task [99]. Table 2 summarizes
the statistics of these annotated mental signal datasets.

The pre-trained language model utilized in the cross-
lingual representation technique is equipped with a document
encoder that has the ability to generate language-agnostic
representation. When two documents consisting of distinct
languages exhibit similar semantics, a language-agnostic
language model produces a similar representation. The afore-
mentioned methodology involves semantically embedding
texts that are heterogeneous in languages into a shared vector
space, thereby facilitating direct comparison between them.
LaBSE [23], a language-agnostic deep learning representa-
tion model, has been widely utilized in various low-resource
language analysis tasks due to its extensive coverage of lan-
guages and recent development. For instance, it has been
employed in hate speech detection in Marathi [30] and
Spanish [79], hope statement detection in Dravidian [89],
text reuse discovery in Urdu [61], and sentiment analysis
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in Uyghur [68]. LaBSE was derived from BERT and sub-
sequently fine-tuned to evaluate translation pairs based on
their embedding similarity score. Correct sentence pairs
were assigned a high score, while incorrect sentence pairs
were given a low score. The pre-training process previously
required extensive parallel corpora of multiple languages,
including texts in both the source and target languages.
However, pre-trained models are now readily available to
the public for utilization and further investigation.> Subse-
quently, a pre-existing model is fine-tuned in conjunction
with a classifier to construct models for the classification of
mental signals. These models are developed utilizing the three
mental signal datasets previously discussed. The process of
fine-tuning a pre-existing model enables it to acquire the
necessary representation and discriminative features for spe-
cific tasks, ultimately leading to enhanced performance [88].
Finally, the fine-tuned model is used to predict a mental signal
for an input text in a local language.

Since the mental signal extraction task is framed as a
multi-label classification problem where each mental sig-
nal (class) can be treated as a binary classification task
— determining whether a message has the target mental
signal or not, the evaluation can be carried out using the
standard information retrieval protocol for cross-lingual doc-
ument classification. Specifically, the classification models
are trained with source-language documents and evaluated on
annotated documents in the target language, using standard
precision, recall, and F1 as evaluation metrics [83].

2) MENTAL SIGNAL AGGREGATION AND NORMALIZATION
To comply with the multi-variate time series forecasting
methodology, each of these extracted mental signals from
social media messages must be aggregated to form a time
series. Therefore, the quantified sum of messages that have
been normalized and collected during a designated time
frame and identified as possessing a mental signal is utilized
as a representation of said signal for the specified duration.
Mathematically, let D be the set of social media messages,
where D) € D represents the set of messages collected
during the time period ¢. Furthermore, for each mental signal
x € X, let fo denote the set of messages exhibiting the
mental signal x in the time step ¢. Then, x® is computed as
follows:

DY

1)
T b0

@

The main reason for the normalization is that the sam-
pling ratio of the collected social media messages in each
time period can differ. Furthermore, external factors, such
as distressful events, feature changes in social networking
platforms, and the emergence/shutdown of social networking
services, may induce social media users to express their opin-
ions on a specific platform more or less than usual. Therefore,
the raw frequencies of mental signals extracted from the

3 https://tfhub.dev/google/LaBSE/1
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collected social media messages could be susceptible to fluc-
tuating volumes of surge or fad discussions. Normalizing
the total amount of extracted signals with all the messages
collected in each period could help to mitigate such biases.

C. TIME-DELAY EMBEDDING

Once the mental signals are aggregated and aligned with
the ground-truth self-harm statistics into a multivariate time
series, it is possible to apply the multivariate forecast-
ing framework to evaluate prediction models for future
self-harm trends. In this work, in addition to conventional
statistical models for multivariate time series such as Vec-
tor Autoregression (VAR) and Autoregressive Integrated
Moving Average (ARIMA), we also propose to use machine-
learning-based multivariate time series forecasting models.
The inclusion of machine-learning-based methods is because
recent studies have reported that these traditional statistical
models have limitations in handling multivariate time series
with high dimensionality [48], noises [60], and non-linear
patterns [27], while machine learning regression models have
been shown to handle large dimensions, resilient against
noises and missing values, and capture non-linear relation-
ship [92].

However, traditional machine learning regression models
treat data points independently, neglecting their tempo-
ral relation, while self-harm trends have been shown to
exhibit temporal relationship and seasonality [97]. Therefore,
to incorporate temporal dependencies into the feature space,
the time-delay embedding algorithm [92] is performed on
the multivariate time series to produce lag-embedded data
points for training machine learning regressors. Mathemat-
ically, recall that X = [x}t) xg) xg) o xD]and Y© =
[y(lt) y(zt) y(;) . yg)] represent the snapshots of the mental
signals and ground-truth statistics at time #, respectively.
Then, let p®(I) represent the time-delay embedded version
of such an instance with lag [, expressed as follows:

PO = KTV K XD

x;t) xg_l) xét—Z) xg_l)

xét) xgt—l) x;t_z) xél_l)

x,(,f) xr(,i_l) x,(,i_z) e xr(,i_l)

-1 -2 —1

I T

-1 -2 —1

y(zt ) y(zt ) o yg )
Wl W13

The above representation can be shorthanded as:

p(t)(l) — X[t—l:t] @ Y[t—l:t—l] (4)

where @ represents the concatenation operator.

The above time-delay representation allows each snapshot
of the time series at a given time step to incorporate the
previous [ values of the mental signal and target variables.
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For example, with monthly represented time series data, if the
current month is ¢ = April-2023, then p®)(I = 3) produces a
vector representing the current month’s mental signals and the
previous values of mental signals and target historical statis-
tics from January-2023 to March-2023. Such a representation
also allows the machine learning models to capture the tem-
poral relationship between training samples. It is important
to note that Y, the values of the target historical statistics at
the current time step, are not embedded in the p(’)(l ) because
socioeconomic statistics are often delayed and, practically,
are not available immediately as input features.

D. FORECASTING MODEL SECTION

The time-delay embedding algorithm represents a snapshot
of multivariate time-series data with a vector representation
incorporating lags. Such a representation also allows linear
and non-linear machine learning regression models to train
on the same data using the traditional regression methodol-
ogy. In this research, five machine learning regressors are
considered, including Bayesian Ridge [54], Support Vector
Machine Regressor with the linear kernel (LinearSVR) [13],
XGBoost [18], RandomForest [85], and CatBoost [72]. This
research uses the sklearn’s implementation* of Bayesian
Ridge, LinearSVR, and RandomForest, and official releases
of XGBoost® and CatBoost.® The ARIMA model (using
the pmdarima’ implementation) is used as the conventional
baseline for comparison and to validate the efficacy of the
proposed machine learning-based forecasting models.

E. FORECASTING MODEL EVALUATION

The standard leave-one-out sliding evaluation protocol is
used to validate the performance of forecasting models [92].
For each target attribute, y, lag /, and a given time period ¢,
the forecasting model learns the history of mental signal data
from the time period (¢t — [) to (¢) and the historical values
of y from the time period (r — I) to (t — 1), then predict the
target value in the next 4 time periods. The train-predict cycle
continues in this fashion through the rest of the test instances.
Note that &7 = 0 is referred to as nowcasting or predicting the
value in the current time period. While nowcasting may not be
practically useful in time-sensitive applications such as stock
price or weather prediction, the ability to predict the current
socioeconomic variables is still useful since the availability
of these variables is often delayed [26].

Standard evaluation metrics for forecasting models are
used, including Mean Absolute Error (MAE), Root Mean
Square Error (RMSE), and Mean Absolute Percentage Error
(MAPE). The Mann-Whitney U test is used to quantify
the statistical difference between the baseline (ARIMA) and
other machine learning regressors. Furthermore, the error
slope represents the slope of the linear line that fits the

4https:// scikit-learn.org/

5 https://xgboost.readthedocs.io
6https://catboost.ai/

7 https://pypi.org/project/pmdarima/
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absolute percentage errors as the function of time. A negative
error slope can be used as an indicator that the forecasting
error generally becomes smaller as the model learns more
data.

IV. EXPERIMENT, RESULTS, AND DISCUSSION

It is important that the proposed framework is evaluated
on real-world data. This section first discusses social media
data and self-harm statistics used in this research. Then,
the evaluation performance of the mental signal extraction
task, replicated from [62], is briefly explained. The aggregate
mental signals and ground-truth statistics were then used to
validate forecasting models. The best forecaster and the base-
line ARIMA models were then used to validate forecastability
by varying different horizons. Finally, the impact of various
feature types on forecasting performance is discussed.

A. DATASETS
This research aims to determine if mental signals extracted
from social media data could be used to forecast the number
of death and injury cases from self-harm at the national level.
A case study of social media and ground-truth statistics of
self-harm cases in Thailand was used in this study. Note that
since the method for extracting mental signals is language-
agnostic, and the proposed forecasting approach is applicable
as long as the data is in the form of multivariate time series,
the proposed framework could easily be generalized and
adopted in different linguistic and geographical contexts.
Two datasets are used in this research. The first comprises
tweets in Thailand randomly collected using the Twitter API
from October 2017 to January 2021, totaling roughly 4.9 mil-
lion tweets. For generalizability across other social media
platforms, only the timestamp and textual information were
retained from each tweet. The second dataset comprises the
ground-truth historical statistics of monthly cases of death
and injury from self-harm made publicly available by the
Department of Mental Health, Ministry of Public Health of
Thailand. Figure 2 illustrates the monthly numbers of tweets
(bar chart with the right Y-axis) and the numbers of reported
deaths and injuries from self-harm (line chart with the left
Y-axis). It is interesting to note the rise in both death and
injury cases from September 2019 to October 2019, which
could be due to the changes in reporting system as a result
of the fiscal year transition (a fiscal year in Thailand begins
from October to September).

B. SOCIAL MENTAL SIGNAL EXTRACTION
Mental signals are extracted from each tweet. Extracting
each mental signal was treated as a binary classification task,
where a message was classified whether having such a signal
or not. In this work, following Noraset et al. [62]’s, three cate-
gories of mental signals were considered: sentiment, emotion,
and suicidal tendency. The list of individual signals belonging
to each category is provided in Table 1.

In this work, the language-agnostic mental signal extrac-
tion approach developed as part of our previous work [62]
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FIGURE 2. Statistics of the collected datasets, including the monthly numbers of tweets (second axis) and cases of

self-harm that result in death and injury.

TABLE 3. Classification performance of the mental signal extraction
using LaBSE on Thai tweets, as reported in [62].

Type Class Precision| Recall F1l

MS-Pos 0.57 0.77 0.66

MS-Neg 0.7 0.83 0.76

Sentiment |MS-Amb 0.87 0.46 0.6
MS-Neu 0.33 0.92 0.49

Macro Avg 0.62 0.74 0.63

ME-Ang 0.52 0.48 0.5

ME-Dis 0.98 0.28 0.44

ME-Fea 0.93 0.88 0.9

Emotion ME-Joy 0.55 0.96 0.7
ME-Sad 0.78 0.89 0.83

ME-Sur 0.6 0.88 0.71

ME-Neu 0.59 0.79 0.68

Macro Avg 0.71 0.74 0.68

Suicidal M-ST 0.75 0.89 0.81
Tendency M-NST 0.87 0.7 0.78
Macro Avg 0.81 0.8 0.8

was adopted since the Thai tweets were also used as their
case study. Their mental extraction approach comprises
three multi-label classifiers trained using LaBSE on the
source English language datasets, previously discussed in
Section III-B1. The evaluation was conducted by testing the
trained models on the target manually annotated Thai tweets,
where the classification performance is quoted in Table 3.
Interested readers should refer to the original work for more
detail.

The mental signal extractors were applied to the collected
tweets. The tweets that display each signal are aggregated
monthly and normalized by the total number of tweets in
that month. The monthly normalized mental signals collected
from our social media data are shown in Figure 3. It is
worth noting that the suicidal tendency (M-ST) increased
dramatically in January 2020. That was also when the first
COVID-19 case was identified in Thailand [43], which might
have caused widespread dread and worry [8].
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C. FORECASTING MODEL SELECTION

Once the mental signals and ground-truth self-harm statistics
were formulated as multivariate time series, the time-delay
embedding algorithm (Section III-C) was performed to gener-
ate an instance-like, temporal-embedded dataset for training
machine learning regressors. A selection of regression mod-
els listed in Section III-D was tested along with the baseline
ARIMA model using the leave-one-out sliding evaluation
protocol discussed in Section III-E. The last 12 months of
data (February 2020 - January 2021) were allocated as the
test data.

The objective of the model selection experiment was to
identify the best regression model to conduct further analyses.
In this experiment, the horizon is fixed at 4 = 0, while the
lags were varied from 0 - 12 (i.e.,/ € {0, 1,2, ..., 12}). The
reason for varying the lag is that different regression models
may have different capacities to capture both the amount
and seasonality of longitudinal data. Table 4 summarizes
the forecasting performance (h = 0) of different forecasting
models with their best-performing lags on both the death
and injury tasks against that of the ARIMA baseline. The
Mann-Whitney U test was conducted between each model’s
predictions against the baseline ARIMA, where the p-values
are also reported. Finally, the error slope represents the over-
all trend of the error when the model is trained with more
data. A negative error slope indicates that the prediction errors
become smaller as a function of time, implying that the model
could perform better if more training data were available.

Fixing h = 0, XGboost with / = 1 performed best in
all evaluation metrics, outperforming ARIMA by 65.98%
(MAPE reduces from 19.37% to 6.59%) and 51.18% (MAPE
reduces from 12.70% to 6.20%) for the death and injury fore-
casting tasks, respectively. Using o = 0.05, the statistic test
shows that XGBoost’s predictions are statistically different
from those of the baseline in both tasks. It is worth noting
that most of the machine learning based regression models
outperformed ARIMA in the death forecasting task, while
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FIGURE 3. Visualization of the normalized aggregate mental signal computed from tweets collected each month.

TABLE 4. Comparison of the prediction performance of different regressors and their best-performing lags, keeping horizon fixed at 0 (i.e., h = 0).
Bold-italic figures represent the best performance with respect to each evaluation metric.

Variable Regressor BestLlag| MAE RMSE MAPE | p-value | Error Slope
ARIMA 12 69.316 85.951| 19.37% - 0.021
Bayesian Ridge 3 41.223 49.807( 10.78% 0.118 -0.006

Death Linear SVR 3 65.256 85.561| 17.98% 0.419 0.010
XGBoost 1 23.989 29.911 6.59% 0.034 -0.004
Random Forest 0 45.180 71.299| 11.14% 0.056 -0.006
CatBoost 1 61.045 83.370] 15.51% 0.375 -0.008
ARIMA 12 118.067 145.864| 12.70% - 0.006
Bayesian Ridge 3 104.023 127.270| 11.33% 0.420 -0.011
Injury Linear SVR 12 128.397 169.058| 13.89% 0.420 -0.004
XGBoost 1 57.670 66.369 6.20% 0.034 0.002
Random Forest 12 82.018 115.257 8.56% 0.130 -0.015
CatBoost 1 131.056 167.577| 13.63% 0.354 -0.010

only CatBoost was inferior to ARIMA in the injury forecast-
ing task. This could be due to the fact that the input features
are all numeric (i.e., not categorical), making CatBoost not a
suitable choice for this problem. Among the machine learn-
ing regressors, besides CatBoost, Linear SVR also performs
worst than others in both tasks. This could shed light on the
nature of the relationship between temporal mental signals
and the target variables, which may not be linear. Another
interesting point is that different models require different
lags to perform optimally. For example, the best forecaster,
XGBoost, only requires a lag of one (i.e., this and previous
months of mental signals, and only the previous month of
ground-truth statistics) to make an optimal prediction of the
current target’s value. However, the baseline ARIMA model
needs the largest experimented lag of 12 to perform optimally.

Figure 4 plots the predictions at # = 0 of the XGBoost
(dashed green line) and ARIMA (dashed green line) mod-
els against the actual values of the death (left) and injury
(right) cases. Visually, the predictions from XGBoost have a
smaller absolute error each month. Figure 5 plots the absolute
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percentage errors (APE) of the ARIMA (orange line) and
XGBoost (green line) as the function of time for the death
(left) and injury (right) tasks, respectively. In the death fore-
casting task, the error trend of ARIMA is increasing while
that of the XGBoost fluctuates but steadily declines as the
model learns from more data. Such an error trend indicates
that the XGBoost model for predicting death cases could still
improve with more data. However, in the injury prediction
task, the overall trend of APE of both the ARIMA and
XGBoost models increases. However, the XGBoost’s error
trend for injury prediction does not seem to fluctuate much
compared to the death prediction task, suggesting that the
model could already have stabilized.

D. IMPACT OF HORIZONS ON FORECASTABILITY

The previous experiment held the horizon constant at zero
while varying the forecasting models. The best model was
chosen for the forecastability evaluation presented in this
section, compared to the baseline ARIMA model. From
the previous section, XGBoost was determined as the best
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(right) variables.

forecaster for both the death and injury forecasting tasks
due to its lowest average MAPE compared to others. In this
section, horizons are varied from zero to six (i.e., h €
{0,1,2,3,4,5, 6}) to assess the model’s performance when
predicting different future time steps. For example, the model
with h 3 predicts the target value three months later.
For each horizon, the lags are varied again (i.e., [ €
{0,1,2,3,...,12}) to find the optimal one for each horizon.

Table 5 summarizes the forecasting performance of the
ARIMA (baseline) and XGBoost models at different horizons
for the death and injury tasks. The Mann-Whitney U test was
performed to compare the predictions of the ARIMA and
XGBoost models at each horizon, whose p-values are also
reported. In both the death and injury tasks, the forecasting
errors in terms of MAPE generally rise as /& increases for
both the ARIMA and XGBoost models. This phenomenon is
expected since predicting too far away into the future result
in lower prediction confidence. At each horizon, XGBoost
has better forecasting performance in terms of MAPE com-
pared to ARIMA. On average, XGBoost yields the MAPE
of 13.27% and 10.15%, outperforming ARIMA by 43.56%
and 36.48% on the death and injury forecasting tasks, respec-
tively. Furthermore, it is observed that the forecasting errors
(MAPE)drop ath = 0, 1, and 3 for XGBoost in both the death
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and injury tasks. This could mean that the forecasting could
exhibit quarterly (3-month) seasonality. However, further sta-
tistical proof is needed to conclude such a phenomenon.

E. IMPACT OF DIFFERENT FEATURES ON
FORECASTABILITY

Since the input features of the forecasting models comprise
different types of mental signals and historical statistics,
a natural question could arise as to how each feature group
contributes to the model’s forecastability. In this section, the
XGBoost model was chosen to investigate this aspect. The
features were prepared in six groups, including 1) historical
statistics of the target variables only, 2) the emotion signals
only, 3) the sentiment signals only, 4) suicidal tendency only,
5) all the mental signals (i.e., mental + sentiment + suicidal
tendency), and 6) all the features combined. The insights from
this section’s analysis could guide the implementation of the
self-harm forecasting system with uncertain availability of
data. For example, historical statistics of self-harm cases may
not be readily accessible for several months due to a variety
of factors, such as modifications to data governance policies
or delays in data processing and aggregation. In this scenario,
only social media data would be available for the system to
update the prediction models. Therefore, it is essential to be
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TABLE 5. Forecasting performance of ARIMA and XGBoost at different horizons (i.e., h = {0, 1,2, 3, 4, 5, 6}).

) ) ARIMA (Baseline) XGBoost
Variable | Horizon
Bestlag| MAE RMSE | MAPE [ErrorSlope|Best Lag| MAE RMSE | MAPE |p-value|Error Slope
0 12 69.316| 85.951| 19.37% 0.184 1 23.989 29.911] 6.59%| 0.034 -0.275
1 12 62.784| 83.627| 17.80% 0.225 1 54.764] 95.142| 14.21%| 0.332 -0.271
2 12 107.865| 124.803| 28.52% -0.190] 1 70.901] 120.471] 17.53%| 0.030) 0.130
Death 3 9 98.520| 116.626| 26.42% -0.266 9 38.171) 59.968| 10.89%| 0.004 -0.217
4 9 107.593| 130.987| 30.54% 0.300| 9 65.219| 113.423| 17.00%| 0.023 0.051
5 9 93.230| 102.663| 24.80% -0.271 0 64.369| 88.671| 17.33%| 0.056 0.160
6 12 64.178|  74.231] 17.11% -0.160] 12 34.499| 45.443| 9.34%| 0.020 0.030
Average - 86.212] 102.698] 23.51% -0.026 - 50.273] 79.004] 13.27%| 0.071 -0.056
0 12 118.067| 145.864| 12.70% -0.401 0 57.670] 66.369| 6.20%| 0.034 0.002
1 12 169.038 207.951 18.23% -0.732 1 113.216] 184.901| 11.56%| 0.087 -0.025
2 12 161.757| 204.599| 17.43% -0.352 12 114.227| 175.627| 11.97%| 0.170 -0.012
Iniu 3 9 168.086| 236.038| 18.03% -1.070 9 85.759| 112.783| 9.42%| 0.143 -0.002
lury 4 12 164.322| 195.911| 17.66% -0.933] 12 122.510[ 174.879| 13.04%| 0.143 -0.012
5 12 136.376] 163.939| 14.52% -0.876] 12 103.940| 143.429| 11.42%| 0.185 0.000
6 12 124.776 153.319( 13.31% -0.545 12 68.817| 77.387| 7.47%| 0.118 -0.004
Average 148.917| 186.803| 15.98% -0.701 - 95.163| 133.625| 10.15%| 0.126 -0.008

able to anticipate the performance of models when certain
features become unavailable.

The XGBoost model was evaluated by training with
each different feature type to predict the target attributes
at horizons h = 0 and 3. These horizons were used as
representatives to investigate the impact of different feature
types on the models’ ability to nowcast (2 = 0) and forecast
(h = 3), respectively. Table 6 reports the results for both
the death and injury tasks. A MAPE denotes the relative
difference of MAPE with respect to using historical statistics
alone. Note that the MAPE is 100% for the injury nowcasting
prediction task using only historical statistics because the best
lag for XGBoost (h = 0) from the previous experiment was 0,
meaning that the model did not have any historical statistics
nor mental signals as input, resulting in predicting the default
values, i.e., zeroes.

The first point to note is that models trained with only
mental signals (i.e., Social-Combined) have better predic-
tions than those trained only with the historical statistics for
h = 0 death, h = 3 death, and &~ = O injury predic-
tion, over-performing the model trained only with historical
statistics by 23%, 21.74%, and 88.17% in terms of MAPE,
respectively. However, for 2 = 3 injury prediction, the model
trained with mental signals only has poorer performance than
using only the historical statistics. Second, among the men-
tal signals (i.e., emotion, sentiment, and suicidal tendency),
models trained with only the sentiment features perform
best for h = 0 death, h = 3 death, and 4 = 3 injury
prediction tasks, while the suicidal tendency features outper-
formed other mental signals in the 2 = 0 injury prediction.
Third, combining all the historical statistics and mental signal
features yields the best performance for nowcasting death
cases, resulting in a MAPE of 6.59%. However, incorporating
historical statistics into the feature space for forecasting the
death cases three months ahead (& = 3) does not affect the
performance much (MAPE = 10.89% using all features vs.
MAPE = 10.88% using only mental signal features). It is
interesting to note that adding mental signals worsens the
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three-month forecasting of injury cases, where the histori-
cal statistics alone already yields a MAPE of 7.11%, but
using all the features increases the MAPE to 9.42% (32.45%
performance drop). To summarize, the integration of mental
signals derived from social media is demonstrated to enhance
the forecasting accuracy of death cases from self-harm in
our particular case study. The utilization of mental signals
in the injury forecasting task has been observed to enhance
the nowcasting (h = 0) performance. However, additional
analyses are required to determine the extent of their contri-
bution toward the ability to forecast the trends of self-harm
injuries.

Table 7 lists the top ten features from the XGBoost fore-
casting models at horizons 2 = 0, 1, 2, and 3 for both the
death and injury tasks. Features starting with GH, ME, MS,
and M represent ground-truth statistics, emotion, sentiment,
and suicidal tendency groups, respectively. The parenthesis
behind each feature denotes its lag. For example, MS-Pos(t-1)
represents the positive sentiment extracted from social media
in the previous month (r — 1). In the context of both the
death and injury forecasting tasks, it has been observed that
the predominant top-1 features across various horizons are
the ground-truth historical statistics, denoted by GH-. It is
not unexpected that the default values of the target attributes
could be determined by their prior values, similar to the
bias terms in linear regression. Additional features may also
contribute to the models, thereby enhancing their predictive
accuracy. Furthermore, for the prediction of the death cases,
using # = 0 as an example, most of the top features are
sentiment signals (i.e., MS-), while previous ground-truth
statistics (i.e., GH-) are among the top features for the injury
prediction task.

F. LIMITATIONS

While the experiment results showed that mental signals
extracted from large-scale social networks could improve the
forecasting of self-harm trends using a case study of Thailand,
the proposed framework still has room for improvement.
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TABLE 6. Forecasting performance of XGBoost regressor on the Death and Injury variables, trained with different types of features.

Variable Feature Type h=0 h=3
MAPE | AMAPE| p-value MAPE | A MAPE | p-value

Historical Statistics* 9.23% - - 13.90% - -
Emotion 10.78%| -16.80% 0.465 9.85%| 29.15% 0.17

Death Sentiment 8.43%| 8.65% 0.465| 10.76%| 22.60% 0.218
Suicidal Tendency 8.57%| 7.10% 0.488| 13.09% 5.83% 0.354
Social-Combined 7.11%| 23.00% 0.201| 10.88%| 21.74% 0.17
All 6.59%| 28.61% 0.292| 10.89%| 21.63% 0.185
Historical Statistics* 100.00% - - 7.11% - -
Emotion 11.58%| 88.42% <0.001 21.42%| -201.27% 0.007

Injury Sentiment 10.83%| 89.17% <0.001 13.55%| -90.58% 0.063
Suicidal Tendency 7.30%| 92.70%| <0.001] 15.07%|-112.00% 0.013
Social-Combined 11.83%| 88.17%| <0.001| 17.25%|-142.71% 0.034
All 6.20%| 93.80%| <0.001 9.42%| -32.45% 0.201

TABLE 7. Top ten features ranked by XGBoost feature importance on both Death and Injury variables trained to forecast at different horizons.

Top Death Injury
Feature h=0 h=1 h=2 h=3 h=0 h=1 h=2 h=3

1 GH-Injure(t-1) [ GH-Injure(t-1) | GH-Injure(t-1) | GH-Death(t-9) | ME-Dis(t) [ GH-Injure(t-1) | GH-Injure(t-10) | GH-Injure(t-9)
2 MS-Neu(t-1) | ME-Joy(t-1) ME-Joy(t) ME-Ang(t-5) | ME-Neu(t)| ME-Joy(t-1) | GH-Injure(t-9) | MS-Amb(t-6)
3 | Ms-Amb(t-1) | MS-Amb(t) MS-Pos(t) | MS-Amb(t-7) | ME-Fea(t) | ME-Neu(t-1) | GH-Death(t-6) | ME-Joy(t-8)
4 MS-Pos(t-1) MS-Pos(t) MS-Amb(t) ME-Sad(t-1) |MS-Amb(t)[GH-Injure(t-1)| ME-Joy(t-9) [GH-Death(t-3)
5 ME-Neu(t) |GH-Death(t-1)| ME-Sur(t) | MS-Amb(t-8) | MS-Neu(t)| MS-Amb(t) | GH-Death(t-5) | ME-Joy(t-2)
6 ME-Sur(t-1) ME-Neu(t) | MS-Amb(t-1) | MS-Amb(t-9) | ME-Ang(t) | ME-Fea(t-1) | GH-Death(t-4) | M-NST(t-1)
7 ME-Neu(t-1) ME-Joy(t) ME-Dis(t-1) ME-Ang(t-9) | M-NST(t) | MS-Amb(t-1) | MS-Amb(t-7) | GH-Death(t-6)
8 M-NST(t) MS-Amb(t-1) M-NST(t) ME-Sur(t-7) | ME-Sur(t) M-NST(t) ME-Joy(t-1) [ GH-Injure(t-8)
9 MS-Amb(t) ME-Dis(t-1) ME-Fea(t) ME-Neu(t-9) | MS-Pos(t) | ME-Ang(t-1) | MS-Amb(t-11) | ME-Sur(t-6)
10 ME-Joy(t-1) M-NST(t-1) MS-Pos(t-1) | MS-Neg(t-1) | MS-Neg(t) [ ME-Sur(t) ME-Sad(t-2) M-NST(t-3)

First, only conventional machine learning regression algo-
rithms were validated as the forecasters. However, the advent
of deep learning technologies has given birth to many
sequence models that can be used directly as multi-variate
time series forecasters, such as GatedTabTransformer [19]
and Time Series Transformer [98]. These deep learning algo-
rithms were not primarily explored in this research due to the
limited longitudinal data in our study, which could be insuf-
ficient for deep learning models to work well [7]. Our future
direction intends to explore these deep-learning-based time
series models. Furthermore, the experimental results pre-
sented in this paper pertain to the case study of monthly self-
harm reported incidents in Thailand, using Thai tweets as the
social media data source. However, since minimal assump-
tions were made about these two sources of data, including
the frequencies of data availability and the languages used
to compose social media messages, the proposed framework
could be generalized across many forms of historical statistics
and social media platforms. Finally, the experiments pre-
sented in this paper only used Twitter as the only social media
data source. However, combining information from various
other online media sources, such as Facebook and online
news articles, could provide richer information to the fore-
casting models. We aim to further investigate this direction
as well.
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V. SOCIETAL IMPLICATIONS

The proposed FAST framework relies on publicly available
data to extract public mental signals that are used to fuel
the machine-learning-based models to nowcast and forecast
national-level self-harm trends. If the framework were to
be adopted for real-world applications, societal ramifications
could certainly arise.

A. COSTS TO THE PEOPLE

Two changes will happen if a government agency adopts
the methodology to monitor self-harm trends and advise
policymakers. To begin, developing the framework into a sys-
tem requires implementation, computer infrastructure, and
maintenance. Furthermore, gathering large amounts of social
media data may result in data access fees. Second, using the
implemented system, if policymakers anticipate significant
rises in self-harm patterns, then prompt actions will be taken
to deal with these expected instances. Some of these initia-
tives would almost certainly result in the implementation of
on-the-spot mental health services or hotlines. All of these
changes need financial resources, which will most likely be
provided by tax revenues. While it was not our intention
for society to shoulder this burden, the adopting government
would have to weigh the expenses of establishing the system,
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as well as the procedural costs that follow, with the benefits
that people would receive.

B. PRIVACY

Although the framework solely relies on non-personally iden-
tifiable information extracted from publicly available social
media data, there is a possibility of privacy concerns emerg-
ing. Individuals who utilize social media, particularly in
developing nations, may lack sufficient training in digital lit-
eracy and may not possess a comprehensive understanding of
the potential ramifications of their actions on social network-
ing platforms. Certain communications within an individual’s
social network may be inadvertently or deliberately disclosed
to the public, unbeknownst to them that such information may
also be subject to government surveillance. To address this
concern, it is suggested that social media platforms adopt
measures that encourage their users to exercise caution and
verify the accuracy of their content prior to publishing it.
In addition, it is recommended that the government collab-
orate with social media platforms to promote the potential
utility of their publicly available data. Failure to take appro-
priate actions could potentially incite unrest and anxiety
among people, possibly leading to conjecture regarding the
government’s involvement in cyberespionage against its own
citizens.

C. ABUSE

The proposed framework has been designed with the aim of
serving the social good. However, the framework’s potential
to extract public sentiment from online social networks and
forecast self-harm trends may have both positive and negative
implications. Given that the data utilized within this frame-
work is publicly available, it is conceivable that individuals
with criminal intent may also exploit it for their own benefit.
In the event of an anticipated increase in self-harm trends,
for example, individuals with malicious intent may seek to
exploit these vulnerable populations by engaging in the sale
of illicit substances or offering fraudulent consultation ser-
vices. As another example, if self-harm trends are anticipated
to increase after the implementation of stringent policies
(e.g., those intended to combat the COVID-19 pandemic),
this could potentially create a sense of public apprehension,
which opposing political parties may exploit to criticize the
government’s management of the issue.

VI. CONCLUSION

Self-harm refers to acts of self-poisoning or self-injury that,
regardless of intention, result in death or non-fatal injuries.
Research has shown the rising trends of self-harm associated
with the advent of technologies and rapid urbanization in
developing countries. The ability to forecast or even nowcast
national-level self-harm trends could prove crucial for pol-
icymakers and public health stakeholders in implementing
timely procedures to neutralize the root causes or prevent
these anticipated tragedies. While previous work has used
historical statistics to forecast population-level self-harm,
in certain countries, such ground-truth previous statistics may
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be unavailable, insufficient, and delayed, hindering the timely
monitoring of the self-harm landscape for proactive policy-
making purposes. This paper proposed FAST, a framework for
forecasting population-level self-harm trends using mental
signals extracted from large-scale social media data. A case
study using a set of 12 mental signals extracted from tweets
to improve the forecastability of the death and injury cases
from self-harm in Thailand illustrated the applicability of the
proposed method that outperforms the traditional ARIMA
baseline by 43.56% and 36.48% on average in terms of
MAPE, respectively. To the best of our knowledge, we are
the first to investigate using aggregate social media data to
improve nowcasting and forecasting self-harm cases at the
national level. While the experimental results are promising,
there is still room for improvement. Future research could
investigate the use of other online media, such as news
articles, other social media platforms, or types of media,
such as videos or photos in addition to texts, as well as
deep learning forecasting techniques. Moreover, it would be
worthwhile to investigate the potential for predicting inci-
dents of self-harm on a more granular, such as regional or
demographic-specific, scale. This could facilitate the devel-
opment of tailored self-harm management approaches that
are appropriate for specific localities and demography.
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