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ABSTRACT The interconnection of instruments (i.e., actuators and sensors) networked together for
industrial applications brings about the Industrial Internet of Things (IloT). This connectivity enables
the collection, sharing, and analysis of data to enhance the efficiency and productivity of manufacturing.
Machine learning models are popular methods for analyzing massive time-series data collected by industrial
control systems. Classical Long Short-Term Memory (LSTM), which is a widely used time-series model,
learns patterns by feeding the entire dataset at once, and the model remains fixed. However, real-world
industrial control system nodes generate new data. This paper proposes Resource Aware Long Short-Term
Memory Model (RALSTMM) based incremental learning for edge devices in the IIoT. In RALSTMM
edge devices can collect and analyze data for various predictive applications. The proposed RALSTMM
can be deployed on these tiny edge devices and can be updated to enhance existing knowledge using
newly generated data. The RALSTMM gradually learns from newly collected data by leveraging crucial
information from previously analyzed data, thereby minimizing the resources needed for training. Hence,
previous data that has been processed earlier would not undergo further analysis as the model has already
extracted the necessary knowledge from it. The performance of RALSTMM has been evaluated with Mean
Squared Error (MSE), accuracy, recall, precision, information criteria and processing time using three IoT
testbed datasets. A comparative experimental demonstration of the RALSTMM with the existing LSTM
proves the effectiveness of the RALSTMM by reducing processing time and maintaining its performance.

INDEX TERMS Industrial IoT, LSTM, incremental learning, on device learning.

I. INTRODUCTION by artificial intelligence, big data, cloud computing, the Inter-

An Industrial Internet of Things (IloT) is an aggregate of
various sensors, actuators, controlling devices, intelligent
wireless communication gateways, and intelligent data anal-
ysis tools [1], [2]. Nowadays, industries are supported by
IIoT for improving supply chain optimization, plant safety,
quality control, predictive maintenance, employee and envi-
ronmental safety, automated and remote equipment, and
monitoring. I[IoT supports the manufacturing process through
asset monitoring or conditioning, quality control, predictive
maintenance, and overall process automation [3]. It is enabled
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net, the Internet of Things, block chain, and robotics [4].
Recently, modern factories have been systematically sup-
ported by tiny devices (i.e., smart embedded devices, sensors,
and actuators). These tiny, embedded devices communicate
through resource-efficient communication protocols such as
6LoWPAN, CoAP, RPL (Routing Protocol for Low Power
and Lossy Network), and MQTT. In the future, factories are
supposed to control asset management through intelligent
technologies [3].

Machine learning is one of the core parts of the IIoT for
enhancing performance and security [7]. The deployment of
various sensors and actuators produces enormous amounts
of data about the manufacturing process and overall system
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activities. The collection of this massive data can be used to
extract knowledge, insights about the status of instruments
and the overall industrial system process. Various machine
learning algorithms were proposed and practiced in several
domains of Industry 4.0 [10]. Key manufacturing components
like asset monitoring or conditioning, quality control, build-
ing automation, predictive maintenance, and overall process
automation are being advanced and practically supported by
machine learning algorithms. Traditional machine learning
algorithms like K-nearest neighbor, decision trees, random
forests, and regression analysis were common for the main-
tenance prediction of production assets [10]. Besides these
classical machine learning methods, deep learning algorithms
have become popular and are preferred by domain experts
for their better performance. Deep learning algorithms can
learn insights using large volumes of historical data with
better prediction accuracy, computational performance, and
explainability [9], [10].

Most of the data generated by industrial control system
devices is time dependent [11]. Sensors and actuators tar-
geted for different purposes observe the environment based
on a time sequence. Therefore, classical classification and
regression methods are not sufficient to learn the pattern of
most of the data collected from industrial sensors. Nowa-
days, sequence models are popular for understanding time
series patterns and are mostly used for predicting financial
time series data, text processing, speech data processing,
sensors, sequence value prediction, etc. [9]. Recurrent Neural
Networks (RNN), Convolutional Neural Networks (CNN),
and Autoregressive Integrated Moving Average (ARIMA)
are some of the common sequential algorithms for learning
sequential patterns [21]. LSTM (Long Short-Term Memory)
is among the variants of RNN, which is the most popular for
time series analysis. Vanilla RNN is susceptible to vanishing
and exploding gradient problems while updating weights and
biases for a long time [9]. LSTM was proposed to overcome
the issue of gradient vanishing and exploding in RNN by
maintaining long-term dependency [13].

Classical LSTM models learn patterns by feeding the
whole dataset at once, and the model remains fixed [12].
However, real-world industrial control system nodes generate
new data over time. Hence, the model should be updated with
new data to enhance its performance. Incremental learning
promises to update new knowledge in the existing trained
model based on previous time steps [30]. Through incre-
mental learning, continuous lifetime learning and knowledge
accumulation can be achieved [14], [15], [35]. It continu-
ously accepts new inputs from the environment and executes
the model to extract better results.

The data analytics process was mostly accomplished by
cloud services using MLaaS (Machine Learning as a Ser-
vice) through the transmission of collected data from edge
devices to the server [6]. Edge devices’ self-collected con-
fidential data should be shared with the central server for
aggregation and analysis [5]. However, recent industrial sys-
tems require on-device learning to enhance the security of
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the system and communication costs [8], [17]. On-device
learning enables faster, real-time and more flexible decisions
making for time critical applications. Recently, edge devices’
computational power and storage space becomes advanced
to handle machine learning tasks [16], [17]. However, the
demands for storage space and computational power becomes
higher for training advanced machine learning algorithms in
order to achieve better performance.

IIoT nodes generate data continuously over time, which
increases the volume of the dataset. Edge devices can utilize
data processing to make predictions for various purposes.
A large volume of data enables better performance of the
prediction, but computational resource demand gets higher.
The machine learning model deployed on these devices can
be updated to enhance existing knowledge with newly gen-
erated data. However, analyzing the whole dataset, which is
collected continuously for a long time, is a challenging task
for resource deficient devices [16], [20]. A number of works
have been done in this aspect and some of them proposed a
federated learning approach [8], [18]. Other studies such as
forming weak learners and aggregating them to form a strong
learner [12], [34], and various types of incremental learning
approaches [30], [31], [33] were investigated. However, these
approaches are not sufficient enough in terms of resource
utilization, complexity and performance.

In this paper, we proposed a modularized incremental
learning approach named Resource Aware Long Short-Term
Memory Model (RALSTMM) for reducing computational
resource. It is a typical on-device incremental learning in
which edge devices collect their own data and analyze it
by themselves. Over time, RALSTMM acquires knowledge
by leveraging newly generated data and transferring insights
from previous data. It is executed modularly by taking input
data over a certain range of time. In this manner, only
essential information can be transferred from previously exe-
cuted models with datasets collected over a certain range of
time. This reduces resource consumption without affecting
the performance as it transfers essential information. The
comparative experimental evaluation with the existing LSTM
using three different datasets proves that the RALSTMM
reduces computational time by maintaining performance.

The contribution of this paper is presented as follows

o Proposes Resource Aware Long Short-Term Mem-

ory Model (RALSTMM) based on-device incremen-
tal learning for minimizing resource by maintaining
performance

o The proposed RALSTMM accepts self-collected data

continuously for a certain range of time as an input

o The RALSTMM extracts essential information from the

previously analyzed dataset and transfers knowledge to
the next time range

« We conducted considerable experiments using three real

world datasets for demonstrating the feasibility of the
RALSTMM
The remaining part of the paper is presented as follows:
Section II details the background and related works in the
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proposed specific area, and Section III presents the method-
ology of the proposed RALSTMM. Section IV discusses
the experimental demonstration process and results, and
Section V presents the conclusion of the proposed study.

Il. LETRATURE REVIEW

Liu et al. [8] present a federated based anomaly detec-
tion model using deep LSTM. It is a collaborative training
model that involves multiple edge devices for the IIoT. The
model includes both edge devices and cloud aggregators.
It also consists of a gradient compression mechanism for
minimizing bandwidth overload and an anomaly detection
mechanism. This approach uses gradient compression and
applies federated learning to preserve privacy. However, it is
an offline learning approach, and most IIoT applications
generate data over time. Taheri et al. [18] present a malware
detection application using a federated learning architecture
for the IIoT. It applies to a generative adversarial network
(GAN) for edge devices, and the server controls the collabora-
tion and performs aggregation. This is also an offline learning
approach, which is not applicable to continuously generated
data. The authors in [12] introduced an LSTM based incre-
mental approach that dynamically updates according to the
new sequential data. The collected data is divided into sub-
datasets, and weak learning is applied to the newly generated
data. A strong learner is formed by combining the old and
new weak learners. This method consumes extra resources
for combining the old and new weak learners. S. Disabato
and M. Roveri [15] present an incremental model based on
k-nearest neighbor and transfer learning. It is an on-device
learning solution for IoT and embedded system applications.
This approach is based on classical k-nearest neighbor, which
is not applicable for time series applications.

Li et al. [30], present Adaptive Threshold Hierarchical
Incremental Learning (ATHIL) for tackling the issue of
deploying complex models on resource restricted devices.
It applies the coefficient of dispersion for sparsening net-
work weights in order to minimize the complexity of the
model. This approach sparsens the weight matrix with a
certain percentage, which affects the performance in critical
applications. The authors in [31], present dynamic support
network (DSN) incremental learning that offers a regulariza-
tion approach in the feature space to address the issues of
overfitting and forgetting commonly observed in Few-shot
class incremental learning. In order to combine the repre-
sentation ability of new classes, DSN temporarily expands
network nodes. Although DSN merges old and new classes
systematically to improve predictive performance, it is a
complex model to apply in resource constraint devices.
Chen et al. [31], propose transductive support vector-based
incremental learning (ILTSVM) to predict labels for spe-
cific unlabeled instances in order to manage large volumes
of data. The authors didn’t mention whether the proposed
method could be applied to a real-time stream of data, despite
demonstrating improvements in terms of performance and
complexity.
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Although the aforementioned studies promised to improve
intelligent data analytics in various aspects, the issue of
resource optimization in line with consistence performance is
still critical for tiny devices in the IIoT and needs additional
investigation. Hence, this paper provides resource efficient
approach by maintaining the performance.

A. INDUSTRIAL INTERNET OF THINGS ARCHITECTURE
IIoT is a combination of several sensors, actuators, and
other controlling embedded devices [2], [18]. These smart
devices should be connected to the internet for collabora-
tion, exchanging information, and sharing resources. These
emerging technologies allow physical objects to understand
the environment (thinking, hearing, seeing, and performing
other tasks) by communicating with each other [28]. IloT
supports industries by improving supply chain optimiza-
tion, plant safety, quality control, predictive maintenance,
employee and environmental safety, automated and remote
equipment, monitoring, etc. Data visualization enabled by
IIoT can be used to track the movement of products and
control the physical environment for better human decision-
making [19].

There is no consistent IoT architectural framework for
industrial applications [19], [28]. A typical general commu-
nication architecture of the IIoT is depicted in Figure 1.
It has three layers communicating with each other through
different protocols [19]. The bottom one is the device layer
which includes different kind of sensors and actuators for
collecting information from the environment. The next is
network layer which contains different communication tech-
nologies such as WiFi, ZigBee, RFID and Bluetooth for
managing secure transmission of data collected by sensors
and actuators. The application layer is on the top which
includes specific intelligent data processing tasks. Services
requested by customers are handled by the application layer.
Nowadays, the majority of IIoT devices are powered by the
well-known open- source Android operating system, which
is suitable for artificially intelligent developers [18]. The
application layer performs data processing, cloud computing,
and decision-making. The raw data sent from the device
should be preprocessed and analyzed for characterization and
better decision-making. Specific intelligent machine learning
algorithms are also executed in this layer after technical
preprocessing. The predicted output from machine learning
algorithms will make machine-based and human decision-
making. The network layer allows the secure transmission
of raw data from the device layer to the application. This
could be achieved by one of the application specific pro-
tocols among several alternatives [28]. Some examples of
IIoT communication protocols are RFID, ZigBee, Bluetooth,
IEEE 802.15.4, Z-wave, 5G, and WiFi. Targeted infor-
mation from the environment like temperature, pressure,
location, and vibration could be gathered by the edge devices.
Specific information gathered for different purposes is trans-
ferred to the application layer for further processing and
decision-making.
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FIGURE 1. A typical Industrial 10T architecture [19].

B. SEQUENTIAL LEARNING

Sequence learning is designed to model sequential problems
with sequential input or output using an ordered dataset.
Sequential problems include sequence generation, sequence
prediction, sequence recognition, and sequence classifica-
tion [22]. Sequence classification takes a sequence of inputs
to distinguish the class label. Sequence prediction helps
in predicting the next value from the existing sequence.
Sequence generation produces another sequence based on
the given input values that has similar behavior to the pre-
vious input sequence [29]. Sequence recognition decides if
the sequence is legitimate based on a certain scenario. The
ordered data can be the sensor’s time-series data, audio clips,
video clips, text streams, etc. [9], [22]. It can be applied
to various sensor time series predictions, sequence value
predictions, name entity recognition, financial time series
predictions, text processing, etc. [9].

Several machine learning algorithms have been pro-
posed for solving sequence problems. Some of the most
widely mentioned ones are ARMA and RNN, with their
variants [23]. ARMA is a classic method for modeling single-
time series data, a combination of AR (Auto-Regressive) and
Moving Average (MA). Autoregressive Integrated Moving
Average Model (ARIMA) and SARIMA (Seasonal Autore-
gressive Integrated Moving Average Model) are also the two
most widely used improved variants of ARMA. RNN is vari-
ant of neural network for handling time dependent problems.
An LSTM is a category of RNN that memorizes long-term
dependency problems.

RNN can memorize the past information to improve the
performance of sequential problems [23]. In traditional arti-
ficial neural networks (ANN), the output solely resides on
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FIGURE 2. Recurrent neural networks structure.

the current input. However, the output on the current point
depends on the past information and the current input. It is
an aggregate of connected ANN model in which the current
model can acquire previous knowledge from the past model.
The information acquired in the previous stages is stored in
the hidden layers of the RNN network. Figure 2, depicts the
architecture of RNN which takes sequences of inputs (x;) at
the bottom, undergoes step by step process (A) and reveals
outputs at the top (h;).

However, vanilla RNN has two main challenges. The
method used for updating the weights is gradient descent
algorithm, which may be affected by vanishing and exploding
gradient [24]. Vanishing gradient occurs when the gradient
decreases and gets to zero over time which leads the weights
to be constant. Initially, the LSTM structure decides whether
to throw or keep the information, which is accomplished
with a forget gate (sigmoid function) in Eq. (1) [8], [24].
In exploding gradient, the gradient increases through time
which leads to larger weights. A special type of RNN has
been proposed with an internal memory to remember long
term dependency. LSTM network is able to remove or add
information to the cell state which is adjusted by gated
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ir =0 (Wi [hi—1, X1+ bi)
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C = tanh (Wc. [hi—1, x:] + bc)
Co=fi*xCroy +ir* G
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hy = oy x tanh(Cy) (1)

where, h; =hidden state, o; = output gate, C; = cell state,
iy = input gate, f; =forget gate.

Initially, the LSTM structure decides whether to throw
or keep the information and it is accomplished with a for-
get gate (sigmoid function) in Eq. (1) [8], [24]. It takes xt
and ht-1 as input and outputs a decimal between zero and
one. Zero indicates throwing completely, and one indicates
keeping completely. The current information that should be
added to the cell is decided by the input gate and candidate
cell. An input gate is a sigmoid function that computes the
values to update the cell state. The candidate cell in Eq. (1).
computes some values, that could be added to the cell state.
A combination of the input gate and candidate cell will be
used to update the cell state. The basic structure of LSTM
network is presented in Figure 3, which takes sequence of
inputs and predicts an output after a successful computation
of complex mathematical equations [1]. The circle and arrows
represent point wise operation and the flow of the vector
respectively, and activation functions are exclusively defined.

The new cell state is calculated from the input gate, the
previous cell state, the forget gate, and the candidate cell.
For throwing information, the forget gate is multiplied by the
previous cell state. The input gate is also multiplied by the
candidate cell to decide how far to overhaul the cell state. The
final output gate in Eq. (1) is computed from the previous
input and hidden state using a sigmoid function. As a final
step, the current hidden state is obtained from the output gate
and the current candidate gate, which are shown in the last
line of Eq. (1).

lll. METHODOLOGY
Recent advancements in IIoT edge device hardware capac-
ity (CPU, Memory, and Battery) enables the development
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of on-device learning. However, this hardware is not large
enough to process machine learning algorithms. Hence,
analyzing a large amount of data that has been collected
continuously for a long time is a challenging task for resource
deficient devices. This study presents a typical on-device
incremental learning in which edge devices collect their own
data and analyze it by themselves. Edge devices can analyze
data to predict a certain task over time. The machine learning
model deployed on these devices can be updated to enhance
existing knowledge with newly generated data. This paper
puts forward a modularized incremental approach that learns
over time with the newly generated data and extracts knowl-
edge from the previously processed data. Machine learning
algorithms should be executed modularly by taking input data
within a certain range of time. Hence, the previously pro-
cessed data would not be further analyzed since the model had
already extracted knowledge. In this manner, only essential
information can be transferred from a previously executed
model using a dataset collected over a certain period of time.
This reduces resource consumption by maintaining perfor-
mance as it only transfers essential information.

The RALSTMM modifies the LSTM network through
an incremental approach. The data set collected from the
environment can be analyzed incrementally, as illustrated in
Figure 4 and Algorithm 1. The dataset is grouped into sub-
datasets with a certain time interval. A dataset analyzed at
a certain time will not be analyzed again. It transfers essen-
tial information from the previous sub-dataset to the current
sub-dataset during the analysis. During the first sub-dataset,
the entire process is identical to the original LSTM. After
processing the first sub-dataset, the last values of cell state,
hidden state and the predicted value for computing the cost
function are transferred to the second sub-dataset. Similarly,
the second sub-dataset transfers the last values of cell state,
hidden state, and predicted value (ypred), which continue until
the time step t;.

During the analysis of the first dataset, the equations of
LSTM remained the same since there was no modification
on the initial random input parameters. From the second sub-
dataset, the first sequence takes the previous dataset’s last
hidden state and cell state values. Hence, all the sub-datasets
except the initial sub-dataset can learn from their antecedent
by taking the last hidden and cell state parameters instead of
initializing randomly, as presented in Eq. (3).

The whole dataset at time t;, is the aggregate of all the sub-
datasets.

Dn_mml = Dl U D2 U P U Dn (2)

The performance of the RALSTMM can be computed with a
cost function. The cost function calculates the error between
the predicted and actual quantities [27]. Mean Square Error
(MSE) is one of the most widely used cost functions and
is computed by the sum of the squared differences between
the actual and predicted quantities. The MSE error of each
sub-dataset could be computed from the predicted and actual
values of its own dataset (Eq. 4). However, the MSE for more
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FIGURE 4. Structure of the RALSTMM.

Algorithm 1 RALSTMM incremental learning

Input: Data collected by edge devices in a certain period
Output: Predicted results
if input data is D1:

Execute original LSTM

Save the last Cp1, Hp1 and ypred

Report the predicted attacks
else

Execute LSTM with initial values of cell state Cp,_1,
hidden state Hpy—1 and ypreq

Save the last Cpp, Hpy and ypred

Report the predicted attacks
end if

than one sub-dataset is the aggregated MSE of each sub-
dataset (Eq. 5)

fir =0 (Wr.Thpa—1, %] + by)

iy = o (Wi. [hpn—1, x¢] + i)

C; = tanh (W. [hpa—1, /1 + bc)
Cr=fixCpp1+ir* 6[

or =0 (Wo. [hpn—1, %] + by)

hy = oy x tanh(Cy) A3)

~

where, hpy—1 and Cpy— is the previous transferred hidden
and cell states respectively

1 NDn -2
MSE = 11— D i) “)
1 Np1 -2 1 Np> -2
MSE = IE 0 i—y)” + @ Zi:DH—l Oi—yi)
1 Npy -\2 N =\2
TR D oy O = D )
(5

where, y; is the predicted value, y; is the actual value, Np, is
the size of the dataset for sub-dataset n, and N is the size of
the dataset at time t;,.

IV. RESULTS AND DISCUSSION

The RALSTMM has been tested with three different IoT
application specific datasets in order to characterize domain-
specific applicability and robustness based on [1], [9],
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and [26]. Specifically, a testbed dataset undertaken on
fridge, thermostat, and weather 10T devices which is found
at the University of New South Wales website has been
used [25], [26]. The testbed was collected from different
normal and attacked activities of the IIoT network. The archi-
tecture of the network has three layers, namely cloud, fog, and
edge layers, to represent the current real-world scenarios of
Industry 4.0 networks. The experiment was conducted with
Python and the hardware specification of an Intel (R) Core
(TM) i5-8350U CPU (1.70 GHz) and 8 GB of main memory.

The dataset needs to be sliced into sub-datasets for demon-
stration as incremental learning needs continuous group of
datasets and demonstrating real-world streaming problems as
in [9] and [12]. Hence, the dataset has been grouped into
four sub-datasets based on the number of samples and may
vary for different samples and scenarios. Hence, each of
the three datasets used for this experiment was partitioned
into four parts, i.e., D1, D2, D3 and D4, chronologically.
The experiment was performed for both the existing and the
proposed approaches with sub-datasets. Initially, the LSTM
network executes the first dataset (D1) and records the result.
The second experiment was executed by merging the first
and second sub-datasets. Similarly, the next experiments
were performed by merging the previous sub-datasets and
recording the results for each step. The RALSTMM network
executes each sub-dataset independently in chronological
order. Results of each sub-dataset were reported, and impor-
tant updated parameters of each sub-dataset were transferred
to the next experiment. From the second sub-dataset, updated
cell state and hidden state values from the previous experi-
ment were taken instead of initializing randomly.

The most widely used performance evaluation metrics for
such scenarios are Mean Squared Error (MSE), accuracy,
recall, precision and Flscore. Processing time, memory and
CPU depletion are used to measure the resource consumption
of such scenarios [5], [12], [15], [32]. We have further
evaluated the model’s parsimony through the utilization of
information criteria. The Bayesian Information Criteria (BIC)
and Akaike Information Criteria (AIC) are the most widely
used information criteria for selecting the best model in
time series analysis [36], [37], [38]. Hence, we have used
Mean Squared Error (MSE), accuracy, recall, precision, pro-
cessing time, BIC and AIC for evaluating the RALSTMM
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FIGURE 5. Comparison of the RALSTMM and existing LSTM with their processing time.

TABLE 1. Comparison of mean square error for the RALSTMM and
existing LSTM model.

IoT Fridge MSE ~ IoT Thermo-stat IoT Weather MSE
MSE
Sub- LSTM RALSTMM LSTM RALSTMM LSTM RALSTMM
datasets
D1 0.08 0.08 0.04 0.04 0.05 0.04
D2 0.10 0.03 0.13 0.03 0.04 0.04
D3 0.03 0.01 0.06 0.02 0.04 0.03
D4 0.02 0.02 0.01 0.01 0.03 0.02
with different IoT datasets (fridge, thermostat, and

weather).

Tables 1 and 2 indicate the comparison of the RALSTMM
and existing work with MSE, accuracy, recall, and preci-
sion. In the first group of sub-datasets, the result for the
RALSTMM and existing LSTM models is the same due
to an identical initial parameter. In the second sub-dataset,
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the RALSTMM outperforms the existing model as it effec-
tively transfers important parameters. The quantity of MSE
decreases from the first to the last sub-dataset, which proves
better prediction performance as the size of the dataset
increases. Similarly, the processing time of both the proposed
and existing LSTM networks was measured during the exper-
iment. As clearly shown in Table 3, RALSTM has lower
values of BIC and AIC compared to the existing LSTM. This
proves that RALSTM is better, as a lower value of BIC and
AIC indicates the effectiveness of the model.

As shown in Figure 5, the time elapsed for training the
RALSTMM is smaller than the time elapsed for training
the existing model from the second sub-dataset. This signif-
icant improvement is due to the fact that the RALSTMM
trains only the specific sub-dataset by receiving important
transferred parameters from the predecessor sub-dataset (i.e.,
if sub-dataset D3 is currently running, it accepts impor-
tant parameters from sub-dataset D2). However, the existing
model processes the aggregate of the previous sub-datasets.
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TABLE 2. Comparison of accuracy, recall and precision for the RALSTMM
and existing LSTM model.

Sub- LSTM  RALSTMM  LSTM RALSTMM  LSTM  RALSTMM
dataset
IoT Fridge 10T Thermo-stat IoT Weather
Accuracy Accuracy Accuracy
D1 0.63 0.63 0.56 0.56 0.67  0.67
D2 0.66  0.68 0.59 0.64 0.70  0.69
D3 0.75 0.71 0.79 0.80 0.84  0.82
D4 0.83 0.80 0.81 0.82 0.86  0.81
IoT Fridge Recall IoT Thermo-stat IoT Weather
Recall Recall
D1 0.73 0.73 0.85 0.85 075 0.75
D2 0.77  0.79 0.88 0.89 0.88  0.95
D3 0.76  0.80 0.89 091 094  0.96
D4 0.84  0.82 091 0.89 0.88  0.79
IoT Fridge IoT Thermo-stat ToT Weather
Precision Precision Precision
Dl 0.71 0.71 0.62 0.62 0.83 0.83
D2 0.68  0.83 0.65 0.68 0.77  0.71
D3 0.69  0.71 0.67 0.69 0.54 087
D4 0.75 0.78 0.72 0.70 0.77  0.79

TABLE 3. Comparison of AIC and BIC for the RALSTMM and existing LSTM
model.

Sub  LSTM RALSTM  LSTM RALSTM  LSTM RALSTM
- M M M
data
set
IoT Fridge BIC IoT Thermo-stat ToT Weather BIC

BIC
D1 14232 14232 12605 12605 13109 13109

D2 16120 14052 16214 11808 17052 13901
D3 19920 13980 20810 13582 19204 11082
D4 21021 13549 19901 10255 20954 12548

IoT Fridge AIC 10T Thermo-stat ~ IoT Weather AIC
AIC
Dl 7104 7104 8102 8102 7668 7668
D2 7698 6850 8421 7808 8102 7669
D3 7669 6404 8925 7541 9170 7750
D4 8015 6835 8890 7651 9050 7180

V. CONCLUSION

Current industrial control systems have several bottlenecks,
such as security, scalability, and resource limitations for data
processing. Analyzing the whole dataset, which has been
collected continuously for a long time, is a challenging task
for resource deficient devices. This paper proposes a typi-
cal on-device incremental learning approach (RALSTMM)
for edge devices of industrial control system to minimize
resource utilization and privacy. It can be deployed on edge
nodes and updated to enhance existing knowledge with newly
generated data. The RALSTMM transfers important param-
eters from the previous training. The experimental results
with three IoT testbed datasets show that the proposed
RALSTMM saves processing time and maintains the per-
formance. Tiny resource constraint industrial devices need a
resource optimized algorithm for intelligent data processing
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and RALSTMM model could be applicable in such industrial
applications.

Next direction of the study could be conducting tests using
a real-time stream of data generated from resource restricted
edge devices in real-world scenarios. The RALSTMM could
be extended to other neural network architectures such as
convolutional neural network, generative adversarial network
and reinforcement learning for addressing wide range of
application.
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