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ABSTRACT Short-wave infrared (SWIR) imaging has significant advantages in challenging propagation
conditions where the effectiveness of visible-light and thermal imaging is limited. Object tracking in SWIR
imaging is particularly difficult due to lack of color information, but also because of occlusions and
maneuvers of the tracked object. This paper proposes a new algorithm for object tracking in SWIR imaging,
using a kernelized correlation filter (KCF) as a basic tracker. To overcome occlusions, the paper proposes
the use of the Kalman filter as a predictor and a method to expand the object search area. Expanding the
object search area helps in better re-detection of the object after occlusion, but also leads to the occasional
appearance of errors in measurement data that can lead to object loss. These errors can be treated as outliers.
To cope with outliers, Huber’s M-robust approach is applied, so this paper proposes robustification of
the Kalman filter by introducing a nonlinear Huber’s influence function in the Kalman filter estimation
step. However, robustness to outliers comes at the cost of reduced estimator efficiency. To make a balance
between desired estimator efficiency and resistance to outliers, a new adaptiveM-robustified Kalman filter is
proposed. This is achieved by adjusting the saturation threshold of the influence function using the detection
confidence information from the basic KCF tracker. Experimental results on the created dataset of SWIR
video sequences indicate that the proposed algorithm achieves a better performance than state-of-the-art
trackers in tracking the maneuvering object in the presence of occlusions.

INDEX TERMS Kalman filter, kernelized correlation filter, object tracking, robust estimation, SWIR
imaging.

I. INTRODUCTION
Video tracking presents the process of estimating the loca-
tion of a moving object using a camera [1], and finds
various applications in surveillance imaging systems for out-
door environments. In addition to object tracking in the
visible-light domain [2], [3], [4], [5], [6], [7], for successful
tracking of objects in low-light conditions or total darkness,
thermal cameras are often included in surveillance systems.
For this reason, many algorithms have been developed for
tracking objects in thermal images [8], [9], [10], [11].
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However, in conditions where there is smoke, haze or
fog, visible-light cameras tend to produce images with lim-
ited detail and information, and thus directly influence the
performance of the object tracking algorithms. In these chal-
lenging conditions the possibility of effective view can be
provided using short-wave infrared (SWIR) cameras, which
provide images richer in details [12], [13]. SWIR includes
the electromagnetic spectrum range between 1 and 3 microns
in wavelength. In this spectral region light is predominantly
reflected from the objects, similarly to visible range. Advan-
tages of SWIR cameras over visible and near infrared (NIR)
cameras are in situations such as: haze penetration, forest and
oil fire penetration, maritime and ground target contrast and
long-range identification [13]. Although thermal cameras can
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also provide view in conditions of haze, fog, or smoke, ther-
mal cameras detect the presence of a warm object against a
cool background. On the other hand, SWIR cameras can actu-
ally identify what that object is, and providemore information
about the object in these challenging weather conditions. The
reason is that thermal cameras do not provide the resolution
and dynamic range of imaging possible with InGaAs (Indium
Gallium Arsenide) technology in which SWIR focal plane
arrays are most often made [12]. Moreover, the advantage of
the SWIR cameras in comparison with thermal cameras is the
ability to capture images through glass. Due to its advantages
related to reduced scattering effects and spectral signatures,
SWIR has found application in many civilian and military
video surveillance systems.

Generally, object tracking methods can be classified
into two categories: traditional and deep-learning-based
approaches. In visual object tracking, as well as in thermal
object tracking, deep-learning-based methods have gained
significant attention in recent period. However, the appli-
cation of deep learning methods in the SWIR domain is
mostly focused on object detection [14], [15]. Deep-learning-
based algorithms related to object tracking in SWIR video
are applied in [16] and [17], where convolutional neural
networks are used for multiple targets tracking in a degraded
SWIR image with a significant percentage of missing data
and bad pixels, called the compressive measurement domain.
However, object tracking in the degraded SWIR image is out
of the scope in this paper. Observed in the applications in
the visible domain, deep learning-based methods for object
tracking achieve incredibly good performance, but with the
need for a large training dataset and unknown behavior in
scenarios for which they have not been trained, that indicates
a general drawback of deep learning-based approaches.

Traditional object tracking methods can also be divided
into two categories: generative and discriminative algorithms.
Generative algorithms search for the image regions which
best match the target model, using only the information of the
target. The goal of discriminative algorithms is to distinguish
between the object and the background, using the information
of both the target and its background. Performance of the
generative algorithms is limited by the model representation
space dimensions, and in more complex scene, they show less
discrimination. On the other hand, discriminative algorithms,
which utilize the background information of the target, have
better ability to cover a wide range of changes in target
appearance.

Although SWIR covers part of the infrared spectrum, light
in SWIR domain is predominantly reflected from the objects,
as in the visible range. Compared to thermal images, SWIR
images have different characteristics, as the patterns in ther-
mal images come from differences in thematerials the objects
are made of, as well as their different temperatures. The
change in emitted radiation is a process that is slower than
the change in reflected radiation. This means that changes
in the thermal image occur more slowly than changes in the

SWIR image, which results in different noise characteristics
in SWIR and thermal images. Also, in the thermal images
there are no shadows or different patterns depending on the
colors (visual features) on the scene. So, analyzing the litera-
ture on real-time discriminative tracking algorithms primarily
in the visible-light domain [2], [3], [4], [5], [6], [7], [18],
it was found that the most often employed approaches are
based on the correlation filters. Therefore, as a starting point
for the development of algorithm for object tracking in SWIR
imaging, a correlation filter-based algorithm is used: Kernel-
ized Correlation Filter (KCF) [19].

Even though the KCF algorithm is generally effective in
object tracking, it is not robust enough to deal with changes
in object size and orientation, and especially with presence of
various occlusions. Therefore, measurements of the tracked
object’s size and especially position are not always accurate.
For applications in tracking systems where the camera is
mounted on a pan-tilt platform, such as [20], the goal is to
maintain the object in the center of the camera’s field of
view (FOV), and to achieve long-term tracking in a variety
of conditions. So, there is a requirement for accurate and
efficient prediction and estimation of object motion.

Starting from the limitations of the basic KCF algorithm,
this paper firstly proposes improvements of the basic KCF
algorithm in object size estimation and occlusion detection.
Since occlusions have been identified as the most chal-
lenging problem, and especially a maneuver of the tracked
object under occlusion, the paper further proposes using the
Kalman filter as a predictor and expanding the object search
area, in order to enable occlusion overcoming and object re-
detection. Expanding the object search area helps in better
re-detection of the tracked object after occlusion, but also
leads to the appearance of errors in position measurement
data that can lead to object loss and tracking termination.
These occasionally large errors that lead to tracking termi-
nation present bad data or outliers [21]. For that reason,
paper aims to investigate the characteristics of outliers in
connection with object tracking in SWIR imaging. Statistical
error analysis of the combination of the KCF with expanded
search area and the Kalman filter can reveal common errors
that impact the tracking performance, and errors that lead to
the object loss. However, the standard Kalman filter in the
presence of outliers in measurement data is not the optimal
solution since it is sensitive to them.

Robust statistical methods provide tools to cope with out-
liers. Particularly, the Huber’s approximate maximum likeli-
hood (ML) robust approach, called the M-robust approach,
is the most frequently used in engineering practice, because
it is motivated by the optimal ML estimator that makes
it more natural. Thus, the M-robust criterion, as a gener-
ator of a class of robust algorithms, has to approximate
the optimal ML criterion so to achieve the insensitivity to
outliers [22]. In general, the Huber’s M-robust estimator
requires rather easy computation with good convergence
characteristics. In this sense, to avoid the complex methods
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that combine several different target appearance modeling
techniques [23], [24], [25], [26], and to reduce the pro-
cessing time, a new feasible approach to the SWIR object
tracking based on a combination of the KCF tracker and
the M-robustified version of the standard Kalman filter has
been proposed in this paper. The M-robustified Kalman filter
is derived by applying the Huber’s M-robust approach to
redesign the estimation step in the predictor-corrector struc-
ture of the standard Kalman filter. This, in turn, results in
an approximate minimum variance nonlinear recursive state
estimator, using the Huber’s saturation type nonlinear influ-
ence function in the Kalman filter estimation step. Moreover,
a new adaptive version of the M-robustified Kalman filter is
also designed, by using the information from the basic KCF
algorithm to adapt the saturation threshold of the influence
function, so that the robust tracking algorithm makes a better
balance between the tracking of object maneuver and the
resistance to occurrence of outliers.

The rest of this paper is organized in the following manner:
Section II reviews the basic KCF tracker and the related
work about improvements of the KCF. Section III de-scribes
the created dataset for SWIR object tracking, proposes the
improved tracking method based on the KCF, and provides
the statistical analysis of the proposed method results in
SWIR object tracking. In Section IV, the M-robustified
Kalman filter is introduced, and its adaptive version, based on
the fitting of the influence function parameters. In Section V,
the object tracking experiments are described, the results are
presented, and a detailed discussion is given. The conclusion
is presented in Section VI.

II. RELATED WORK IN VIDEO TRACKING BASED ON THE
KCF ALGORITHM
The KCF algorithm [19] converts the target tracking problem
into solving a ridge regression problem. The algorithm starts
by defining a bounding box around the target. An image
patch, x, of the size M × N , which is larger in size than
the target bounding box, together with the all circular shifts
of that patch, xi, are used in training the classifier. With the
goal to find a discrimination function in the form of the
linear product f (z) = wT z, the classifier is trained using
the squared error loss function over samples, xi, and their
regression targets, yi:

min
w

∑
i
(f (xi)− yi)2+λ ∥w∥

2 (1)

where λ is the regularization parameter that prevents overfit-
ting.

Making the partial derivative of the optimization criterion
in (1) with respect to w equal to zero, the obtained solution of
the minimizer, w, has the closed-form as:

w = (XTX + λ I )
−1
XT y (2)

where X represents the sample matrix with the one sample xi
per row, and y is the vector whose elements present regression
targets, yi, while I represents the identity matrix.

Using the property that all circulant matrices are made
diagonal by the Discrete Fourier Transform (DFT), the
equation (2) can be converted into:

ŵ =
x̂∗

⊙ ŷ
x̂∗ ⊙ x̂ + λ

(3)

where ŵ, x̂, and ŷ represent the DFT of w, x, and y, respec-
tively, while x̂∗ is the complex-conjugate of x̂. The fraction
denotes element-wise division, and ⊙ is the element-wise
product.

To obtain more powerful nonlinear filter, a kernel trick is
introduced. Input samples, xi, are mapped to the high dimen-
sional feature space (dual space), ϕ(x), through the kernel
function, and weight vector, w, at this point can be expressed
as a linear combination of the samples:

w =

∑
i
αiϕ(xi) (4)

In this way, the problem of finding the optimal parameter
vector, w, is transformed into a problem where α is the
alternative representation in dual space and variable under
optimization. Therefore, the optimal solution α in dual space
can be expressed as:

α = (K + λ I )−1y (5)

where each element of the vector α represents the coefficient
αi, and K is the kernel matrix. Using kernels for which
it is possible to make the matrix K circulant, and taking
into account the characteristic of the circulant matrix in the
Fourier domain, it is obtained:

α̂ =
ŷ

k̂xx + λ
(6)

where k̂xx is the DFT of the first row of the kernel matrix K ,
named kernel correlation. Particularly, the Gaussian kernel,
which is used further, is the one for which the matrix K is
circulant, and for two arbitrary vectors x and x ′ is expressed
as:

kxx
′

= exp
(

−
1
σ 2

(
∥x∥2 +

∥∥x ′
∥∥2 − 2F−1 (x̂∗

⊙ x̂ ′
)))

(7)

In the new frame of the video sequence, the image patch, z,
of the same size M × N is extracted from the position of the
object in the previous frame, and the regression function or
detection response map is obtained as:

f (z) = F−1
(
k̂xz ⊙ α̂

)
(8)

where k̂xz is the DFT of the kernel correlation of the tracked
objectmodel, x, and new image patch, z, whileF−1 represents
the inverse DFT. The position corresponding to the maximum
value of the response map (pick value) presents the location
of the tracked object in the new frame.

The basic KCF algorithm has very good performance in
object tracking in conditions without occlusion, when the
object is at a relatively constant distance from the camera, and
has an impressive processing speed for real time operation.
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However, when the size, orientation, and appearance of the
object change, and especially under occlusion conditions, the
performance of the basic KCF drops significantly.

By analyzing the problems in video tracking, as well
as the available literature on the improvements of the
KCF algorithm, several directions of improvement can be
observed. Approaches that use color features in RGB or HSV
domain [25], [27], [28], [29], or deep features [26], [30], [31]
(obtained from deep neural networks trained on color images)
to model the appearance of the object are not of inter-
est in this research because the SWIR image lacks color
information and is significantly different from the visible-
light image. Other approaches in the recent literature that
improve the KCF algorithm can be divided into four cat-
egories: scale estimation [26], [27], [32], [24], occlusion
detection [24], [25], [28], [33], overcoming occlusions and
object re-detection [34], [35] and application of predic-
tors [31], [36], [37]. Application of these approaches to the
SWIR object tracking requires upgrades of the basic KCF
tracker, that are presented in the sequel.

III. SWIR OBJECT TRACKING ALGORITHM DESIGN
A. DATASET
To conduct a statistical analysis of the KCF algorithm in
SWIR object tracking, the appropriate dataset is required.
Publicly available datasets for visual object tracking, such
as TrackingNet [38], LaSOT [39], VOT2022 [2], as well as
datasets for thermal infrared object tracking: VOT-TIR16 [9],
LTIR [40], PTB-TIR [10], LSOTB-TIR [11], contain a large
number of video sequences recorded in different conditions,
with different types of objects for tracking, and different
challenges. These datasets provide the possibility of train-
ing deep learning models, and also of evaluating trackers in
challenging scenarios. However, to the best of our knowledge,
there are no publicly available datasets which contain SWIR
video sequences specially created for the object tracking.
Therefore, for the statistical analysis of the KCF tracker in
SWIR imaging, it is necessary to create a new dataset.

This dataset should fulfill several conditions. First, a large
number of frames in the dataset is required for proper sta-
tistical analysis. Also, it should contain a moving object of
interest in various scenarios. These scenarios include tracking
error causes such as: changes in object’s motion dynamics,
changes in orientation, size changes and, the most challeng-
ing, the presence of short-term and long-term occlusions. All
scenarios should be recorded with the same camera and under
the same conditions.

Dataset created for these purposes is very challenging in
terms of images illustrating realistic scenes. It should provide
a good basis for developing the best possible moving object
tracking method for various scenarios, which can be found
in real-life surveillance applications. As the most common
in urban scenes, the chosen objects of interest for tracking
and analysis are pedestrians. Also, the pedestrians represent
typical objects with relatively slow and fast motion dynamics,

FIGURE 1. A typical frame from the SWIR dataset representing a scene
with an object of interest and various types of occlusions. The object of
interest is the pedestrian marked by the surrounding bounding box.

which is also important in tracking analysis. A typical frame
from database with the object of interest is shown in Fig. 1.
For the analysis, 9 video sequences are recorded with a

moving person as the object of interest for tracking. Cre-
ated dataset contains 4400 frames in total, being sufficient
for de-tailed statistical analysis. Object of interest on each
frame is manually labeled with the corresponding bounding
box. It is assumed that the center of the bounding box is
the position of the tracked object, and together with the
corresponding bounding box width and height, represent
the ground-truth data for further experiments. The video
sequences are recorded using the SWIR camera, with the
resolution of 576 × 504 pixels and 25 frames per second
(FPS). The used camera is implemented in an interlaced
technology, representing an additional challenge for tracking
algorithm to extract the features from the image obtained
in that technology. Although the created SWIR dataset has
a smaller number of sequences than other infrared track-
ing datasets [9], [10], [11], it includes many challenging
scenarios for detailed evaluation of the tracking algorithm.
Table 1 shows the challenges in each dataset sequence.
Sequences 1 - 4 were recorded with a fixed camera and
sequences 5 - 11 were recorded with a moving camera. The
size of objects is from 504 to 3240 pixels.

B. PROPOSED TRACKING METHOD
The goal of long-term tracking is to achieve continuous track-
ing of a moving object without additional manual corrections
in situations of tracking failure. In order to achieve long-
term tracking, the camera needs to be mounted on a pan-tilt
positioner that will position the system [20], so that the object
is constantly centered in the camera’s FOV. In that case,
it is important that the video tracker, which provides control
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TABLE 1. Description of SWIR video sequences.

FIGURE 2. Flowchart of the proposed algorithm for SWIR object tracking.

signals to the pan-tilt positioner, successfully tracks the object
of interest in the image, and overcomes the related video
tracking problems such as occlusions, scale changes, changes
in motion dynamics. Also, in addition to robust tracking
performance, it is especially important that video tracking
algorithm does not have high complexity, and can be executed
in real-time.

Since the SWIR image characteristics significantly differ
from those of a visible-light camera image, improvements of
the basic KCF algorithm are mostly focused on the object
motion model. Additional improvements are performed in
object size estimation, tracking failure (occlusion) detection,
overcoming occlusion and object re-detection. The proposed
new method is shown in the flowchart in Fig. 2.

In the proposed method the basic KCF is synchronized
with the Kalman filter to improve the object tracking perfor-
mance. In the initialization step, on the first video sequence
frame, the Kalman filter is initialized with the same data
(object position and size) as the KFC algorithm. On each

subsequent frame, the overall tracking method relies on the
Kalman filter object state prediction. The center of the object
search window is determined by the Kalman filter’s object
position prediction, with the width and height of the search
window being 2.5 times that of the object. Predicted position
by the Kalman filter is evaluated in the failure detection
block. The main purpose of this block is to detect the tracking
failure caused by tracking drift, object deformation and, the
most important, the presence of occlusions. Also, the failure
detection block plays an important role in switching between
the basic KCF tracker and the multiple search windows. If the
tracking failure is not detected, the basic KCF is applied, pri-
marily due to the processing speed. The histogram of oriented
gradient (HOG) features are extracted and the corresponding
response map (8) is calculated. The position of the maximum
value in the response map (pick value) presents the estimated
object position by the basic KCF tracker. The basic KCF
is followed by a size estimation block for the best possible
estimation of the object size.

On the other hand, if the failure is detected, it is technically
impossible to keep tracking if the object completely disap-
pears under full occlusion or become out of view. In many
practical cases, such as walking pedestrians, objects show
constant movements (velocity) for a certain period, assuming
that the object reappears after the occlusion. Therefore, the
Kalman filter predicts the area for object re-detection, thus
overcoming the problem of the basic KCF tracker, which gets
stuck at the position of the first appearance of the occlu-
sion. In addition, in some cases, even though the prediction
algorithm is used, it may still be impossible to find the object,
since the object can maneuver during the occlusion and,
after the occlusion, it can be outside the predicted search
area. Therefore, a multiple search windows are employed in
combination with the Kalman filter. The search is needed
only in a certain number of windows around the central
one, because the Kalman filter predicts the dynamics of the
object’s movement, thus reducing the processing time that
would be required for the search on the entire image.Multiple
search windows block is also followed with the size estima-
tion block to estimate the best possible object size. Although
this introduces an additional latency in the algorithm, switch-
ing between the basic KCF and the multiple search window
block which is applied only when the occlusion is detected,
the algorithm still has the real-time execution on average. The
detected position and the estimated size of the object, from the
basic KCF or multiple search windows branch, are used in the
update step of the Kalman filter. The output of the Kalman
filter update block is an estimate of the position and the size
of the tracked object in the current frame. This guarantees that
the tracker will not be stopped at the point of occurrence of
the occlusion. Thus, the dynamics of the moving object will
be tracked, and the control signals will position the pan-tilt
positioner so that the object remains in the camera field of
view after occlusion.

During the object re-detection process, the target appear-
ance model is not updated. As it is shown in Fig. 2, the
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confidence value of the final estimation is used in deciding
whether to update the target appearance model. A confidence
value higher than the defined threshold denotes that the detec-
tion of the object on the current frame is reliable, the object
is not under occlusion, and the target appearance model can
be updated with correct features. In the following sections,
object motion model, modules for size estimation, failure
detection, and object re-detection will be described in more
details.

1) STATE ESTIMATION
In addition to tracking the object position, for successful
tracking of the object, the estimation of the object size is also
important. In order to approximate the inter-frame displace-
ments in the position of the object, as well as in the size of the
object, a linear constant velocity (CV) model is adopted [41].
The state of the object is modelled, as in [42]:

X =



xc
yc
s
r
ẋc
ẏc
ṡ


(9)

where xc and yc represent the pixel location of the object
center in the image plane, in horizontal and vertical direction,
respectively. The object’s bounding box area is represented
with s, while r is the aspect ratio (ratio of the width and height
of the bounding box: w/h). Moreover, the last three compo-
nents of the state vector in (9) represent the first derivatives,
or velocities, of the first three components of the state vector,
where a state vector component and its velocity are linked by
the CV model. The model defined in this way provides the
possibility of both the position estimation and the object size
estimation in regular conditions, as well as during movement
under occlusions.

2) OBJECT SIZE ESTIMATION
In video tracking, estimating the size change of an object has
a significant influence on the tracking performance. A change
in the relative size of the object in the image plane is caused
by the movement of the object in the scene, being closer
or further away from the camera. The KCF is not able to
deal with the size changes. In the KCF tracker, the size of
the tracked object is constant, and the size of the bounding
box is the same as it was on the first frame of the video
sequence. With the fixed size of the object bounding box, the
extracted features will be incomplete if the size of the object
increases. On the other hand, if the object size decreases,
variable background features will be introduced in the object
appearance model.

In order to handle the size variations, on the current frame
of the video sequence, the Kalman filter object size prediction
is firstly used. The state vector defined in (9) provides the
possibility of object size estimation, as well as the estimation

FIGURE 3. Object size estimation scheme.

during the movement of the tracked object under occlusion,
which is especially important for object re-detection with the
correct size after occlusion. As the kernel correlation function
needs the data with the same dimensions, a scaling set S =

{−10 %, −5 %, +5 %, +10 %} is defined. Beside extracted
patch based on the Kalman filter object size prediction, four
more patches are extracted. These patches are centered at
the position predicted by the Kalman filter, and with the
sizes being relative to the size predicted by the Kalman filter
according to the scale percentages in the set, S. Patches are
resized to the initial object size (size defined on the first
frame), after which the features are extracted. The size of
the patch with the highest confidence is used as the current
estimation of the object size, and is also applied in theKalman
filter update step. The procedure is shown in Fig. 3.

3) FAILURE DETECTION
The KCF tracker is unable to detect the tracking failure and
the situations of the object loss. When the object is lost,
the algorithm will still track the background as the object
of interest. Even the confidence is incredibly low, the target
model will be updated, which results in tracking failure.
Estimation of the target position on the current frame of
the video sequence is based on the maximum value of the
kernel correlation response map between the target and the
reference, defined in (8). Obtained response map can be used
for detection of the tracking failure.

In this paper, as a parameter for tracking failure detection
is used PSR (Peak to Side-lobe Ratio). The PSR is calculated
as follows:

PSR =
fmax − µ

σ
(10)

where fmax represents the peak value of the correlation
response map, µ is the mean value of the sidelobe and σ is
the standard deviation of the sidelobe. Sidelobe is defined as
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response map outside the 10 × 10 pixels region around the
peak value.

The PSR value plays an important role in switching
between the basic KCF tracker and the multiple search win-
dows prediction branch when the occlusions occur, as it
shown in Fig. 2. When the object is under occlusion, the
PSR value will drop rapidly. A PSR value below a defined
threshold indicates that the object is under the occlusion and
multiple search windows should be activated. With the PSR
value above the threshold, tracking can be performed with the
basic KCF algorithm.

4) MULTIPLE SEARCH WINDOWS
Upon detecting a tracking failure, object searching in an
extended area is activated using multiple search windows.
An illustrative example is shown in Fig. 4. Relying on the
Kalman filter prediction and a single search window, the
object can easily be lost under full occlusion. If the object
maneuvers behind the occlusion, with only one search win-
dow used, an accurate re-detection of a disappeared object
after the occlusion is practically impossible. By searching
in an extended zone around a fixed position where the
object disappeared, and in a case of long-term occlusion, the
re-detection can also be unreliable. With the Kalman filter
prediction of the object’s movement, and deploying multiple
search windows around the predicted object position, this
problem can be solved efficiently. The Kalman filter will
estimate the dynamics of the object’s movement, while the
multiple search windows will enable to capture the object’s
maneuver during occlusion, as well as the object re-detection
after the occlusion.

As shown in Fig. 4, the central search window is the one
predicted by the Kalman filter. The other 8 search windows
are of the same size as the central window and are positioned
around the central window. To solve the problem arisingwhen
the object is in neighboring windows at the same time, and
to improve detection, the windows overlapping is introduced.
The overlap between neighboring windows is adopted to be
1/3 of the window area.

The response map and the peak value are generated from
each search window. Also, the size estimation is applied for
each search window. The detection of the object position on
the current frame is based on the maximum peak value of all
windows peak values. That position and estimated object size
are further used in the Kalman filter update step.

C. STATISTICAL ANALYSIS OF THE PROPOSED
ALGORITHM RESULTS IN SWIR OBJECT TRACKING
In order to statistically analyze the performance of the pro-
posed method, created dataset of 4400 labeled SWIR frames
is used. Algorithm behavior in various tracking scenarios is
examined, with a walking pedestrian as object of interest. The
ground-truth data are represented by the manually labeled
position of the moving object center and the size of the
object (height and width). Error in the object position and
the object size error are analyzed in the sequel. For each

frame, the position error is calculated as a difference between
the ground-truth position and that estimated one by the pro-
posed tracking method. The size error is divided into two
categories: the height error and the width error, also measured
as a difference between the actual height (width) and that
estimated by the proposed tracking method. To analyze the
error of the proposed algorithm on the entire dataset, both
in regular conditions where tracking is successful and in the
challenging ones, the algorithm was reinitialized every time
after the occurrence of errors leading to the object loss and
termination of tracking.

Fig. 5(a) shows the proposed method position errors for
the vertical (y coordinate) and the horizontal (x coordinate)
direction, together. In Fig. 5(b) are presented object size esti-
mation errors, both the object width errors (horizontal axis)
and the object height errors (vertical axis). It can be seen that
themost of the size error population, both in width and height,
is located within a single cluster. Also, most of the position
error population belongs to the single cluster. However, from
Fig. 5(a), it can be seen the presence of errors in the position,
deviating significantly from the majority of the population in
the cluster. This represents bad data or outliers.

In Fig. 6(a) is shown position error histogram. The position
error is calculated as the Euclidean distance between the
ground-truth object position and object position estimated by
the proposed tracking method. To emphasize errors that lead
to object loss and tracking termination, the so-called outliers,
the histogram is shown in the log scale. Thus, the outliers can
be seen distinctly in the histogram as tails with remarkably
high error values.

The number of these errors is not too high, but their
values are extremely large compared to the rest of the pop-
ulation, which leads to the complete loss of the object and
the termination of tracking. In accordance with Fig. 6(a),
in the histogram distribution representation, the majority of
the population indicating badmeasurements that deviate from
the ground-truth position, increasing the tracking variance,
but not leading to the termination of tracking. The nature of
these errors comes from the changes in the appearance of
the object during tracking, changes in the dynamics of move-
ment, as well as changes in both the direction of movement
and the orientation of object. For the same reasons, an error
occurs in the estimation of the object size (width and height),
but the distribution of this error is not contaminated with
outliers, which can be seen from the histograms in Fig. 6(b)
and Fig. 6(c).

Analyzing the dataset and the situations in which position
error outliers appear, it can be concluded that outliers are the
result of partial or complete short-term and long-term occlu-
sions. The basic KCF tracker, in situations where occlusions
occur, will get stuck at the positions of occlusions, and will
not be able to track the object further. Adding a predictor,
such as the standard Kalman filter, will allow object track-
ing to continue even after occlusion, but only if the object
does not maneuver or change movement dynamics during the
occlusion. With the multiple search windows in combination

63840 VOLUME 11, 2023



M. Pavlović et al.: Object Tracking in SWIR Imaging Based on Both Correlation and Robust Kalman Filters

FIGURE 4. a) Object tracking in the regular conditions using a single search window (- - - tracked object, - - - search window) b)
Multiple search windows are activated after the failure is detected (- - - estimation of tracked object, - - - central search window
predicted by the Kalman filter, - - - surrounding 8 overlapped multiple search windows).

FIGURE 5. Proposed method errors: a) position errors (in horizontal – x, and vertical – y direction), b) object size errors (width and height errors).

FIGURE 6. Histogram of the proposed method error: a) position error (Euclidean distance) in log scale, b) object width error, c) object height error.

with the standard Kalman filter predictor, it is possible to
overcome occlusions and capture potential object maneuvers.
However, the multiple search windows provide a larger area

where the object can be found, but also occasionally lead
to the appearance of large position errors (outliers). In the
event of a large error in position, in real-life applications the
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system that is on the pan-tilt positioner will bring the center of
its field of view to the wrong position and thus permanently
lose the object, as well as the area in which the object could
potentially be found.

Then, the main question is how to distinguish between
errors caused by changes in the object’s appearance and the
object dynamics, due to maneuvers, and those caused by the
incorrect measurements, due to outliers, and make a balance
between efficiency and robustness of the designed predictor.

As discussed in Section II, the standard Kalman filter
is the most commonly used predictor. However, the stan-
dard Kalman filter is an optimal solution only under certain
assumptions. One of these assumptions is that the mea-
surement noise follows the Gaussian distribution. However,
in real-life tracking scenarios, due to the presence of out-
liers, measurement noise may be confined to a non-Gaussian
distribution. Therefore, one of the basic assumptions of the
standard Kalman filter is not satisfied. Taking into account
that the real measurements are contaminated by outliers, and
that the standard Kalman filter is sensitive to data whose dis-
tribution is not Gaussian, a robust Kalman filter was designed
and applied in the proposed tracking method.

IV. ROBUST TRACKING SYSTEM DESIGN
One of the most significant contributions to estimation theory
is the Kalman filter. Recursive predictor-corrector structure
of the Kalman filter, and its simplicity, makes it very attrac-
tive for various real-time tracking applications. Standard
Kalman filter obtains the optimal performance when an ade-
quate description of system state dynamics is provided, and
the distribution of noise in observed data is the Gaussian
one [43]. Since the probability density function (PDF) of the
measurement noise frequently deviates from the Gaussian
one in real applications, the standard Kalman filter is not a
robust solution for object tracking in these conditions [44].
Particularly, a real observation noise PDF in many various
applications can be represented as a heavy-tailed Gaussian
PDF, being a zero-mean Gaussian PDF in the middle, but
with heavier tails than the Gaussian one corresponding, for
example, to the Laplace PDF [22]. This, in turn, generates a
small percentage of outliers contaminating the mainly Gaus-
sian observations. Such PDF is called contaminated Gaussian
one, where the contaminating PDF is a zero-mean symmetric
with greater variance than the basic Gaussian one. Observing
statistical analysis of numerous measurements, the contam-
ination degree is as a rule from 0.05 to 0.1, corresponding
from 5 to 10 % of outliers [21]. Even a single outlier in
measurement data can have a huge impact on the standard
Kalman filter performance. Therefore, there is an additional
practical interest in designing a robust filtering technique.
Using statistical robust estimation theory, the effect of outliers
in the mainly Gaussian observations can be minimized. Thus,
the robust Kalman filter has to give approximately the same
results as the standard method, if data do not contain outliers.
On the other hand, in situations with a small or moderate
percentage of outliers, the robust method has to reach sig-

nificantly better performance. The first property is known as
the efficiency robustness, while the second one is called the
resistant robustness [22]. In this sense, a robust version of
the Kalman filter has to satisfy both the efficiency and the
resistant robustness, making the practical robustness goals.

A. ROBUST KALMAN FILTER
The system of discrete control processes is introduced and
given by the state-space model:

xk+1 = Fkxk + Gkwk (11)

yk = Hkxk + vk (12)

Here, xk is the random n-dimensional state vector, yk is the
observation or measurement m-dimensional vector, wk is the
state noise l-dimensional vector, and vk is the additive mea-
surement noisem-dimensional vector, at the discrete time step
indexed by k . Moreover, Fk represents the n×n dimensional
state-transition matrix, Gk is the state-noise or disturbance
n×l dimensional matrix, and Hk is the m×n dimensional
measurement or observation matrix.

Furthermore, the noise sequences,wk and vk are zero-mean
and assumed to be uncorrelated by itself and mutually,
yielding:

E

{[
wk
vk

] [
wj
vj

]T}
= diag

{
Qkδkj,Rkδkj

}
(13)

where E {·} is the mathematical expectation, diag {·} repre-
sents the block-diagonal matrix, and δkj denotes the Kro-
necker’s delta symbol (δkj = 0 if k ̸= j, and δkk = 1). Also,
Qk and Rk present the given positive semidefinite covariance
matrices of the state noise, wk , and the observation noise, vk ,
respectively.

If the x̂k|k−1 is the linear one step optimal prediction
of the present state, xk , in the minimal mean-square sense
(MMSE), while Pk|k−1 denotes the corresponding prediction
error covariancematrix, then the standard Kalman filter equa-
tions are the following [43], [45]:

1. Prediction step (time update)

x̂k|k−1 = Fk−1x̂k−1|k−1 (14)

Pk|k−1 = Fk−1Pk−1|k−1FTk−1 + Gk−1Qk−1GTk−1 (15)

2. Estimation step (measurement update)

εk = yk − x̂k|k−1 (16)

Kk = Pk|k−1HT
k [HkPk|k−1HT

k + Rk ]
−1

(17)

x̂k|k = x̂k|k−1 + Kkεk (18)

Pk|k = [I−KkHk ]Pk|k−1 (19)

In (16) – (18), εk is the measurement residual or innovation,
K is the Kalman gain, Pk|k is the present estimation error
covariance matrix, and I is the identity matrix.
It is assumed that the initial state, x0, is the random vector

uncorrelated with the future noiseswk and vk , with zero-mean
and the corresponding covariance matrix P0. Thus, filter can
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be initialized with x̂0|0 = E {x0} = m0 = 0, and P0|0 =

P0. Also, measurement residual εk represents the zero-mean
uncorrelated random sequence with the covariance matrix Sk :

E
{
εkε

T
j

}
= Skδkj; Sk = HkPk|k−1HT

k + Rk (20)

Robustification of the Kalman filter can be performed by
modifying the estimation step, using the Huber’s M-robust
approach [22].

The Huber’s M-robust approach is defined as the mini-
mization of the empirical average loss, by using the regres-
sion parametric model. To apply this approach to dynamic
system state estimation, using the system state space rep-
resentation (11) and (12), one has to replace the Huber’s
M-robust performance measure, being the empirical average
loss, with the time varying functional:

J
(
x̂k|k−1

)
= E

{
ρ

(
ε
(
x̂k|k−1

)
dk

)∣∣∣∣∣ x̂k|k−1, k

}
(21)

where E { ·| ·} is the conditional expectation given the one
step MMSE optimal prediction, x̂k|k−1, of the current system
state vector, xk , and the system output observations up to the
present discrete time, k . Here, the M-robust score, or loss,
function, ρ, has to be chosen so to cut off the outliers. Starting
from the heavy-tailed Gaussian observation noise distribu-
tion, Huber has proposed the ρ-function to be a quadratic in
the middle, and to increase more slowly than the quadratic
one for the larger absolute values of the argument, such as
the linear function, yielding:

ρ (x) =

{
x2
2 ; |x| ≤ 1

1 |x| −
12

2 ; |x| > 1
(22)

here, 1 is the tuning parameter that has to provide for
the desired efficiency at the basic Gaussian noise model.
It should be noted that the proposed ρ-function is the opti-
mal ML function, being the negative natural logarithm of
the heavy-tailed Gaussian PDF with the tails belonging
to the Laplace PDF [22]. Additionally, such PDF is the
worst case PDF, in the sense of minimal Fisher information,
within a class of the contaminated Gaussian PDF’s, where a
zero-mean symmetric PDF with huge variance is the contam-
inating PDF. Moreover, the quantity, dk , is a scaling factor,
providing a scale-invariant state estimation, and analogously
to (16), the random variable, εk , is the measurement residual
or innovation.

So modified the Huber’s M-robust performance index in
(21) can be used as the generator for a class of stochastic
gradient algorithms:

x̂k|k = x̂k|k−1 − Γkg
(
x̂k|k−1

)
(23)

g
(
x̂k|k−1

)
= −d−1

k ψ

(
ε
(
x̂k|k−1

)
dk

)
HT
k (24)

where g (·) is the stochastic gradient of the adopted scalar
deterministic M-robust criterion, J , and Γ is the weighting
matrix, that influence the speed of convergence [44]. The

FIGURE 7. Huber’s robust influence function.

stochastic gradient, g, represents a feasible approximation of
the column gradient vector:

∇J
(
x̂k|k−1

)
=
∂J
(
x̂k|k−1

)
∂ x̂k|k−1

(25)

with ∂(·)/∂(·) being the partial derivative operator, obtained
by replacing the unknown conditional expectation, E { ·| ·},
by the current sample. Moreover, the ψ-function, named the
influence function, represents the first derivative of the score
function, ρ. In general, it has to be bounded and continuous
to suppress the influence of both a single outlier and a group
of outliers [22]. Particularly, the Huber’s M-robust influence
function, ψ , is given by (26), and depicted in Fig. 7.

ψ (x) = ρ′ (x) =

{
x ; |x| ≤ 1

1sgn(x) ; |x| > 1
(26)

Starting from the requirements for fast tracking performance,
the weighting matrix, Γ , can be calculated at each step, k ,
by minimizing an additional criterion of approximate mini-
mum variance type:

min
Γk

TracePk|k (27)

Pk|k = E
{
(xk − x̂k|k )(xk − x̂k|k )

T
}

(28)

The posed optimization problem is nonlinear, due to a non-
linear form of the robust estimate, x̂k|k , and an approximate
optimal solution can be obtained by convenient simplifica-
tions [44]:

Γk = Pk|k−1 (29)

Pk|k−1 = E
{(
xk − x̂k|k−1

) (
xk − x̂k|k−1

)T} (30)

The proposed approach assumes that the components of
the observation vector in (12) can be processed sequentially,
one-by-one, as uncorrelated scalar observations. If this is not
a case, such goal can be achieved by making the observa-
tion noise covariance matrix, R, in (13) diagonal, using the
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Cholesky decomposition [43]. Taking into account that the
prediction and the estimation steps in the standard Kalman
filter are mutually independent, the roust Kalman filter pre-
diction step remains unchanged, as is defined by (14) – (15),
while the estimation step defined by the (16) – (20), has to
be redesigned by using the two-step optimization procedure
defined by (21) – (30).

This can be achieved by utilizing the influence function
(26) on the scaled measurement residual. The scale factor,
dk , can be generated by using the calculation of covariance
residual matrix, Sk , as:

dk = S1/2k = [HkPk|k−1HT
k + Rk ]

1/2
(31)

At the end, the robust normalizing penalty factor is
introduced:

ωk =

{
ψ(εk/dk )
εk/dk

; εk ̸= 0 and dk ̸= 0
1 ; εk = 0 and/or dk = 0

(32)

presenting the slope of the influence function (26).
As the result of the second step of the optimization proce-

dure (27) – (30), the gain equation of the robustified Kalman
filter, can be expressed as:

KR = ωkPk|k−1HT
k d

−2
k (33)

while, a new robust state estimate and the corresponding
estimation error covariance matrix are then given by:

x̂k|k = x̂k|k−1 + KRεk (34)

Pk|k = [I−KRHk ]Pk|k−1 (35)

As the percentage of outliers in measurement data is rather
small (as a rule, 5 to 10 %), the most observations correspond
to the nominal Gaussian distribution and will belong to the
linear part of the influence function, ψ , robust normalizing
penalty factor ωk is equal to 1. Thus, the robust Kalman
gain KR is equal to the optimal Kalman gain. On the other
hand, when the measurement data contain the outliers, which
correspond to the saturation part of the influence function, ωk
tends to zero, yielding a small value of KR. Small value of KR
produces small changes in the state vector and thus reduces
the influence of outliers.

Finally, the parameter1, defines quantitatively theHuber’s
ψ-influence function and depends on the degree of contam-
ination by outliers. Unfortunately, the contamination degree,
is not exactly known in practice, and it also cannot be esti-
mated accurately by the measurement residual sequence [22].
In many industrial applications, the choice1 = 1.5 produces
satisfactory results, and this is known as the 1.5-Huber’s
M-robust estimator. However, such fixed1-value is not suit-
able for the SWIR object tracking problem concerned, since
observations during target maneuver may be declared to be
outliers thus deteriorating the tracking performance. There-
fore, to adequately illustrate a situation on the scene, the value
of the parameter 1 has to be determined adaptively. Such
tuning of the 1-parameter results in an adaptive M-robust
Kalman filtering technique as it is presented in the sequel.

B. PARAMETERS TUNING
When designing the Kalman filter, the first step is to set up the
state-transition matrix and the observation matrix. Defined
object state model (9) is used in the Kalman filter, so the
state-transition matrix, F , and the observation matrix, H , are
defined as:

F =



1 0 0 0 T 0 0
0 1 0 0 0 T 0
0 0 1 0 0 0 T
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


H =


1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0

 (36)

The adopted state noise covariance matrix Q, and the obser-
vation noise covariance matrix R, are:

Q =



1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0.1 0 0
0 0 0 0 0 0.1 0
0 0 0 0 0 0 0.01


R =


1 0 0 0
0 1 0 0
0 0 10 0
0 0 0 10

 (37)

The matrix G is the identity 7 × 7 dimensional matrix. The
time sampling, T, is adopted to be 1 frame (1/25 s), since
tracking is applied frame by frame. In defining matrices F
andH , the CVmodel with only position measurement is used
to link a position state vector component with its velocity.

In analysis of the position errors and the size errors of
the tracked object in Section III-C, it was shown that the
outliers occur only in the position measurements. As size of
the object (height and width of the bounding box) can change
by 5 % or 10 % between successive frames, large intensity
errors (outliers) cannot occur in the measurements of the
object size. This information is also used when designing the
robust Kalman filter. Therefore, the robust estimation step of
the Kalman filter is applied only to the first two state vector
components in (9), representing the position of the object in
the horizontal and vertical directions.

Before proceedingwith design of the robust estimation step
of the position states, it is important to note that a strong
robustness to outliers can decrease the estimator’s efficiency
under regular conditions. Therefore, a balance between these
two requirements needs to be achieved. So, the position errors
caused by the maneuvering of the tracked object are not
outliers, and must not be cut off. On the other hand, the
errors caused by short-term or long-term occlusions, when
themultiple searchwindows are activated, present the outliers
and need to be removed. To tolerate position errors caused
by the object maneuvering, while removing outliers, the
robust Kalman filter is optimized using adaptive saturation
threshold, 1, in Huber’s influence function. Value of the
parameter, 1, should be as high as possible in the situations
without outliers in measurement data (error distribution is
Gaussian). However, whenmeasurement data contain outliers
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(error distribution is heavy-tailed), value of the parameter,1,
should be the lowest possible. Therefore, the parameter, 1,
should reflect the presence of outliers in the measurement
data.

The value of the parameter 1 is determined depending
on data contamination level, and Huber suggested the values
of parameter 1 for different efficiency percentages of the
estimator [22]. However, contamination degree of data with
outliers is unknown in advance since it depends on the situa-
tion on the scene. The contamination level can be estimated,
and Huber defined the correlation between that level and the
value of the parameter 1. In recent literature [46], weight
factors calculated using the Huber’s influence function are
employed for estimation of the contamination level. Param-
eter 1 optimized with estimated contamination level in that
way, was used in the robust Kalman filter with the Huber’s
influence function for object tracking in thermal image based
on speeded up robust features descriptor. However, the quality
of the contamination level estimation depends on the number
of samples used for estimation [46]. A larger number of
samples provides for more accurate estimate, but introduces
additional delay into the algorithm.

To avoid additional delay in the algorithm while optimiz-
ing the 1 parameter to illustrate the situation on the scene,
we propose an alternative new approach using the response
map peak value (PV) information from the basic KCF tracker
for1 optimization. A higher responsemap PV of the detected
object indicatesmore reliable detection. In that case, the value
of the parameter 1 should be higher, which allows for a
greater deviation from the position predicted by the Kalman
filter and enables tracking of the object’s maneuver.When the
response map PV of the detected object is low, the value of
the parameter1 should also be smaller, because this indicates
the unreliability of the detection, and that the detection may
not actually represent the response of the tracked object.
When such an unreliable detection is at a position that is
significantly far from the predicted one, it represents an out-
lier, which can lead to tracking termination. Therefore, based
on the experimental analysis, we propose the parameter 1
dependence on the response map PV to the following relation
(38), as is graphically shown in Fig. 8.

1 =



0.1

0.1 + 14 · (PV − 0.25)

1.5

1.5 + 10 · (PV − 0.7)

2.5

PV < 0.25

0.25 ≤ PV < 0.35

0.35 ≤ PV < 0.7

0.7 ≤ PV < 0.8

PV ≥ 0.8

(38)

V. EXPERIMENTAL WORK AND RESULTS
In order to examine the performance of the proposed tracking
algorithm, we selected two sequences from the created SWIR
video database. The first evaluation sequence is a sequence
with static occlusions, one long-term full occlusion and four
short-term full occlusions. The scenario in the second eval-

FIGURE 8. 1-dependence on the response map peak value (PV).

uation sequence includes full occlusions caused by static
objects, and partial occlusions caused by moving objects.
In this sense, we compared the results of the basic KCF
algorithm and the proposed method with a standard, robust,
and robust adaptive Kalman filter. For a fair comparison, all
parameters of the KCF algorithm used as part of the proposed
tracking method are the same as those in the basic KCF [19].
The PSR threshold for failure detection was experimentally
set to the value 7. The confidence threshold used in deciding
whether to update the target appearance model was set to the
value 0.5. The value of parameter1 in the nonlinear influence
function for the robust Kalman filter is fixed at the value
1.5, whereas for the robust adaptive Kalman filter, it changes
according to (38). Since the analysis in Section III-C showed
that outliers occur only in position measurements, the graph-
ics in Fig. 9 and Fig. 10 show the position state of the
algorithm’s output and the ground-truth object center, with-
out the size of the tracked object. This metric is valuable
for tracking applications in systems in which the camera is
mounted on a pan-tilt positioner. Regardless of the correct
size estimation, if the object position output is close to the
ground-truth position, the system on the pan-tilt can still track
the object of interest.

In Fig. 9 and 10, the shaded parts represent occlusions
that completely obscured the tracked object. The width of
the shaded part represents the duration of occlusion. In the
scenario with static occlusions in Fig. 9, it can be seen that
the basic KCF tracker remains stuck at the position of the
first occlusion and further tracking of the object stops. The
proposed method using the standard Kalman filter, although
with a large error when the first occlusion occurs, continues to
track the object. However, when the second occlusion occurs,
such a detection appears in the extended search area (multiple
search windows) that causes a huge position error and shifts
the search, so the object of interest is no longer in the search
area, resulting in the loss of the object. By using the robust
Kalman filter, the tracking remained uninterrupted, and the
tracking error was significantly lower. When comparing two
robust Kalman filters, with fixed and adaptive parameter 1,
it can be seen from Fig. 9 that the robust adaptive one has a
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FIGURE 9. Comparison of the ground truth position and results of the basic KCF algorithm, proposed method with standard Kalman filter, robust
Kalman filter (1 = 1.5) and robust adaptive Kalman filter for the first evaluation sequence in: a) horizontal direction (x), b) vertical direction (y).

FIGURE 10. Comparison of the ground truth position and results of the basic KCF algorithm, proposed method with standard Kalman filter,
robust Kalman filter (1 = 1.5) and robust adaptive Kalman filter for the second evaluation sequence in: a) horizontal direction (x), b) vertical
direction (y).

smaller error and overcomes occlusionsmore smoothly. In the
scenario shown in Fig. 10 with static and moving occlusions,
the basic KCF tracker also remains stuck at the position of
the first occlusion. The proposed tracking algorithmmanages
to overcome all occlusions. Although there is no object loss
in this scenario, the standard Kalman filter leads to huge
tracking errors when occlusions occur, which is especially
visible in the vertical direction. These errors in pan-tilt sys-
tems can lead to a sudden movement of the system and FOV
of the camera, which may result in the object being out of
the camera’s FOV. When the object appears after occlusion,
the detection confidence increases, which also increases the
saturation threshold1 of the influence function in the robust
adaptive Kalman filter. This enables faster adaptation of the
proposed robust tracking algorithm and re-detection of the
object. The result is that the estimator converges faster and

occlusions are overcome more smoothly. In both scenarios,
until the occurrence of the first occlusion, the performances
of all algorithms are almost identical because the proposed
algorithm is designed to rely on the basic KCF in regular
situations.

From a robustness perspective, the M-robustified Kalman
filter with an adaptive saturation threshold 1, related to
Huber’s robust influence function, was shown to suppress
the observation outliers in various scenarios with a break-
down point of 25 %. The breakdown point is defined as
the largest fraction of contamination for which the robust
estimator yields an acceptable maximum estimation bias.
In the proposed tracking method, outliers may occur when
the extended search area is activated. In the case when the
occlusion lasts too long or there are many consecutive occlu-
sions, so the extended search area is active for a long period,
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FIGURE 11. Precision plots for the basic KCF algorithm, proposed method with standard Kalman filter, robust Kalman filter (1 = 1.5) and robust
adaptive Kalman filter for the a) first evaluation sequence b) second evaluation sequence.

FIGURE 12. Precision plots comparison of the proposed method and: a) discriminative correlation filter-based trackers b) Siamese
network-based trackers.

the percentage of outliers in the measurement sequence can
increase and reach a breakdown point. This may result in the
divergence of the Kalman filter and object loss.

Fig. 11 shows precision plots comparison of these algo-
rithms, and confirm the performance of the algorithms in the
scenarios shown in Fig. 9 and 10. The tracking precisionmea-
sure is expressed as the percentage of video sequence frames
in which the estimated locations of the tracked object are
within a specified threshold from the ground-truth positions
(measured as the Euclidean distance in pixels).

Performance comparison of the proposed algorithm in sce-
narios with occlusions is performed with two classes of state-
of-the-art trackers: discriminative correlation filters and deep
Siamese networks, which have been recognized as the dom-
inant video tracking paradigms [18]. We selected traditional
discriminative correlation filters: Staple [47], KCF [19], and

STRCF [48], as well as deep learning based discriminative
correlation filters trained for visual object tracking: HCF [49],
ECO [50], ECO-HC [50], and STRCF-deep [48], and trained
for thermal object tracking: MCFTS [51], ECO-stir [52],
and MMNet [53]. From the class of deep Siamese networks,
trackers trained for visual object tracking were selected:
SiamFC [54], DSiam [55], SiamRPN [56], SiamMASK [57],
SiamCAR [58], and SiamBAN [59], as well as those trained
for thermal infrared tracking: HSSNet [60] and MLSS-
Net [61]. Selected trackers were tested on all SWIR video
sequences from database. The results are presented in Fig. 12,
using the precision plots and Area Under Curve (AUC)metric
for each tracker.

As shown in Fig. 12, the proposed method demonstrates
significantly better performance in tracking the object of
interest in the presence of occlusions compared to other
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FIGURE 13. Bounding boxes obtained by different tracking algorithms in selected SWIR video sequences with challenging tracking scenarios: a)
short-term full static and short-term partial moving occlusions, b) clutter, short-term occlusion and camera shaking, c) long-term complete moving
occlusion, d) one long-term and multiple short-term static full occlusions.

discriminative trackers, as well as trackers based on deep
Siamese networks. In the majority of cases, especially in the
case of long-term full occlusion, analyzed trackers remain
stuck at the position where the occlusion occurs. In addition,
none of the deep learning-based algorithms were trained
on SWIR images. By applying occlusion detection, then an
extended search area, and the robust adaptive Kalman filter,
it is possible to successfully overcome occlusions, re-detect

the object and eliminate outliers, which results in the success-
ful tracking of the object of interest in SWIR imaging.

To clearly demonstrate the performance of the proposed
algorithm in comparison to the selected 18 trackers, in Fig. 13
are shown bounding boxes generated by trackers on various
SWIR sequences. The first sequence in Fig. 13(a) shows a
scenario with short-term full static occlusions and short-term
partial moving occlusions. The sequence in Fig. 13(b) shows
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TABLE 2. Performance comparison of the proposed tracking algorithm
with representative discriminative correlation filter based trackers and
Siamese based trackers in terms of speed.

the scenario of tracking an object of interest near another
similar object (clutter problem), with short-term occlusion
and camera shaking caused by different disturbances, which
is a very common case in a real-life scenario. In Fig. 13(c)
is given a scenario with moving occlusions, with a partic-
ularly pronounced problem of long-term complete moving
occlusion. Fig. 13(d) shows a scenario with one long-term
and multiple short-term static full occlusions. In all shown
sequences, it can be seen that the bounding box estimated
by the proposed method with robust adaptive Kalman filter
continues to track objects after different types of occlusions.

All trackers were tested on a PC with an i7 2.6 GHz CPU,
32GB RAM, and NVIDIA GeForce RTX 2070 GPU. The
results of the performance comparison in terms of speed
(average frame rate) are listed in Table 2. The proposed
tracking method is implemented in the MATLAB software
package and achieves a speed of 58 FPS, which allows real-
time processing.

VI. CONCLUSION
This paper presents a feasible new algorithm for object track-
ing in the SWIR spectral domain, which integrates the KCF
algorithm and a robust adaptive version of the Kalman filter.
Although the KCF algorithm is generally suitable for object
tracking in real-time, when the size, orientation, and appear-
ance of the object change, its performance drops. Especially
in the case of occlusions, the KCF tracker remains stuck at
the position of the occlusion occurrence. Therefore, the paper
first proposes improvements of the KCF algorithm in object
size estimation, adaptive update of the target appearance
model, and occlusion detection. For prediction purposes and

object re-detection, the Kalman filter and extended search
area were used, so that tracking can be continued even in the
case of full occlusion. Kalman filter can be used only when
a correct a priory description of the system state dynamics is
provided, and the measurement noise follows the Gaussian
distribution. Therefore, a detailed statistical analysis of the
proposed SWIR object tracking method was provided. The
analysis showed that the real data is contaminated by a small
percentage of large intensity measurement errors. Although
using an extended search area helps in better re-detection
of the object after occlusion, it may introduce large inten-
sity position errors in measurement data that can lead to
object loss. These errors can be treated as outliers. Therefore,
trackingmethod is robustified by applying the nonlinear mea-
surement residuals processing using the nonlinear Huber’s
influence function in the Kalman filter estimation step. Addi-
tionally, the proposed robust Kalman filter adapts to the scene
conditions by tuning the saturation parameter of the influ-
ence function based on the detection confidence of the basic
KCF tracker. The proposed novel tracking method is effi-
cient in object tracking under regular conditions, resistant
to outliers in the measurement data when tracking failure is
detected, and successful in overcoming occlusions and object
re-detection.

The proposed algorithm effectively continued to track the
object where the basic KCF got stuck. Also, algorithm with
robust adaptive Kalman filter has a significantly lower track-
ing error than the one using the standard Kalman filter or the
robust Kalman filter with a fixed influence function saturation
parameter. It is also demonstrated that the algorithm achieves
a better performance in tracking of maneuvering object in
scenarios with occlusions in comparison to various state-of-
the-art tracking algorithms, evaluated on the created dataset
of SWIR video sequences. Moreover, the proposed tracking
algorithm has the advantages of a simple structure and low
computational requirements, and thus achieves real-time per-
formance.
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