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ABSTRACT To improve the accuracy of feature extraction and description of various scales in traditional
Oriented FAST and Rotated BRIEF (ORB) feature matching algorithm, this paper proposes an ORB
feature matching algorithm based on multi-scale feature description fusion and feature point mapping error
correction. Firstly, when establishing the feature scale pyramid, the method of using the same patch-size for
description on each feature layer is adopted instead of using different patch-sizes on a unified feature layer in
the original algorithm, which enhances the robustness of the descriptor and improves the matching accuracy.
Secondly, FAST-SCORE maps are established on different scales, and the coordinates of high-level feature
points mapped to the bottom layer are corrected to further improve the positioning accuracy of feature points.
The algorithm is verified in remote sensing images, autonomous driving, and industrial automation fields.
Experimental results show that when resisting theoretical interference, the average matching accuracy of the
proposed algorithm is 67.9%, which is about 2.0 times that of the ORB algorithm, and the average stability
is 14.0, which is about 1.5 times that of the ORB algorithm. After correcting the feature point mapping, the
matching accuracy can be further improved by 19.2%, indicating that the improved algorithm has excellent
robustness when resisting interference. In the experiments on the KITTI and custom datasets, the matching
accuracy of the proposed algorithm reached 88.70% and 96.88%, respectively, which is an improvement
of 10.15% and 1.2% compared to the ORB algorithm. At the same time, the matching time was reduced by
17.34% and 24.30%, ensuring the accuracy and real-time performance of the algorithm in practical scenarios.

INDEX TERMS Feature matching, machine vision, image processing, ORB.

I. INTRODUCTION

Feature matching algorithm is one of the important research
technologies in the field of computer vision. Compared with
traditional template matching algorithms, feature matching
algorithms can take into account the local sub-features of
objects, thereby improving matching accuracy and speed.
Therefore, it has been widely used in many fields such as
3D reconstruction, remote sensing image stitching, and robot
SLAM [1], [2], [3], [4], [5]. However, there are still some
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problems in the feature extraction part of the algorithm.
In practical environments, it is easy to introduce a lot of
interference information, which affects the subsequent fea-
ture matching and tracking work. Therefore, how to improve
the matching accuracy and robustness of the algorithm in
practical application scenarios has always been the goal of
many researchers.

Currently, the main idea of feature matching algorithms is
to extract feature points from images and describe them, com-
paring the similarity between feature points in two images
to determine whether they match. The SIFT algorithm [6]
is a classic feature matching algorithm that has rotation and
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scale invariance and good robustness to changes in lighting,
but it is computationally expensive. To address this issue,
the SURF algorithm [7] was proposed, which uses integral
images for image convolution, and a metric based on the
Hessian matrix and a distribution-based descriptor for the
detector to speed up the extraction process. The algorithm’s
efficiency is significantly improved compared to SIFT, but
it still cannot meet the real-time requirements of most use
cases. The ORB algorithm [8] is a feature matching algorithm
that achieves high efficiency while implementing rotation
invariance, but its matching accuracy is not as good as SIFT.
Currently, improvements to feature matching algorithms are
mainly carried out in two aspects. The first aspect is to
improve the ability to extract and describe image features.
Gao and Sun [9] used the position and orientation system
(POS) to simulate image distortion to improve the quality
of feature extraction. Mur-Artal and Tardés [10] proposed
the Qtree_ORB (quadtree-based ORB algorithm) algorithm
based on ORB, which uses a quadtree to segment the image
and combines adaptive thresholds to extract feature points.
Yao et al. [11] further limited the segmentation depth by
using the quadtree segmentation technique. Wu [12] analyzed
the influence of the number of layers in the image pyramid
on the matching accuracy of ORB feature points and pro-
posed the optimal parameter distribution of the algorithm
to improve the matching accuracy. Lv et al. [13] proposed
a method based on hue, saturation, and value (HSV) and
histogram equalization, which extracts the HSV information
of the image to construct a feature vector as the descriptor
information and uses the PatchMatch algorithm with local
consistency to search for the nearest neighbor for matching.
Finally, the dense linear fitting method is used to improve
the detection accuracy. Ma et al/ [14] used the difference in
image grayscale information as a new feature descriptor, and
Yan et al. [15] constructed a fusion of ORB feature descrip-
tors and point cloud feature descriptors to further improve
the matching effect. The second aspect is to improve the
screening ability of feature point matching. Muja and Lowe
accelerated the matching speed of high-dimensional descrip-
tors by establishing kd-tree [16] and k-means tree [17], but
could not effectively eliminate mis-matched feature points.
Bian et al. [18] proposed the Grid-based Motion Statistics
(GMS) algorithm, which uses the support in the matching
point neighborhood to identify mis-matched points, but the
matching accuracy decreases when the image is disturbed by
blur and other factors.

This paper aims to improve the effectiveness of image
feature extraction, thereby reducing the mismatch rate and
improving the matching accuracy. To achieve this, we pro-
pose a multi-scale feature fusion-based ORB feature match-
ing algorithm. The algorithm first establishes a scale feature
pyramid, performs feature extraction and description on each
layer, and then fuses the extracted feature points from each
layer. When mapping feature position information down-
ward, we use the FAST-SCORE map of the bottom layer
to correct the coordinates of the high-level feature points,
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thereby improving the positioning accuracy of the feature
points. Finally, we use the RANSAC algorithm to elimi-
nate mismatched points. This method not only ensures the
real-time performance of the algorithm but also improves the
matching accuracy and robustness.

The innovations of this paper mainly include the following
aspects:

(1) Adaptively describing the corresponding feature layer
based on the scale information of the feature points, enhanc-
ing the robustness of the descriptor;

(2) Establishing FAST-SCORE maps at different scales
and correcting the coordinates of high-level feature points
mapped to the bottom layer, further improving the positioning
accuracy of the feature points.

Specifically, in the second section of this paper, we intro-
duce the improved multi-scale feature description method
and coordinate mapping correction method. In the third
section, we compare the previous algorithm with the pro-
posed algorithm through experiments and summarize the
experimental results. Finally, in the fourth section, we con-
clude the paper.

Il. IMPROVED ALGORITHM

The proposed improved algorithm in this paper consists of
three main parts: image preprocessing, multi-scale feature
description, and feature point coordinate mapping correc-
tion, as shown in Figure 1. The image preprocessing part
mainly aims to reduce the influence of noise and illumination
changes on matching accuracy by performing denoising and
histogram equalization on the input image. The multi-scale
feature description part utilizes the FAST algorithm to
quickly screen feature points at each feature layer and per-
form feature description based on their scale information in
the corresponding layer. The feature point coordinate map-
ping correction part first establishes FAST-SCORE maps at
various scales of the image and calculates the optimal target
position of each high-level feature point in the correspond-
ing position of the FAST-SCORE map, and finally performs
coordinate correction.

A. IMAGE PREPROCESSING

Preprocessing is an important step in image matching, which
mainly includes two parts: image denoising and histogram
equalization. In the process of image matching, the original
image may be affected by imaging hardware and environ-
mental factors, resulting in noise that affects the subsequent
matching effect. In order to preserve the fine details of
the image as much as possible while removing these noise
points, we use the P-M equation (anisotropic diffusion partial
differential equation) for denoising. This method uses the
gradient of the image as an edge detection operator, which can
protect the boundary information of the image while denois-
ing [19]. Secondly, we use histogram equalization technology
to enhance the contrast of the image and improve the percep-
tion ability of machine vision for key features of the image.
This method is less affected by external lighting changes and
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FIGURE 1. Improved feature extraction algorithm framework.

has good stability. After the above two steps of processing,
the image will be sent to the multi-scale feature description
part for the next step of operation, in order to achieve more
accurate matching results.

B. MULTISCALE FEATURE DECRIPTION

ORB features are one of the commonly used image features
in the field of computer vision, and are widely applied due
to their rotation invariance and real-time performance. The
ORB algorithm uses the FAST algorithm to determine feature
points by comparing the difference between the pixel values
of the test point and its surrounding pixels. However, since
the FAST algorithm compares points on a radius of 3 around
the feature point, the extracted corner points themselves do
not have scale invariance.

To address this issue, the ORB algorithm establishes a
feature scale pyramid and extracts FAST corner points on
each layer to achieve scale invariance of the corner points.
Meanwhile, the ORB algorithm uses BRIEF descriptors to
describe feature points, which have the advantages of rotation
invariance and fast matching. However, the descriptors of
the ORB algorithm still rely on the mapping position of
feature points on the bottom layer image for description [20],
which leads to the introduction of invalid information into the
majority of feature point descriptors when the image loses
pixel-level features due to external factors such as changes
in lighting and motion blur, thereby reducing the matching
performance of the algorithm.
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To enhance the effectiveness of keypoint description in
our algorithm, we have improved the original feature scale
pyramid. The specific steps of the algorithm are as follows:

1) Establish a feature scale pyramid, where each layer of
the image is obtained by Gaussian blur and downsampling of
the next layer. The bottom layer of the pyramid has a larger
image size and contains low-dimensional texture features,
while the upper layers have smaller image sizes but retain
large-scale global features. Describing at different layers is
beneficial for the algorithm to extract features at various
scales. The number of layers L in the pyramid is mainly
determined by the size of the image and the patch-size of the
descriptor, which is calculated as follows:

L = [log; (min(w, h)) — log (patch_size - 4)] )

where, k is the downsampling coefficient (here k is set to 2), w
and h are the width and height of the image, and patch_sizeis
the scale of the feature point description.

2) Utilize the FAST algorithm to extract feature points
in each layer of the pyramid image. To ensure a balanced
distribution of feature points in each layer, the number of
feature points N} extracted in each layer should be adjusted
according to the downsampling coefficient k, and satisfy the
following equation:

L 1 _
> =N =N ©)

i=1
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where, Ny represents the total number of extracted feature
points, which is usually set to 500 in the ORB algorithm.

For each layer of the image, the number of feature points
extracted based on the FAST algorithm, nk, is compared
with the predetermined number of feature points for that
layer, N}. If n} > NJZ, we selgct the tpp N} best points
based on the FAST score. If n. < N!, it indicates that
the texture features at the corresponding scale of that layer
have been affected and it is not possible to extract enough
feature points effectively. In this case, blindly lowering
the feature point extraction threshold to increase the number
of feature points may introduce a large number of invalid
feature points, making subsequent matching difficult [21].
Therefore, this paper keeps the feature point extraction
threshold unchanged and distributes the missing feature
points proportionally based on the remaining layers’ N}. This
method can extract enough feature points while ensuring the
quality and uniform distribution of feature points extracted
from each layer.

Due to the characteristics of feature scale pyramid, as the
number of layers increases, the size of the image decreases
while retaining higher-dimensional scale features [22]. In the
original algorithm, different scales of features were described
by changing the patch_size of the descriptor directly on
the bottom layer image. However, the receptive field of the
descriptor does not increase with the increase of patch_size,
which leads to insufficient description of large-scale features
of the target. Therefore, a method is needed to adjust the
receptive field of the descriptor according to the demand.
In this paper, descriptors with the same patch_size are used
to describe different scales of features on each feature layer,
as shown in Figure 2. As the feature pyramid increases,
the receptive field of the image expands with the increase
of layers, so descriptors with the same patch_size can also
fully describe various scales of features on each feature layer.
The equivalent feature scale patch_size, extracted from each
feature layer satisfies:

patch_size, = patch_size - K'1<i<L) 3)

3) In order to achieve scale invariance in feature matching
algorithms, it is necessary to fuse feature information from
different scales. In the pyramid structure, the coordinates of
features in the upper layers need to be mapped to the lower
layers in a top-down manner for matching, while keeping the
descriptors unchanged. In order to ensure that the relative
positions of upper-level feature points remain unchanged
when mapped to lower-level images, the mapping relation-
ship needs to satisfy Equation (4):

(G y) = K70, y) +0.5- Kl <i<j<L}) (4

In the equation, (xi, yi) (x;, y;)and (xj, yj) represent the
coordinates of feature points in the i-th and j-th layers, respec-
tively, while k denotes the downsampling factor.

The following is the pseudocode of Algorithm 1, which
demonstrates the implementation of multi-scale feature
description fusion.
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Algorithm 1 Multi-scale Feature Description Fusion Method
Input :initial_image,

Olltpllt ‘Key_points,descriptors
fori =1;i < NL; i+ +do
image_i = blur&down_sample(initial _image)
ORB_detect(image_i)
If nf > Nfthen
Key_points < thefirstNf Key_points based on
FAST SCORE
else
Upgrade other Nf
ORB_describe(Key_points)
Coordinate mapping(Key_points)

O N O R S

NoRNoBEN Be)

C. FEATURE POINT COORDINATE MAPPING CORRECTION
Compared to low-level images, high-level images can extract
more global features, thus possessing stronger adaptability
to interference. Figure 3 shows the distribution of matching
errors of each feature layer under the influence of interference
factors. It can be observed from the figure that in practical
application scenarios, the matching loss of feature extraction
in high-level images is significantly higher than that in low-
level images, demonstrating stronger anti-interference ability.

Figure 4 illustrates the distribution of matching errors for
each feature layer under the condition of macroscopic match-
ing correctness. It can be observed from the figure that the
micro-matching loss continuously expands with the increase
of layers. This is because the high-level images undergo
multiple downsampling processes, resulting in a significant
reduction in the precision of feature point coordinates. As a
result, when using a fixed upsampling method to map coor-
dinates back to the original image, the coordinate error will
increase exponentially with the increase of layer difference,
thereby affecting the performance of the algorithm.

In order to alleviate the phenomenon of magnified match-
ing errors when mapping high-level feature point coordinates
to the bottom level, it is necessary to adopt a method that inte-
grates high-level image feature information with bottom-level
image feature point location information. Specifically, while
extracting features from the high-level image, the texture
information of the bottom-level image is analyzed to correct
the coordinates of the mapped feature points, thereby achiev-
ing more accurate matching results.

63811



IEEE Access

C. Yao et al.: ORB Feature Matching Algorithm

Matching loss distribution of each layer

120000

100000

B Layer 1

800001

60000

Matching Number

10000

0 2000 4000
Matching Loss
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FIGURE 4. Microscopic matching error distribution of each feature layer.

In the pyramid algorithm, the image feature points in
each layer are extracted using the FAST9-16 algorithm.
To obtain the correction amount of each layer’s feature points
in the bottom layer image, it is necessary to establish the
FAST-score map of the bottom layer image in each scale
range. To improve algorithm efficiency and reduce compu-
tational complexity, different scales of box filter f(x,y, s)
are used instead of Gaussian filters. Based on the number
of layers in the previous feature scale pyramid, the original
image I(x, y) is convolved at different scales to obtain each
layer image /;(x, y), which satisfies:

lite,y) =fC,y, s+ I(x,y), l <i <N +1 (5)

1
f(x,y,s,-)=s—2,l§x,y§sl' (6)
i

where, * denotes convolution calculation,and s; represents the
scale factor of the filter.

In order to efficiently obtain FAST-SCORE maps at dif-
ferent scales, we perform a weighted differential calculation
on the L+1 images, followed by a difference calculation with
the original image /(x, y), resulting in L approximate FAST-
SCORE maps. Taking the construction of a 4-layer feature
pyramid as an example, the specific process is illustrated
in Figure 5.
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FIGURE 5. Approximate fast_score flowchart.
In the figure 5, each layer of the approximate FAST-
SCORE graph is obtained from equations (7) to (9)

FAST — SCORE;

=ir1i-liv1(x,y) = 8imsi - Li(x, y) = I(x,y) (7)
2

54
+1
‘Si-‘r]—)i = ﬁ (8)
Siv1 — Si
5t
8i—>i = 2 2 (9)
Sivk1 — 5

where, §;11-.; represents the weighting coefficient between
the i + 1th layer image of the filtering layer and the ith layer
image of the differential layer.

When mapping the coordinates of feature points in the
upper layer image to the lower layer image, it is necessary
to consider the score distribution of the corresponding ROI
region in the approximate FAST-SCORE map, in order to
calculate a suitable target position. The specific calculation
process of this position is shown below:

According to the score values within the ROI region, the
coordinates within the region are weighted and the geometric
moments are calculated under different weighting coeffi-
cients y . Specifically, the following formula (10) can be used:

Mpq = / / xPyI* (x, y)dxdy, (x,y) € ROI (10)

For a two-dimensional discrete function representing an
image, the above equation can be rewritten as:

M= > xPyIX(x.y) (11)
(x,y)eROI
Therefore, the centroid CX of the scores within the ROI
region can be obtained by the following formula:
Moo Moo

The weighting coefficient y represents the correlation
between the score distribution within a region and the map-
ping result. As x changes, C represents the target position
under different selection methods, thereby affecting the map-
ping effect. When x = 0, C is the geometric center of the
region; when y = 1, C is the centroid of the region; when
X — 00, C is the coordinate of the highest score point within
the region. If x is too large, the mapping process is prone to
local optimal points, which affects the matching accuracy.

(12)
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If x is too small, the mapping amount is too small, and the
mapping effect is not significant. Therefore, a momentum
coefficient 1 is introduced to enhance the mapping effect
while avoiding local optimal solutions. Since the mapping
adjustment is limited to the ROI region where the feature
point is located, the upper bound of the mapping amount
needs to be restricted. Thus, the mapping correction rela-
tionship based on the approximate FAST-SCORE map is as
follows:

(Xis Yi)1<i<j<L
B [ K, ) + CO 4+ n(C* = CH0 < n < 1
g+ C (- 1(CT =) 1 < <2
(13)

In this experiment, a comparative study was conducted by
varying the values of y and 5, and applying the mapping
correction method described above. For each mapping cor-
rection method, the mapping accuracy was calculated under
the maximum layer difference, and the results were presented
in the form of a heatmap, as shown in Figure 6.

0.00
0.00 0.25 0.50 0.75 1.00 125 1.50 175 2.00

FIGURE 6. Heatmap of mapping accuracy.

From the above figure, it can be observed that the mapping
error is significantly reduced when x and n are respectively
set to 1 and 1.5. This mapping method can determine the
mapping coordinates by comprehensively considering the
overall score level within the ROI region. However, the upper
right region of the figure, although showing better results,
is susceptible to interference from individual scores within
the ROI region, which may affect the mapping accuracy.
Therefore, further improvements are needed to enhance the
accuracy and stability of the mapping method.

The following is the pseudocode of Algorithm 2, which
demonstrates the process of coordinate mapping correction
for the Lth layer.

Ill. EXPERIMENT AND RESULTS

A. EXPERIMENTAL ENVIROMENT

The computer configuration used in this study includes an i7
processor and 16GB of memory. The experimental images
were obtained from the DOTA [23] dataset, KITTI [24]
dataset, and industrial application scenarios. To validate the

VOLUME 11, 2023

Algorithm 2 Coordinate Mapping Correction

Input :initial_key_points

Output :improved_key_points

FS_map'"\= FAST _SCORE _map(image)

fori =1;i < Nf; i+ +do
(x_offset, y_offset) = C'(FS_map'"! ROI)
key_pointli].x+ = x_offset
key_point[il.y+ = y_offset

End

AN N AW

effectiveness of our algorithm, a certain number of images
were selected for testing. The experiment will evaluate the
algorithm’s performance from both theoretical and practi-
cal perspectives. The theoretical performance experiment
includes tests of anti-interference ability, feature point match-
ing quality, and coordinate mapping correction effects, using
the DOTA dataset for validation. The practical performance
experiment includes tests of autonomous driving and indus-
trial application scenarios, using the KITTI dataset and actual
industrial case images for validation. The experiment will
comprehensively evaluate the algorithm’s performance based
on metrics such as matching accuracy, stability (standard
deviation of matching accuracy), AP, and matching error. The
calculation methods for each evaluation metric are as follows:

Based on the algorithm mentioned above, the matching
point information of the two images is obtained, and the
Hamming distance between each feature point is calculated.
A coarse screening is performed based on the Hamming
distance between the nearest neighbor point pairs and the
second nearest neighbor point pairs. The selected point pairs
m satisfy the following condition:

m.distan ce < cof - n.distan ce (14)

where, m represents the closest neighbor pair, n represents the
second closest neighbor pair, and cof represents the predeter-
mined screening threshold.

The percentage of the number of feature points N¢ after
coarse screening to the total number of matching points Ng
can be expressed as the coarse screening rate P:

N,
P==x%x100% (15)
N,

N
Based on the preliminary screening of matching point
information, the RANSAC algorithm is used to filter the
inliers, and the percentage of inliers N; to the number of
initially screened feature points N, is calculated as the match-
ing accuracy. Specifically, the matching accuracy A can be

expressed as:

Ni
A= — x 100% (16)

N
Due to the direct impact of coarse screening rate on the
accuracy of matching, it is generally believed that the lower
the coarse screening rate, the higher the matching accuracy.
However, in a single situation, the coarse screening rate
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FIGURE 7. (a-l) Variation of matching accuracy for each algorithm.

and matching accuracy cannot comprehensively evaluate the with pixel sizes ranging from 800*800 to 4000*4000, cov-

overall performance of the algorithm. Therefore, this paper ering various scales of feature information, which can be
introduces a new evaluation index AP to take into account used to evaluate the matching performance of algorithms
the algorithm performance in various situations. The specific at different scales. In this experiment, the images in the
calculation method is as follows: dataset are divided into three groups according to their sizes,
1 namely 1024*1024, 2048*2048, and 4096*4096, to detect

AP = /0 AdP an the matching performance of each algorithm at different

scales. To ensure parameter consistency, consistent interfer-
B. COMPARATIVE EXPERIMENT ON ANTI-INTERFERENCE ence information is introduced into the images, and the coarse

ABILITY screening rate of each algorithm is unified to 80% for the
The aim of this experiment is to compare the feature extrac- experiment.

tion performance of ORB, SIFT, SURF, and the proposed The experimental results in Figure 7 show that after intro-
algorithm on the DOTA dataset. The DOTA dataset is a  ducing interference factors such as salt and pepper noise,
large-scale dataset for aerial images, containing 2806 images ~ Gaussian noise, image compression, and image blur, the
63814
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TABLE 1. Summary of matching accuracy for each algorithm.

Salt and pepper noise Gaussian noise Image blur Image compression
Dataset  Algorithms . cfzzf;z*y%;, , Swbiliy ézzgiffg, ,  Swbiliy% cfzzgggﬁ, ,  Swbiliy% cfzzf;*c‘fy%ﬁ, ,,  Stability/%
ORB 19.38 19.40 34.87 15.68 39.56 21.38 17.04 28.03
DOTA SIFT 26.09 22.82 52.30 16.11 21.80 25.82 12.65 28.12
-1024 SURF 34.56 2091 62.96 12.98 51.14 18.64 21.13 31.08
Ours 38.71 15.65 59.76 10.74 50.47 16.04 24.38 25.44
ORB 22.12 19.32 39.32 15.16 42.38 20.82 17.43 28.05
DOTA SIFT 29.40 23.98 60.86 17.72 23.19 25.61 12.82 28.14
-2048 SURF 39.58 22.33 72.67 12.21 55.36 17.94 21.98 31.84
Ours 50.26 14.16 71.18 9.54 64.60 12.09 33.08 25.59
ORB 26.24 19.33 43.12 14.81 47.03 20.71 17.79 28.04
DOTA SIFT 35.52 26.70 68.41 19.59 25.68 25.50 13.05 28.15
-4096 SURF 48.48 25.43 80.59 12.51 63.99 18.75 22.41 31.75
Ours 65.15 13.81 83.12 7.23 82.19 8.51 41.07 26.58
100 100 I T
0.00254 —— ORB—— SIFT—— SURF Ours
80 k80
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S
60 Foo & .
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§ 40 Lo 8 -
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FIGURE 9. Distribution of matching errors.
FIGURE 8. P-A Curve.
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matching accuracy of the compared algorithms is signifi-
cantly affected, and the decrease is obvious. The proposed
algorithm has improved the accuracy decrease compared to
other algorithms.

From Table 1, it can be seen that the proposed algorithm
achieves significant improvements in matching performance
compared to other algorithms. Particularly, in the DOTA-
1024 dataset with lower image resolution, the proposed
algorithm performs best in salt-and-pepper noise and image
compression, with a respective increase of 19.33% and 7.34%
in matching accuracy compared to the original algorithm.
Although the proposed algorithm is slightly inferior to the
SUREF algorithm in Gaussian noise and image blur, it shows
significant advantages in all aspects in the DOTA-4096
dataset with larger image resolution.

Specifically, when introducing salt-and-pepper noise and
Gaussian noise, the proposed algorithm improves the match-
ing accuracy by 38.91% and 40%, respectively, compared to
the original algorithm, while the stability is also improved
by 5.52% and 7.58%, indicating an enhanced ability to resist
noise. In the case of image blur, the proposed algorithm
improves the matching accuracy by 35.16% and the stability
by 12.2%. In the case of image compression, the proposed
algorithm improves the matching accuracy by 23.28% and
the stability by 1.46%.
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FIGURE 10. Comparison of matching loss distribution before and after
mapping correction.

C. COMPARATIVE EXPERIMENT ON FEATURE POINT
MATCHING QUALITY

Generally speaking, the matching accuracy of an algorithm
is greatly influenced by the coarse screening rate. The lower
the coarse screening rate, the higher the matching accu-
racy, but too low a coarse screening rate will result in an
insufficient number of matched point pairs, thereby affect-
ing the matching effect. Therefore, an excellent matching
algorithm needs to ensure a certain matching accuracy while
a sufficient number of point pairs are screened out. In this
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FIGURE 11. Matching results of each algorithm.
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FIGURE 12. Histogram of matching accuracy for each algorithm.
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experiment, based on Experiment 3.1, the matching accuracy
and corresponding screening rate were calculated under dif-
ferent screening thresholds, and the P-A (coarse screening
rate-matching accuracy) curve was plotted. The experimen-
tal results are shown in Figure 8, and the specific data is
shown in Table 2. The matching error distribution of each
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FIGURE 13. Summary of matching time for each algorithm.

algorithm was calculated for unmatched point pairs, as shown
in Figure 9.

As can be seen from the figure, when the screening thresh-
old is set low, the matching accuracy of several algorithms
is relatively good. Among them, the ORB algorithm has the
highest accuracy, but as the screening threshold increases, the
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FIGURE 14. Matching results of each algorithm.

matching accuracy of the ORB, SIFT, and SURF algorithms
all decrease significantly, and the decrease of the proposed
algorithm is the smallest. Further analysis of the data in
the figure shows that although the matching accuracy of the
proposed algorithm is slightly lower than that of the other
algorithms when the matching threshold is set to a lower
value, it significantly exceeds the other algorithms in terms
of screening rate. Combined with the data in the table, it is
not difficult to find that when the matching accuracy of the
ORB algorithm reaches 99.1%, the screening rate is 9.5%; the
screening rates of the SURF and SIFT algorithms at the same
accuracy level are only 0.5% and 4.2%, respectively. This
indicates that the matching accuracy of these algorithms is
achieved at the expense of sacrificing screening rate. In con-
trast, the proposed algorithm achieves a screening rate of
23% at a matching accuracy of 99.1%, which is significantly
better than other algorithms. When the screening threshold
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TABLE 2. Experimental results.

(Matching Accuracy/%, Filtering Rate/%)

Cof ORB SIFT SURF Ours
050 (99480)  (99.604)  (9923.6)  (99.1,23.0)
055 (99595  (99.40.5)  (99342)  (98.1,26.8)
060  (995102) (93.50.5)  (98.84.8)  (97.5,29.0)
065 (99.1,11.6)  (90.8,0.5)  (97.55.7)  (95.0,32.1)
070  (973,13.0) (78.6,0.7)  (927.67)  (93.3,34.0)
075  (94.1,144)  (524,1.1)  (86.884)  (90.2,37.3)
080  (882,17.0) (29.7,1.9)  (718,113)  (86.6,40.3)
085  (71.122.0) (13.046) (522,168) (81.645.2)
090 (480355  (63,12.7)  (36.4264)  (70.3,54.1)
095 (32.6,56.7) (2.6352) (22.048.0)  (56.1,70.3)
100 (20.7,100)  (1.2,100)  (12.0,100)  (43.3,100)
AP/% 4474 465 31.44 63.63

is set to 1, that is, the screening rate is 100%, the matching
accuracy can reflect the quality of feature extraction of the
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TABLE 3. Experimental results.

Mean Matching Error

Layer 2 Layer 3 Layer 4 Layer 5
Before Mapping 172 3.99 7.84 12.68
Correction ’ : : :
After Mapping 1.66 3.63 6.83 10.25
Correction

algorithm without relying on screening. The corresponding
matching accuracy of the proposed algorithm also reaches
43.3%, which is much higher than the 20.7% of the ORB
algorithm, the 1.2% of the SIFT algorithm, and the 12.0% of
the SURF algorithm. The AP can reflect the comprehensive
performance of the algorithm at various screening rates. The
AP value of the proposed algorithm reaches 63.63%, which
is 18.89% higher than that of the ORB algorithm. It can
also be clearly seen from Figure 11 that the matching loss
distribution of the proposed algorithm is mostly concentrated
on the right side of the coordinate system, indicating that most
of the matches are correct.

D. COMPARATIVE EXPERIMENT ON COORDINATE
MAPPING CORRECTION

In order to validate the effectiveness of coordinate map-
ping correction, we recorded the coordinate information of
matching points before and after mapping correction on the
experimental images, and plotted the distribution of match-
ing losses for each layer of feature points, as illustrated in
Figure 10. It can be observed from the figure that the mapping
effect is relatively weak for the second layer of feature points,
but from the third layer onwards, the distribution of matching
errors after mapping correction shows a clear rightward shift,
indicating a certain reduction in matching errors after coor-
dinate correction. The experimental results are presented and
compared in Table 3.

From Table 3, it can be observed that the effect of mapping
correction is most significant in the 5th layer, with a reduc-
tion in error of up to 19.2%. In contrast, the effect is least
significant in the 2nd layer, with a reduction in error of only
3.5%. The error reduction in the 3rd and 4th layers is 9.0%
and 12.9%, respectively.

E. COMPARATIVE EXPERIMENT ON REAL-WORLD
APPLICATION SCENARIOS

To validate the performance of the algorithm in practi-
cal application scenarios, we conducted comparative tests
on the matching accuracy and matching time of the algorithm
in the fields of autonomous driving and industrial automation.
The test images were from the KITTI dataset and the actual
industrial production pot bottom label dataset. The KITTI
dataset is currently the largest computer vision algorithm
evaluation dataset in autonomous driving scenarios, contain-
ing real image data collected in urban, rural, and highway
scenes, with various degrees of occlusion and truncation
in each image. The dataset is divided into five categories:
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‘Road’, ‘City’, ‘Residential’, ‘Campus’, and ‘Person’. The
pot bottom label dataset contains various pot bottom label
images in actual production, with different degrees of lighting
changes and surface reflections for each pot type. To ensure
consistency of the parameters, we unified the screening
threshold rate of each algorithm to 0.8 for the experiment.
We compared the matching accuracy and matching time
of each algorithm, and the experimental results are shown
in Figures 11-16, and the summary results are shown in
Tables 4-7.

According to the data from Table 4 and Table 5, it can
be seen that our algorithm performs the best on the KITTI
dataset, with a matching accuracy of 88.70% and a matching
time of only 0.143 seconds. Compared to the ORB algorithm,
our algorithm improves the matching accuracy by 10.15%
and reduces the matching time by 17.34%. However, in the
Residential category, our algorithm’s matching accuracy is
slightly inferior to that of the SURF algorithm. This is
because there are certain and complex texture information
in the image, which makes it difficult for the algorithm to
accurately describe it in high-level images.
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TABLE 4. Experimental sample matching accuracy (KITTI Dataset).

Road City Residential Campus Person Average
ORB 64.15 74.87 79.14 80.97 88.64 77.55
SIFT 72.84 82.75 78.96 74.39 73.56 76.50
SURF 75.77 84.78 91.12 84.61 86.41 84.54
Ours 83.91 87.59 89.37 90.43 92.18 88.70
TABLE 5. Matching time of experimental samples (KITTI Dataset).
Road City Residential Campus Person Average
ORB 0.181 0.187 0.173 0.175 0.148 0.173
SIFT 1.021 1.614 1.317 1.463 0.914 1.266
SURF 0.432 0.469 0.517 0.581 0.411 0.482
Ours 0.142 0.159 0.137 0.154 0.121 0.143
TABLE 6. Experimental sample matching accuracy (Cookware Bottom Label Dataset).
Groupl Group2 Group3 Group4 GroupS5 Group6 Group7 Group8  Average

ORB 99.11 95.23 92.94 96.68
SIFT 98.74 96.73 92.15 97.76
SURF 97.73 94.81 92.54 97.25
Ours 98.99 97.41 94.75 98.23

94.22 96.74 94.28 96.25 95.68
93.31 98.12 95.06 95.64 95.94
94.51 98.63 95.76 96.882 96.01
95.14 98.16 95.61 96.75 96.88

TABLE 7. Experimental sample matching accuracy (Cookware Bottom Label Dataset).

Groupl Group2 Group3 Group4 Group5 Group6 Group8 Group8  Average
ORB 0.407 0.362 0.364 0.391 0.421 0.432 0.384 0.365 0.391
SIFT 3.336 1.257 1.661 1.837 2.645 2.341 1.958 2.187 2.153

SURF 0.767 0.786 0.679 0.705
Ours 0.327 0.296 0.289 0.311

0.794 0.819 0.625 0.648 0.728
0.323 0.251 0.279 0.295 0.296

According to the data from Table 6 and Table 7, our
algorithm performs well on the pot bottom label dataset.
In terms of real-time performance, our algorithm’s aver-
age speed is about 2.5 times faster than that of the SURF
algorithm, and it only takes 75.70% of the time of the ORB
algorithm. In terms of accuracy, our algorithm’s average
matching accuracy on each group of samples is 96.88%,
which is better than the ORB algorithm’s 95.68%, the SIFT
algorithm’s 95.94%, and the SURF algorithm’s 96.13%.

IV. CONCLUSION

This paper proposes an improved feature point extraction
algorithm based on multi-scale feature fusion to address the
low accuracy and poor robustness issues of traditional ORB
algorithm. In the establishment of feature scale pyramid, the
algorithm extracts features at each layer of the image to
achieve multi-scale feature extraction. Furthermore, in the
fusion of feature coordinate information, the algorithm cor-
rects the mapped coordinates by establishing FAST-SCORE
maps at different scales to alleviate the accuracy degradation
caused by downsampling, thus improving the accuracy and
robustness of feature extraction.

Comparative experiments were conducted on ORB
algorithm, SIFT algorithm, SURF algorithm, and the pro-
posed algorithm. The results show that the proposed
algorithm has significantly better resistance to interference

VOLUME 11, 2023

and has significant advantages in matching time and matching
accuracy in industrial practical applications.

However, it was found in the experiments that the proposed
algorithm has certain requirements for the scale of the image,
and the advantages of multi-scale feature extraction can only
be fully utilized in larger images. Therefore, in further opti-
mizing the algorithm, particle swarm optimization (PSO) can
be used to determine the position of feature points, making the
distribution of feature points more uniform and reducing the
dependence on image size, thus further improving the feature
extraction capability of the algorithm.
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