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ABSTRACT Convolutional Neural Networks (CNNs) are widely used in various systems, including
resource-constrained embedded systems or IoT devices. In such systems, it is typical to deploy compressed
or pruned CNNs, instead of original ones, at the cost of reduced accuracy. Existing CNN pruning techniques
have primarily focused on minimizing resource requirements. However, today’s embedded systems are
increasingly dynamic in both resource demands and availability. Thus, the previous techniques that only
consider given static cases are no longer efficient. In this paper, we propose a novel multi-phase CNN that
enables a multi-objective exploration of a number of pruning candidates out of a single CNN. In the proposed
technique, a CNN can operate in various versions depending on which subsets of weights are used and can
be transformed to the one best matches to the given constraint adaptively and efficiently. For that, a CNN
is first pruned to the sparsest form; then a set of parameters (sub-network) is additionally supplemented as
the phase goes by. As a result, a number of network versions for all different phases can be represented
by a single network and they form a pareto solution over the accuracy and resource usage trade-off. In this
work, we target CPU-based CNN inference engines as most embedded systems do not have the luxury
of specialized co-processor support such as GPUs or HW accelerators. The proposed technique has been
implemented in a publicly available CPU inference engine, Darknet, and its effectiveness has been validated
with a popular CNN in terms of design space exploration capability and runtime switchability.

INDEX TERMS Deep learning, convolutional neural network, neural network optimization, resource-
constrained system.

I. INTRODUCTION
The last decade has witnessed a dramatic growth of
convolutional neural network (CNN) applications in image
classification and recognition [1], [2], [3], semantic segmen-
tation [4], [5], image enhancement [6], [7], and so forth.
Such successes have been attributed to the enhanced accuracy
enabled by a large number of layers cascaded in a row in a
single CNN, so-called deep learning, which, in turn, owes to
the advance of parallel computer architectures [8], [9] and
CNN accelerators [10], [11].

The associate editor coordinating the review of this manuscript and

approving it for publication was Jie Tang .

Nowadays, the application of deep CNNs is continuously
becoming more pervasive in daily lives. So, there are increas-
ing demands to successfully operate CNNs on embedded
systems or IoT (Internet-of-Things) devices, where only
limited resources are available. Two different approaches
have been proposed to overcome the insufficient resource
availability in such systems. The first approach is to use
reduced or simplified models in the first place [12], [13] that
require a smaller storage or memory to store parameters, and
lesser computing capability. The other is to compress the
CNNmodel by pruning out less important weights [14], [15],
[16], [17], [18], [19].

Designing an electronic system is often associated
with multiple non-functional design concerns, e.g., power
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consumption, memory capacity, latency constraint, and so
forth. That is, in many cases, more than one optimization
objectives should be considered with a number of resource
constraints. Moreover, as those factors are closely related to
each other, it is crucial to have a systematic methodology
to consider them altogether in the design and optimization
phases [20], [21], [22], [23], [24], [25]. Most CNN optimiza-
tion methods [12], [13], [14], [15], [16], [17], [18], [19] are
typically proposed to explore the trade-off between accuracy
and resource usage.

In addition, today’s embedded systems are increasingly
dynamic in terms of the above-mentioned design concerns.
On one hand, the execution time demand may vary due to
the multiple operation modes [26] or dynamic input workload
characteristics that is associated with dynamic physical
processes [27]. On the other hand, resource availability
can also be flexible as in the transiently powered systems
with energy harvester where power budget may change
at runtime [28]. Moreover, CNN workloads often exhibit
different context-/scene-specific behaviors [29] or quality
requirements [30]. In short, CNNs running on embedded
systems need to adapt themselves efficiently in response to
the dynamic context or workload changes, which is the main
focus of this paper.

It is not a viable solution to keep multiple versions of
a CNN due to the limited storage capacity of embedded
systems. Alternatively, an approach, which we refer to
as multi-phase or N-in-1 network in this paper, has been
proposed [16], [19]. In these works, a single CNN can
be trained to be used in many different forms. In these
techniques, while only one set of CNN parameters is
maintained in the system, different subsets of it may be
activated at runtime.

Tann et al. [19] proposed an incremental training method-
ology to build a multi-phase CNN. In their work, they first
obtain the most compact form of CNN out of the original
network by removing a number of channels and kernels in
each layer. Then, based on this fixed CNN, they add new
channels and kernels to each layer and only the weights that
belong to the newly added channels and kernels go through
a training procedure again. By repeating such incremental
training procedures, they could obtain an N-in-1 network,
with which one can selectively activate or deactivate a subset
of channels and kernels in the CNN. Another approach
to obtain an N-in-1 network is NestedNet, proposed by
Kim et al. [16], that requires only one training step. They
define all possible multi-phase configurations of a CNN
in advance. Then, in the training stage, the losses of all
configurations are separately calculated and a weighted sum
of them is used as the global loss for back propagation.

We pay attention to the following limitations of existing
multi-phase CNN approaches. First one is on the granularity
of building N-in-1 networks. It is well-known that the fine-
grain weight pruning approach such as [14] and [15] is
not suitable to achieve speedup on commodity hardware
like CPU or GPU, but can only effectively improve the

inference speed on top of specially designed HW acceler-
ators [10], [11], [31], [32]. That is, removing weights at
arbitrary positions would not improve the inference speed.
For the same reason, existing N-in-1 CNN approaches
either restricted themselves to the coarse-grain structured
granularity [19], i.e., filter- or kernel-level, in building the
multi-phase CNN or cannot expect the inference speed gain
from a smaller subset of the multi-phase CNN when using
the weight level granularity [16], [17]. As most commodity
hardware of embedded systems do not have the luxury of
the customized accelerators, the multi-phase CNN should
be effectively working on top of CPU-based hardware.
On the contrary, the proposed multi-phase CNN approach
makes use of two different granularities in order to enable
more efficient exploration of the speed-accuracy trade-off for
CPU-based embedded systems. The second limitation is the
runtime adaptability. None of the existing multi-phase CNN
approaches mentioned above considered efficient runtime
switching to the best of our knowledge.

Considering the limitations reviewed above, we argue that
the following challenges need to be addressed to enable
the efficient runtime reconfiguration of N-in-1 CNN on
embedded systems. First, multi-phase with a fine granularity
that is tailored to the underlying CPU architecture is
indispensable. This is critical to enable a sophisticated
design space exploration over the speed-accuracy trade-
off. Second, in order to effectively reduce the memory
usage, a coarse-grain multi-phase approach, in which a
substantial volume of spatially co-located weights can be
added or removed at the same time, should be com-
bined with the fine-grain one. Lastly, the inference engine
needs to be properly extended to facilitate prompt runtime
switching of N-in-1 network without considerable switching
delay.

In this paper, we propose a multi-phase CNN that
overcomes the above challenges tailored to embedded
microprocessors. To be more specific, training is performed
in an iterative way at two different levels. At fine-grain, CNN
weights are removed or added in an architecture-specific
manner considering the SIMD (Single-Instruction-Multiple-
Data) width of the target CPU. A traditional coarse-grain
approach, also known as structured sparsity [33], is combined
with the fine-grain one to enable more comprehensive design
space explorations. Runtime switching of the proposed
multi-phase CNN is implemented and evaluated on top of a
publicly available inference engine for CPU, Darknet [34].

The contribution of this paper can be summarized as
follows:

• We propose a novel multi-phase CNN pruning technique
that enables an efficient runtime switching between
variable candidates from a single CNN.

• In doing so, a two-level architecture-aware multi-phase
CNN building method, with respect to a number of
non-functional design concerns like latency or power
consumption, is devised to determine suitable subsets of
weights to be activated.

62450 VOLUME 11, 2023



J. Jang, H. Yang: Runtime Switchable Multi-Phase CNN for Resource-Constrained Systems

• Unlike other existing approaches, the proposed tech-
nique considers the actual memory usage at runtime. For
that, the inference engine is properly extended to support
runtime partial loading of CNN weights.

The rest of this paper is organized as follows: In
the following section, existing approaches are reviewed
in their key ideas and limitations. In particular, we will
describe the advantages and disadvantages of the exist-
ing methods focusing on the accuracy-resource trade-off.
Furthermore, we present an overview of previous studies
on the multi-phase CNN. In Section III, we elucidate the
iterative training method employed to construct the proposed
multi-phase CNN, followed by an exploration of the two
architecture-aware sparsity levels used in pruning/restoring
process in Section IV. Subsequently, we discuss the proce-
dure of building a specific multi-phase CNN with respect
to the given design constraints in Section V. In Section VI,
we demonstrate the effectiveness of the proposed technique
through experimental results. Finally, we conclude the paper
with a brief summary in Section VII.

II. RELATED WORK
Han et al. [14], [15] proposed to optimize CNNs by pruning
out less important weights, so-called weight-level pruning.
While the gain in model size was evidently substantial and
measurable in this technique, its impact on the latency, i.e.
inference speed, was just optimistically predicted in terms
of number of operations (FLOPS). To achieve actual gain in
inference speed, CNNs should be executed on top of a special
inference accelerator [11], called EIE, where only non-zero
weights are autonomously detected and computed from the
sparse matrix. Albericio et al. [35] also proposed a novel
architecture that can eliminate ineffectual multiplication
caused by sparse matrices.

To overcome this limitation of weight-level pruning,
it has been proposed to perform pruning at a coarser
granularity [33], i.e., filters or kernels are pruned in a bulky
manner. As the matrices to be computed structurally shrink,
the inference speed could be directly accelerated without
special HW support as the degree of pruning increases.
However, in this approach, such coarse granularity greatly
impairs the degree of freedom in pruning, and thus may cause
non-negligible accuracy loss.

Yu et al. [36] proposed a fine-grain pruning technique
where the pruning unit is a group of consecutive weights
whose size is as big as the SIMD width of the underlying
microprocessor. Their approach is similar to ours in that the
pruning is performed in an architecture-aware manner. How-
ever, since they rely on a certain sparse matrix multiplication,
the pruning improves the inference speed only in case of
high sparsity.1 In contrast, the proposed technique is based on
the GEMM (General Matrix Multiply) which is widely used

1In the matrix-vector operation of fully connected layers, their matrix
multiplication is beneficial in speed when the sparsity is more than 3%.
On the other hand, in the matrix-matrix operation of convolution layers, the
speed gain is only achieved when the sparsity is above 83% [36].

in modern deep learning inference engines, making it more
generically applicable and useful in any degree of sparsity.

A number of multi-phase CNN techniques have been
proposed. Tann et al. [19] proposed a framework that
can explore step-wise energy-accuracy trade-off. It can be
regarded as a general multi-objective optimization technique
as it is capable of finding a pareto-front solution over
the two objectives, energy and accuracy. Throughout its
multiple incremental training phases, each layer of the
target CNN is complemented with additional channels. Amir
and Givargis [17] also proposed a similar approach, called
priority neuron network, for resource-aware optimization of
CNNs. In this framework, the importance of the neurons
are trained together with weight parameters at the same
time. Like [19], it only needs to maintain a single set
of weights and is still capable of selectively choosing a
subset of weights to participate in the inference procedure
by changing the priority parameter. Similarly, Kim et al. [16]
propose to build a multi-phase CNN from a single CNN
in their framework called NestedNet. They obtained a
subset CNN by applying pruning at three different levels:
layer, channel, and weight. While all the three levels have
direct impact on model size and accuracy, it has been
reported that weight-level pruning shows no significant
impact on the inference speed. Yu et al. [37] also proposed
a multi-phase CNN technique, called Slimmable Neural
network. Unlike the other techniques previously mentioned,
they constructed amulti-phase CNNonly by using switchable
batch normalization.

Our approach is similar to the above mentioned
multi-phase CNN techniques in the sense that the training
is performed over the multiple phases and the weights can be
selectively added (or excluded) to (from) the basic network.
However, as their approach either only took the coarse-grain
sparsity, i.e., entire channels or layers, into consideration [19],
[37] or could not actually take advantage of the benefit of
the fine-grain pruning in inference speed [16], [17], they
could not comprehensively explore the design space over
the resource-accuracy trade-off. In contrast, we take full
advantage of both coarse- and fine-grain sparsity levels
tailored to the underlying hardware architecture, i.e., SIMD
width or memory capacity. Another important difference
of the proposed technique is on the runtime switchability.
While only [19] among the above mentioned techniques
mentioned the runtime reconfiguration, no detailed switching
principle has been reported. We show in this work how the
proposed technique enables better design space exploration
over the multiple design concerns, compared to the existing
techniques, with the runtime switching capability.

III. MULTI-PHASE TRAINING
A. ITERATIVE MULTI-PHASE TRAINING
In multi-objective optimization, there may be a number
of optimal design candidates, each of which is not domi-
nated by the others, over the Pareto front of the multiple
design concerns. A typical example of such multi-objective
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FIGURE 1. A 3-phase training example of the proposed multi-phase
training method.

optimization in CNN is the exploration of the accuracy-
parameter trade-off. There are a number of approaches that
explore this multidimensional design space by applying the
multi-phase training approach to a single CNN, as discussed
in the previous section [16], [17], [19].

In a multi-phase CNN, all parameters of the original CNN
are partitioned into several distinct subsets. Among them,
a core subset, which is the smallest phase, is always activated
for each phase. Then, in addition to this core subset, other
subsets can be added one by one as needed to improve the
inference accuracy. In this way, it is possible to effectively
operate several different CNN versions with different levels
of accuracy, while using only as much memory space as a
single original CNN. Figure 1 illustrates how a 3-phase CNN
can be obtained by applying an iterative training method.
First, the original CNN can be transformed to the core subset
(Phase1) by pruning. Then, retraining is performed by adding
additional parameters (Phase2) to this core subset. Note that
the already existing parameters remain fixed in this retraining
phase. This procedure is repeated until the desired number of
phases is obtained.

How to determine the separation of the parameter subsets
and how to train each of them differs from one approach
to another. Tann et al. [19] only considered coarse-grain
parameter units, i.e., kernels or channels, for the parameters
to be added at each phase. From the sparsest version, a set of
channels is added in each phase, and howmuch to be added is
decided iteratively based on the score margin. Kim et al. [16]
and Amir and Givargis [17] did not take such an iterative
approach; rather, they both let the training decide the sparsity
pattern. In doing so, Kim et al. [16] relied on an absolute
value τ for the threshold. Thus, in their approach, it is difficult
to systematically explore the meaningful solutions without
problem-specific statistics. Amir and Givargis [17] assigned
an integer value to each weight, which is also learned during
training, to indicate phase separation. In their approach, due
to its autonomous nature, it is not clear how a designer can
intervene in the design space exploration.

In the proposed technique, we take the similar iterative
approach as Tann et al. [19]. That is, pruning is first applied
excessively to obtain the smallest version. If a minimum

accuracy threshold is given that the inference results must
exceed, then the smallest network that satisfies this require-
ment can be considered as phase 1. Once this smallest version
is determined, from that smallest version on, we restore
a set of parameters while keeping the weights belonging
to the previous phase fixed as depicted in Figure 1. Note
that we aim to obtain better accuracy by restoring some
weights while keeping the weights from the previous phase
remain the same. Thus, both restored and previously existing
weights are used in forward pass during training, and weights
updates through back propagation only happen to the restored
weights.

B. WEIGHT RE-TRAINING
Frankle and Carbin [38] reported the importance of the
initial values of the parameters in CNN training; this implies
that it is also crucial to decide how to initialize the added
weights in the iterative multi-phase CNN training. While it is
typical to randomly generate the initial values from a normal
distribution, it is difficult to apply this general wisdom in the
proposed approach, since a considerable amount of weight
values are inherited as fixed values from the previous phase
and never change during the re-training. Therefore, as in the
lottery ticket hypothesis [38], we independently train a new
CNN with the same sparsity and take its their values as initial
values of the multi-phase CNN parameters to be re-trained in
the corresponding phase.

Note that the ordinary back-propagation methods repeat-
edly change the value of all weights to minimize the loss
values at each iteration. On the other hand, recall that in the
proposed technique only newly added weights are subject to
change; this makes it difficult to maintain the direction of the
weight value changes. In order to keep the momentum and
direction of the weight changes, we let all the parameters to
be modified temporarily by the back propagation, instead of
keeping the fixed part unchanged. Then, at the end of each
epoch of the training, we overwrite the old values of the
weights that belong to the fixed part.

IV. ARCHITECTURE-AWARE SPARSITY
Existing CNN pruning techniques exploit the sparsity at
three different levels of granularity: weight, kernel, and layer
levels. Although the weight-level pruning such as [14] has
the highest degree of freedom in removing parameters, it has
been reported that it is difficult to take advantage of this
finest granularity pruning in terms of inference speed [16].
Therefore, coarse-grain pruning techniques [16], [19], [33],
i.e., kernel- and layer-level, also known as structured sparsity,
have been widely used in favor of faster inference.

Pruning granularity affects the system differently from
one design concern to another. For example, a finer-grain
pruning performs better than a coarse-grain one in terms
of accuracy loss while the coarse-grain works better in
terms of computation time and memory footprint reduction.
Furthermore, in order to enable sophisticated exploration
of the design space with respect to the given design
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FIGURE 2. GEMM-based computation of a CONV layer: 1) im2col is
applied to kernels W , input feature map I , and output feature map O to
obtain the converted 2D matrices W ′ , I ′ , and, O′ . 2) Then, the convolution
can be represented as a GEMM operation of O′ = W ′ × I ′ .

concerns, the pruning should be performed in an architecture-
aware manner. That is, the granularity of sparsity must
be judiciously chosen for a given resource requirement or
underlying hardware.

The proposed multi-phase training considers two different
levels of granularity in building multi-phase CNNs, i.e., for
each phase of multi-phase training, we add and train new
parameters

• at the unit of kernel (coarse-grain) or
• at a finer granularity in hardware-specific manner.

While the coarse-grain one is similar to existing kernel-
level pruning, the fine-grain one is unique and novel in that
the pruning decisions are made considering the underlying
hardware architecture. Specifically, we consider the SIMD
CPU architecture, since the CPU is the most common
commodity hardware for embedded computing. Yu et al. [36]
proposed a SIMD-aware pruning technique. However, their
approach is not be generally applicable because it is based
on a special sparse matrix multiplication format, Compressed
Sparse Row (CSR). It has been reported that they only
achieved speed up when the sparsity level is above 80%,
while the proposed fine-grain pruning is also beneficial for
small or moderate sparsity. Layer-level pruning can only be
applied to a limited type of CNNs [2] that is equipped with
bypass connections. In what follows, we first introduce the
general matrix multiply algorithm as a background, which
is widely used in CPU-based inference. Then, we present
the two different levels of granularity that we use in our
technique.

A. GENERAL MATRIX MULTIPLY (GEMM)
Among the layers that make up a CNN, fully connected (FC)
and convolutional (CONV) layers are known to be the most
computationally intensive. Essentially, an FC layer is the
matrix multiplication of the input feature map and the kernel,
which is of abundant parallelism. It is also common for the
CONV layers to be converted to General Matrix Multiply
(GEMM) for efficient inference, as illustrated in Figure 2.

Let us suppose that a CONV layer is characterized as
follows:

• H /W : height/width of input feature map,
• C : number of channels in the input feature map,
• R/S: height/width of 3D kernel,
• K : number of 3D kernels in the layer (number of output
feature map channels),

• M /N : height/width of output feature map.
Then, the output feature map of this CONV layer O can be
computed as follows:

O[k][n][m]

=

∑
0≤c<C

∑
0≤i<R

∑
0≤j<S

W[k][c][i][j] × I[c][n+ i][m+ j],

(1)

where 0 ≤ k < K , 0 ≤ n < N , and 0 ≤ m < M are the kernel
index, the row and column indices of the output feature map
O, respectively.

In order to apply GEMM to this convolution operations, the
kernel W, which is described as K 3D tensors, is converted
into a K × (R · S · C) 2D matrix W′ as depicted in Figure 2.
Similarly, the input and output feature maps I and O are
also converted to a 2D matrices I′ and O′, which are as big
as (R · S · C) × (M · N ) and K × (M · N ), respectively.
This procedure is known as im2col. Note that this conversion
causes a substantial redundancy in the input and output
feature maps, i.e., (R · S ·C)× (M ·N ) > H ×W ×C , which
is the cost of increased parallelism. With these conversions,
the operation of a CONV layer can be simply represented as
a single 2D matrix multiplication, O′

= W′
× I′.

Note that a row vector of the converted matrixW′ is an 1D
expansion of all elements of a single kernel that is depicted
as a R × S × C 3D tensor in the figure. A column vector
of the converted input feature map I′ is an 1D expansion
of a sub-image. A sub-image corresponds to a subset of the
input feature map for a single convolution point. That is,
the number of elements in a sub-image is equal to that of a
single kernel. So, the total number of sub-images for a CONV
layer is determined by how many times the convolution is
performed, which is equal to the number of elements in the
output channel (M × N ). As we have K distinct kernels,
the output feature map of the GEMM is represented as
K × (M × N ) as shown in the figure.
It is worthwhile to mention that a column vector of

I′ denotes a group of weights that locate at the exactly same
position in K different kernels. This will be later exploited in
the fine-grain pruning.

B. COARSE-GRAIN KERNEL SPARSITY
Similar to [19] and [39], we consider a structured sparsity for
building a multi-phase CNN at a coarse-grain, i.e., a set of
weights spanning a certain contiguous part of the kernel or a
single kernel is considered as a unit of addition in building
a multi-phase CNN. The left half of Figure 3 visualizes
how kernel-level pruning differs from traditional weight-level
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FIGURE 3. Comparison of the pruning approaches: weight-level pruning [14], proposed SIMD-aware (fine-grain) pruning, proposed kernel-level
(coarse-grain) pruning, and SIMD-aware pruning of Scalpel [36].

pruning. Traditional weight-level pruning (top left) results
in irregularly pruned (zero) values in the converted 2D
matrix (W′). On the other hand, kernel-level pruning (bottom
left) removes a single kernel (a 3D tensor), resulting in a
reduced number of rows in the converted 2D matrix (W′).
Because of this, the channel size in the next layer should be
adjusted to (as can be seen in the figure). We need to decide
which kernels to remove in the kernel-level pruning. As in
the traditional pruning method, the l2-norm value of each
kernel’s elements is used as an indicator of its importance.

It is worth mentioning that the this coarse-grain pruning
is memory-friendly thanks to its well-structured spatial
locality, i.e., the pruned kernels can be easily removed from
memory. Weight-level pruning, on the contrary, would result
in irregular patterns of zeroed-out weights in the transformed
matrices, as illustrated in the figure. Furthermore, kernel-
level pruning is also more favorable for achieving a gain
in inference speed for any type of hardware. Even without
any zero-skipping feature, the number of iterations required
by the processing element to perform GEMM operations is
automatically reduced.

C. FINE-GRAIN SIMD-AWARE SPARSITY
As stated earlier, the sparsity patterns caused by weight-level
pruning typically do not match to the parallelism granularity
of the underlying hardware architecture. Therefore, we need
another fine-grain sparsity that fits well to the underlying
micro-architecture. In our work, we target the finest level of
parallelism that exists in the modern microprocessor, namely
SIMD operations.

Note that, in a SIMD architecture, multiple operands are
processed together at the same time by a vector instruction.
For instance, in the case of a 128-bit vector operation
(4 × 32-bit floating point data are computed by a vectorized
instruction), four multiplication and accumulation operations
are actually computed at the same time in GEMM. Thus,
individual zero values that are irregularly scattered in the
matrix (the top left case in Figure 3) cannot be skipped
efficiently. On the contrary, four contiguous zeros in the
converted matrix (W′) may allow safe skipping of the vector

instruction (top right in Figure 3). In this example, four
elements inW′ that are processed simultaneously by a single
SIMD instruction coincide with four different elements at the
same position of four consecutive 3D tensors (highlighted
with the same color in the figure). This shows how the
SIMD-aware skipping ismore beneficial in terms of inference
time.

This SIMD-aware pruning is applied as a fine-grain
pruning to the converted 2D matrix W′. Note that Wuv is
the SIMD width of the underlying microprocessor, which
is 4 in this particular example, but could be different
in other hardware. For example, if a processor supports
a half-precision quantization (16-bit) and 128-bit SIMD
operations can handle 8 operands at the same time, we need
to applyWuv = 8. Here, as well, we use the l2-norm value to
quantify the importance of each pruning candidate.

V. BUILDING A MULTI-PHASE CNN
In this section, we present how to build a multi-phase
CNN from an original network, which is exemplified with a
5-phase CNN in Figure 4. We start by describing how to
obtain the lowest phase, the smallest CNN from the original
CNN using the coarse-grain sparsity. Then, we describe how
to determine the size of the highest phase based on the given
design requirements and how to iteratively add intermediate
phases in addition to the smallest CNN by combining the
fine-grain and coarse-grain pruning/restoring.

A. DETERMINING PHASES
1) THE LOWEST PHASE
In the proposed multi-phase training, which builds up from
the lower phase to the upper phase, the first thing to do is to
determine the lowest phase. The lowest phase has the lowest
accuracy, while it tends to have the highest inference speed
and the smallest memory requirement. In order to always
satisfy the imposed accuracy constraint, this smallest version
must also satisfy the accuracy constraint. Therefore, we apply
coarse-grain pruning to the original CNN several times in a
binary-search manner until we find the pruned CNN with the
minimum acceptable accuracy.
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FIGURE 4. How to create a 5-phase CNN using the proposed multi-phase training.

In this case, for instance, we first perform coarse-grain
pruning with 50% sparsity and check whether the resultant
accuracy is above the minimum acceptable accuracy. If so,
we try a more ambitious pruning degree (75%) hoping for
obtaining a smaller CNN. If not, coarse-grain pruning is
performed again with a smaller sparsity degree of 25%. This
procedure is repeated until the resulting accuracy is within
the range of the minimum acceptable accuracy ±1%. In the
proposed technique, we set theminimum acceptable accuracy
as 10% less than the accuracy of the original CNN, but this
can be set differently depending on the target application.
This is exemplified in the left side of Figure 4 in which A⃝ is
derived from the original CNN O⃝ by applying coarse-grain
pruning.

2) THE HIGHEST PHASE
In contrast to the lowest phase, the highest phase uses the
greatest amount of resources to achieve the best accuracy and
tends to result in the longest inference time. Thus, we choose
the highest phase CNN based on the maximum available
memory and the minimum inference speed requirement.

While the accuracy of the pruned CNN can be easily
quantified using a test or validation dataset, it is not trivial
to estimate its inference speed and memory requirement
without actually running it. Since it is not feasible to run
test inferences during the multi-phase training, we propose
to use a polynomial regression-based performance estimation
model.

Note that most inference engines running on CPUs,
including the one that we use in our implementation [34],
are multi-threaded. In such systems, the number of threads
is also an important design parameter to optimize. While a
larger number of threads can help improve inference speed
by increasing parallelism, it can have a negative impact
on memory usage due to the duplicated data in GEMM
procedures.

We use a third-order polynomial regression analysis to
predict the inference speed and memory usage of the
system, with inputs of the sparsity of the CNN (i.e., the
total number of non-zero parameters) and the number of
threads used. Specifically, we created two separate predic-
tion models for inference speed and memory usage. The
prediction models were fitted with actual measurements of
inference speed and memory usage of various pruned CNNs
obtained during the binary search process to find the lowest
phase.

Figure 5 shows the result of the prediction model for
coarse-grain pruning we used in our experiment. The
hyperplane in the figure represents the 3rd order equation
obtained from the polynomial regression, and the dots
in the figure are the actual measurements for various
pruned CNNs. In the experiment, the accuracy of the
prediction models for the fitting data was 87.18% and
99.99% for inference speed and memory usage, respectively.
Memory usage increases proportionally with the number
of threads and network size, making it easier to predict.
In contrast, the inference speed demonstrates an irregular
behavior; it seems to have a different optimal number
of threads for different pruned CNNs. Note that this
regression model is target hardware dependent, so a new
regression model must be trained if the target hardware
changes.

Now that we can estimate the performance of a candidate
pruned CNN based on the regression model, we can
determine the highest phase CNN; we find the CNN sparsity
(the number of non-zero parameters, also referred to as
network size) and the number of threads that satisfy the
constraints imposed on the minimum inference speed and the
maximum memory usage. If there are a number of candidate
CNNs that satisfy the given constraints, we select the solution
with a larger number of non-zero parameters in the hope of
obtaining higher accuracy.
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FIGURE 5. Memory usage and inference speed prediction results of CNNs
optimized by coarse-grain pruning (red hyperplane: obtained polynomial
model, blue dots: actual measurements).

3) INTERMEDIATE PHASES
From the above, we obtained a 2-phase CNN, where the
lowest phase is the fastest (but less accurate) and the
highest phase is the most accurate given the memory/speed
constraints. We can add additional intermediate phases to
this. For instance, suppose that we obtained a 2-phase CNN
whose parameter sizes are 50MB and 500MB for the lowest
and highest phases, respectively. This multi-phase CNN can
run on the highest phase to improve accuracy under normal
conditions. However, in situations where other applications
require more memory space, it could be run in the lowest
phasewith fewer resources. If it were to run in an intermediate
phase that requires about 200MB instead of the lowest
phase (50MB), it could maintain a lower level of accuracy
degradation while improving memory efficiency.

This increased flexibility comes at the expense of increased
training time. In addition, when adding a new phase, the
parameters belonging to the lower phases should remain
unchanged. This results in a marginal loss of accuracy during
training. Adding a larger number of intermediate phases
indicates that such negative effects are more likely to be
imposed on the multi-phase CNN. Therefore, we need to
carefully choose how many phases and how to add them
between the lowest and the highest phase.

As mentioned in the previous section, we consider two
different sparsity levels: fine-grain and coarse-grain. Using
coarse-grained pruning results in a relatively large drop
in accuracy, but improves inference speed and effectively
reduces memory usage. On the other hand, fine-grained
pruning can minimize the drop in accuracy, although the
improvement in inference speed and memory usage is
relatively weak. Table 1 shows the accuracy results when
the two pruning methods are separately applied to obtain a
multi-phase CNN, which evidently shows the disadvantage
of coarse-grain pruning in terms of accuracy.

TABLE 1. Accuracy comparison of multi-phase CNNs obtained by
applying fine-grain and coarse-grain separately.

In order to exploit the trade-off between the two pruning
methods, we propose to combine them when determining
the intermediate phases.2 We first determine the size of
intermediate phase and determine how much to restore at the
coarse-grain sparsity. Then, we train the added parameters.
This is called coarse-grain restoring and is exemplified in
A⃝→A⃝’ in Figure 4. We then perform fine-grain pruning
to determine a subset of newly added parameters to survive
in the intermediate phase, e.g., A⃝’→B⃝. Further, we apply
a fine-grain restoring to this to obtain another intermediate
phase ( B⃝’→C⃝). This fine grain restoring can be repeated
until all newly added parameters are trained. The same
procedures can be applied between C⃝ and the highest phase
E⃝ to obtain a 5-phase CNN.

B. RUNTIME SWITCHING
In this subsection, we present how we enable runtime
switching between different phases in multi-phase CNN.
As stated previously, runtime switching requires adding (or
removing) parameters to (or from) an active CNN. In what
follows, we show how these are enabled for the two different
levels of granularity.

Firstly, for coarse-grain sparsity, we actually load and
unload the parameters at runtime. In addition to the param-
eters that belong to a lower phase, a new set of parameters
can be added. We can add more kernels (3-D tensors of W
in Figure 2) or/add increase the number of channels (C in
Figure 2). This results in an L-shaped additional parameters
in the transformed matrix (W ′ in Figure 2)) as illustrated by
A⃝→A⃝’ or C⃝→C⃝’ in Figure 4. It is important to note that
the kernels are added or removed in their entirety so that the
added or removed kernels only result in a change of number of
rows or columns in the transformed matrixW ′ while keeping
its regularity. This allows us load or unload the parameters at
runtime.

On the other hand, in fine-grain switching, e.g., B⃝→C⃝
or D⃝→ E⃝, we do not load or unload the parameters at
runtime, but choose the ones to participate in the inference
by masking. Therefore, added weights for fine-grain sparsity
do not need to be stored separately for each phase. Instead,
only the masking information needs to be maintained as a
meta-data. Consider a sequence of weights [3, 4, 5] as an
example in which 3 belongs to the lowest phase (phase 1)
and 4 and 5 are additionally included in phases 2 and 3,

2Note that, in the proposed technique, the pruning is sometimes applied
in an opposite way. That is, as opposed to the traditional pruning methods
obtaining an optimized CNN from the largest CNN by pruning out
some parameters, we start from the smallest CNN and restore additional
parameters.
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TABLE 2. Two benchmark CNNs used in the experiments: VGG-7 trained
with CIFAR-10.

respectively. In this case, a mask (1, 0, 0) is used for phase 1
while (1, 0, 1) and (1, 1, 1) are used for phases 2 and 3,
respectively. In order to minimize the storage requirement,
we store this meta-data in a compressed format. That is,
we only store the index of the first non-zero weights and
the differences of adjacent indices of non-zero weights.
For example, for a weight vector [3, 0, 0, 0, 4, 0, 5], the
metadata for masking becomes (0, 4, 2), in which the first
element 0 in the index of the first non-zero weight and
4 and 2 are the difference between 3 and 4 and 4 and 5,
respectively.

VI. EXPERIMENTS
A. EXPERIMENTAL SETUP
To verify the effectiveness of the proposed technique, we per-
formed a set of experiments on top of NVIDIA Jetson AGX
Xavier, which is equipped with an 8-core ARM v8.2 64-bit
CPU. Although it also includes a GPU, we only utilize the
CPU since we target low-power embedded computing. While
the multi-phase training framework presented in Section V-A
is implemented based on PyTorch [40], the inference engine
is separately implemented as an extension of an open source
inference engine Darknet with NNPACK [34] as described
in Section V-B. Note that NNPACK supports NEON, which
is a SIMD-extension of ARM instruction set architecture.
We customize the NNPACK NEON library to effectively
support the proposed fine-grain pruning which is described
in Section IV-C.
In our experimental setup, we quantify the inference speed

as the reciprocal of the average inference time measured
across all 10,000 images in the CIFAR-10 test dataset. The
memory usage is measured by monitoring the memory usage
using the top command in Linux while the inference process
is on going. This allows us to observe the actual changes in
memory usage during inference for different phases of the
experiment.

Table 2 summarizes the two CNN models that we used for
the experiments: VGG-7. CIFAR-10 were used to train the
two models, respectively. The CIFAR dataset is a collection
of 32 × 32 color images, with 10 classes (6,000 images per
class), which consist of a total of 50,000 training images and
10,000 test images.

FIGURE 6. Comparison of accuracy according to pruning rate when two
different pruning methods are applied to VGG-7 model on CIFAR-10.

B. EFFECTIVENESS OF PRUNING
In the first experiment, we verify the effectiveness of the
coarse-grain and fine-grain pruning techniques individually
and demonstrate their trade-off in speed and accuracy.
We applied each of the two pruning techniques to VGG-7,
varying the degree of pruning, i.e., the pruning rate. For
instance, a pruning rate of 60% indicates that 60% of the
original CNN was removed by pruning.

Figure 6 shows how the accuracy of the pruned CNN
evolves over different pruning rates for the two approaches.
For both, slight improvements in accuracy have been
observed over the original VGG-7 when the pruning rate was
lower than 30%. It is known that this anomaly occurs because
pruning with a small rate tends to eliminate overfitting of
the original CNN. The resulting accuracy of coarse-grain
was always lower than that of fine-grain pruning, and the
difference became even greater as the pruning rate exceeded
60%. In the case of pruning rates above 85%, we could see
a steep drop in accuracy, making it unusable. On the other
hand, fine-grain pruning resulted in much better accuracy;
it was even higher than that of the original VGG-7 until the
pruning rate reached 90%. However, above the 95% pruning
rate, there was also a sharp drop in accuracy.

Figure 7 and Figure 8 illustrate the inference speed and
memory usage results of the same experiment, respectively.
Both pruning approaches showed constant improvement in
inference speed as the pruning rate increased. However, the
speed gain from coarse-grain pruning was much greater
than that from fine-grain pruning. As shown in Figure 8,
in the coarse-grain technique, the pruned CNN actually
occupied less memory as the pruning rate increased because
the weights were actually removed by pruning. On the
other hand, fine-grain pruning was less effective in terms
of memory usage because the trimmed weight remains in
memory with a value of 0.

Figure 6, Figure 7, and Figure 8 evidently demonstrate the
trade-offs between the two pruning approaches for accuracy
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FIGURE 7. Comparison of inference speed according to pruning rate when
two different pruning methods are applied to VGG-7 model on CIFAR-10.

FIGURE 8. Comparison of memory usage according to pruning rate when
two different pruning methods are applied to VGG-7 model on CIFAR-10.

and resource usage; fine-grain pruning works better to main-
tain the accuracy while coarse-grain pruning is preferred to
achieve a speedup or reduce resource requirement. In typical
use cases, it is common tomaximize the accuracywith respect
to the given resource budget and latency constraint. We need
to carefully balance these two to achieve these two conflicting
goals, which is the focus of the next experiment.

C. BUILDING MULTI-PHASE CNN
In this sub-section, we shows how we build a multi-phase
CNN from VGG-7 that satisfies a given set of design
requirements as a case study.

1) DESIGN CONSTRAINTS/GOALS
We consider the following design constraints:

• Minimum accuracy constraint: 10% accuracy loss
from the original accuracy,

• Latency constraint: an inference should take no
longer than 5ms. That is, the inference speed should
always be higher than or equal to 0.2 inference per
millisecond (ms).

TABLE 3. Results of binary search to find most sparse phase.

• Memory budget: two different memory budgets are
considered, 55MB and 65MB.

While satisfying the above design constraints, we want to
co-optimize accuracy and inference speed.

2) DETERMINING THE LOWEST AND HIGHEST PHASE
As stated in Section V-A1, the lowest phase is determined by
the minimum accuracy. The original VGG7 model trained on
the CIFAR-10 dataset had accuracy of 86.68%, from which
the minimum acceptable accuracy for the lowest phase can be
calculated as 78.012%. Coarse-grain pruning was performed
repeatedly to find the candidate CNNs for the lowest phase,
and the pruning rate was chosen in a binary search manner
starting from 50%. Table 3 summarizes the results of the
binary search. The first trial with a pruning rate of 50%
resulted in an accuracy of 86.36%, which is much higher
than the minimum acceptable accuracy. So, in the next step,
a higher degree of sparsity, i.e. a pruning rate of 75%, was
applied and an accuracy of 84.41% was obtained, which is
again above the minimum accuracy constraint. The same
procedure was repeated until step 5, where the pruning rate
was 96.875%. However, since we obtained an unacceptable
accuracy of 67.34% from step 5, a smaller pruning rate
was applied in the following step. This binary search ends
when the resulting accuracy is within the accuracy margin of
1%p, which is in this particular example between 77.012%
and 79.012%.

Note that we obtained a set of differently optimized
CNNs with coarse-grain pruning throughout the binary
search procedure. These pruned CNNs are used to train the
performance prediction models described in Section V-A.
Based on these performance prediction models, the highest
phase that satisfies the latency constraint (0.2 inference per
ms) and the biggest memory budget (65MB). In this particular
example, the highest phase was determined to have a pruning
rate of 0%, i.e., no pruning is necessary from the original
CNN size, with 5 threads in the inference engine.

3) ADDING INTERMEDIATE PHASES
Since we have another smaller memory budget requirement
of 55MB (other than the 65MB requirement used to
determine the highest phase), additional intermediate phases
can be added. Note that these newly added phases are
assumed to have the same number of threads as the highest
phase for ease of implementation of runtime switching.
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FIGURE 9. Multi-phase training of a 5-phase CNN from a given set of
constraints.

TABLE 4. 5-phase CNN configuration that satisfies the four hypothesized
conditions.

The intermediate phase that satisfies the 55MB memory
budget can be defined by means of coarse-grain restoring
from the lowest phase. Figure 9 illustrates this procedure; to
fully take advantage of the difference between the memory
requirement of the lowest phase (51.7MB) and 55MB,
a coarse-grain restoring is performed ( 1⃝→ 1⃝’). Note that
this restored parameters are initialized to be the same weights
of the independently trained CNN of the same size (as state
in Section III-B). The actual measured memory usage was
53.7 MB, just off the 55 MB estimate. We attribute this
error to the prediction error in the regression model and
the implementation overhead of the custom inference engine
to manage the multi-phase network. Since the regression
model’s prediction of memory usage is relatively accurate,
the overhead is most likely due to differences in the
code managing the single network obtained by coarse-grain
pruning and the multi-phase network created by adding
weights.

Then, a fine-grain pruning is applied to 1⃝’ to get
an intermediate phase 2⃝. Note that the weights that are
present in 1⃝’ but not in 2⃝ can be additionally trained
in the next phase, 3⃝, which will replace 1⃝’. The same
procedure is repeated between 3⃝ and the highest phase ( 5⃝).
Table 4 summarizes the obtained 5-phase CNN obtained from
VGG-7 with respect to the given constraints by the proposed
technique.

D. EFFECTIVENESS OF TWO-LEVEL SPARSITY
In this experiment, we show the effectiveness of combining
two different levels of sparsity: coarse- and fine-grain
sparsity. The multi-phase CNN with 5 phases obtained from

FIGURE 10. Comparison of accuracy and inference speed when
multi-phase training is applied to VGG-7 model on CIFAR-10 dataset:
(a) proposed 5-phase CNN vs. coarse-grain/fine-grain only and
(b) proposed 6-phase CNN vs. coarse-grain/fine-grain only. The colored
area denotes the accuracy-inference speed design space covered by the
resultant multi-phase CNN.

the proposed combined granularity (combined_5p) have been
compared with two alternative multi-phase CNNs. The first
one (coarse_5p) is obtained only from applying coarse-
grain pruning/restoring while keeping the sparsity rates
as the same as the proposed one. Likewise, the second
alternative (fine_5p) is obtained from applying only fine-
grain pruning/restoring in 5 phases. Figure 10(a) illustrates
the result.

While the drop in accuracy was smallest in the case of
fine_5p, this fine-grain method showed limited ability in
terms of inference speed as reported in Table 5. Compared to
the proposed multi-phase CNN, it was about 36.4% slower
than the proposed approach in its lowest phase. On the
other hand, the coarse-grain onlymethod (coarse_5p) showed
the exactly apposite characteristics; it could be faster in
phases 2 and 3 than the proposed one, but it showed worse
accuracy results in phases 4 and 5.
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TABLE 5. Measurement results of accuracy, inference speed, and memory
usage of three 5-phase CNNs and improved 6-phase CNNs.

TABLE 6. The hypervolume calculated to quantitatively evaluate the
design space of the multi-phase CNNs in Figure 10.

While the proposed multi-phase CNN is intended to
combine the strengths of the two different levels of sparsity
granularity, it can be seen that phases 3 and 4 (highlighted
in the dashed oval) of the proposed CNN are outperformed
by the coarse-grain only method. This can be improved by
adding an additional fine-grain phase between these phases,
which results in a 6-phase CNN shown as combined_6p in
Figure 10(b) and Table 5. It can be seen that the proposed
technique enables flexible addition of phases to make up the
design space.

In order to measure the design space capability of the
proposed technique in an objective and quantitative manner,
we measure the hypervolume [41] of the design space
covered by the resultant multi-phase CNNs. In quantifying
the hypervolumes, we used the minimum accuracy and
latency constraints reported in Section VI-C1. Intuitively,
the hypervolume is a quantitative measure of the colored
areas in Figure 10. As summarized in Table 6, the proposed
multi-phase CNN outperformed the others in terms of design
space exploration capability.

VII. CONCLUSION
In this paper, we propose a multi-phase CNN technique
with improved resource efficiency so that CNNs, which have
shown high performance in various fields, can be operated
in resource constrained systems. In addition, we propose a
method for effective design space exploration in the trade-off
between accuracy and inference speed of multi-phase CNNs
by utilizing two-level granularity. A multi-phase CNN has
the same network size as a single CNN while containing

sub-networks composed of multiple phases. In addition,
by applying two-level granularity to the entire phase, each
phase can have a different accuracy and inference speed,
allowing for broader and more effective design space
exploration. A publicly available CNN inference engine,
Darknet with NNPACK, has been adapted to implement the
proposed technique, which also allows runtime switching
between different phases of multi-phase CNN. A set of design
requirements can now be considered together in a single CNN
by the proposed multi-phase CNN technique.
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