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ABSTRACT In multi-speaker scenarios, speech processing tasks like speaker identification and speech
recognition are susceptible to noise and overlapped voices. As the overlapped voices are a complicated
mixture of signals, a target extraction method from this mixture is a good front-end solution for further
processing like understanding and classifying. The quality of speech separation can be assessed by the noise
ratio or subjective scoring and can also be assessed by accuracy of the downstream processing tasks like
speaker identification. In order to make the separation model and speaker identification model more adapted
to complex multi-speaker speech overlapping scenarios, this research investigates the speech separation
model and incorporate with a voiceprint recognition task. This paper proposes a feature-scale single channel
speech separation network connected to a back-end speaker verification network with MFCCT features,
so the accuracy of speaker identification indicates the quality of speech separation task. The datasets are
prepared by synthesizing Voxceleb1 data, and used for training and testing. The results show that using an
objective downstream evaluation can effectively improve the overall performance, as the optimized speech
separation model significantly reduced the error rate of speaker verification.

INDEX TERMS Speech separation, voiceprint recognition, speaker verification, multi-tasking.

I. INTRODUCTION
Various voices are overlapped in reality scenarios, and the
target voice power-ratio (SNR) must be higher for humans
to understand or identify the content. Voice separation tech-
niques made it possible to separate the target contents from
the mixture of voices even with low power ratios. The neural
network models have shown to be highly effective [1], [2],
[3], [4] on voice separation tasks. Lutati et al. [5] focused
on the upper bound of single-channel speech separation and
proposed SepIt networks, which showed good performance
for multi-speaker speech separation with 5 and 10 speakers.
Yang and Bao [6] combine RNN with CNN, and dis-
cussed separation performance and computational efficiency.
Paturi et al. [7] researched long form reality conversational
telephone speech, and proposed a speaker conditioned sep-
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arator trained on speaker embeddings, in which the target
speaker is extracted directly from the mixed signal using an
over-clustering based approach. Thus, the overlapped voices
are efficiently separated and used for several downstream
applications such as ASR and speaker identification (SI).
Usually, a target voice is extracted from a mixture of voices
or noise in order to improve the intelligibility or accuracy of
downstream applications.

Voiceprint recognition or speaker recognition, is the task
of identifying people by their voices. Some of its main sub-
tasks include speaker verification, recognition, diarization,
and robust speaker recognition. The purpose of speaker ver-
ification is to verify whether a speaker has uttered certain
statement based on the prerecorded utterance of the hypothet-
ical speaker. It is usually divided into two stages, as shown
in Figure 1. One is the front-end training stage, which is
used to extract speaker features and convert utterances in time
domain or time-frequency domain into high-dimensional

VOLUME 11, 2023

 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 112631

https://orcid.org/0000-0003-3848-3071
https://orcid.org/0000-0002-8584-5947


R. Jin et al.: Speaker Verification Based on Single Channel Speech Separation

feature vectors. Then, in the back-end testing stage, calculate
the similarity score between the registered speakers and test
speakers, and compare the score with a threshold according
to equal error rate (EER).

II. RELATED RESEARCH
Voiceprint recognition techniques have been greatly
improved since the rapid development of deep learning
and neural networks models. The d-vector model [8], pro-
posed by Google, designed a voiceprint recognition system
based on deep neural network (DNN) for the first time,
which greatly improves the accuracy compared to the tra-
ditional Gaussian models. Later, the x-vector [9] feature
based on 3D convolutional neural network (3D-CNN) was
developed for voiceprint recognition. Since then, many neu-
ral network-based voiceprint recognition model-frameworks
have been designed and widely applied. For example, the
residual network (ResNet) [10], [11], [12] based on con-
volutional neural networks, the delayed neural network
(TDNN) [13], and the long short-term memory network
(LSTM) [14], [15], [16] have all processed voice data from
different perspectives to obtain features more conducive
to classification and scoring, and model performances are
continuously improving.

Voice separation quality can be directly evaluated subjec-
tively or by SNR ratio. It can also be indirectly assessed by
the downstream applications such as speech recognition and
speaker recognition. The separation quality directly affects
the quality of recognition tasks. For example, Settle et al. [17]
connected speech separation and speech recognition tasks
to construct a multi-task network architecture to prove the
practicability of single-channel speech separation. The meet-
ing transcription system proposed by Watanabe et al. [18]
provided a solution to the problem of speech overlap in online
meetings by using a continuous speech separation method.

In recent years, researchers have also combined the
separation task with language separation and speaker
recognition tasks. For example, Saeidi et al. [19] combined
speech separation with traditional speaker recognition model.
Taherian et al. [20] combined single-channel and multi-
channel speech separation with DNN/ivector model. Zhao
[21] et al., jointly trained the speech separation results based
on convolutional recurrent network (CRN) and the speaker
verification network.Maciejewski et al. [22] adopted speaker
verification as a downstream task of speech recognition
and verification of separated results. Aysa et al. [23], [24]
combined speech separation with language recognition to
improve the accuracy of language recognition in mixed
speech through speech separation preprocessing steps.

In this research, wemixed some target and non-target audio
according to various power ratios. Voxceleb1 dataset is used
for building the training and test sets. In the separation stage,
the single channel speech separation model Conv-TasNet is
further upgraded to obtain the Conv-TasNet-FS model by
adding the feature scaling module. In the speaker verification

stage, the MFCCT features are extracted from the MFCC
features to improve the time domain characteristics of speech
features. Finally, we combine the two stages to reduce EER of
the speaker verification task in speech overlapped scenarios.

The rest of this paper is organized as follows. Section III
mainly introduces the network architecture and loss function
of speech separation, as well as the feature improvement.
In Section IV, the dataset, experimental setup, and compar-
ison of experiment results are discussed. The last section is
the summary.

III. CONNECTED MODELS
In this section, we introduce the architecture of the combined
models of separation and identification. Figure 2 shows the
framework of this research. A tandem approach is applied
for the single channel overlappedmulti-speaker identification
task.

A. PRE-TRAINING MODEL OF SPEECH SEPARATION
The single-channel time-domain speech separation models
can be designed with three parts, namely encoder, separation
network and decoder. Usually, the separation part is the main
focus of various mainstream methods. Neural networks mod-
els like CNN, RNN, attention mechanism, transformer [25],
etc.can be applied to the separation tasks.

The separation model adopted in this paper is Conv-
TasNet-FS model, which is named after the addition of α

feature scaling module to Conv-TasNet. Conv-TasNet is a
time-domain single-channel separation model proposed by
Luo and Mesgarani [26]. The encoder part of Conv-TasNet-
FS is composed of a 1-dimensional convolution and ReLU
activation layer, and the corresponding decoder is its inverse
transformation. The separation part is mainly composed of
temporal convolution network (TCN). In the 24-layer convo-
lution cycle, the dilated convolution with convolution kernel
is used to select features of different ranges.

Inspired by [27], we added a feature scaling block to the
1-D deep expansive convolution block as in Figure 3, which
is named α-feature map scaling (α-FMS) block. The FMS
is a technique that improves the distinguishability of each
feature map in the voice feature extractor. This technology
adopted in the research of Hu et al. [28] and Zhang et al. [29]
by enhancing the feature map via mixing the information
present in each filter. To do this, the FMS method uses a pro-
portion vector, which applies addition, multiplication, or both
methods in turn to each filter with values between 0 and
1 to enhance the feature map. Jung et al. [27] improved the
FMS technology by incorporating a learnable parameter α,
which expands the range from 0 to 1 to the entire real number
field, extended the scope of 0 to 1 in FMS. Thus, the added
learnable parameters to feature map effectively improved the
feature map resolution. As shown in Figure 4 and Figure 5,
we add a learned parameter α to the original feature M,
then multiply it with S, as shown in formula (1), where S is
indirectly obtained fromM after going through pooling, fully
connected and sigmoid layers, the specific process is shown
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FIGURE 1. The two-stage task of speaker verification.

FIGURE 2. Speech separation and speaker recognition framework.

in Figure 4.

M ′
= (M ⊕ α) ⊗ S (1)

B. VOICEPRINT RECOGNITION MODEL
The prototype network model, that is most closely related
to our work, is proposed by Chung et al. [11], in which the
residual convolutional neural network ResNetSE34 is com-
bined with various loss functions to obtain a metric space
through training, and the intra-class and inter-class distances
are calculated to perform classification. Therefore, the goal
is to increase the distance within different classes and reduce
the distance within the same class.

1) FEATURES
In the task of text independent speaker recognition, it is
necessary to train the speaker model with a large number
of speaker utterances. For each segment of speech, features
are extracted through the operations of frame splitting and
windowing, and MFCC features are used in this experiment.

For the improvement part, the features fed into the training
model are upgraded, that is, on the basis of MFCC, the
time-domain features of each frame are extracted to obtain
MFCCT features. The specific steps are as follows: (1) Pack-
age every 10 rows of each MFCC feature matrix column
into a bin; (2) select 10 different time domain parameters
as shown in the table from this MFCC bin; (3) write the
selected feature parameters into the corresponding columns.
The selected parameters are shown in the Table 1:

TABLE 1. Time domain parameters extracted by MFCCT.

TABLE 2. Some prototype model architectures. L: Length of the input
sequence.

2) THE TRUNK NETWORK
After that, we apply a thin RESNETse34 model, RESNETse
network with input channel 1, for training. As show in
Table 2. Then the frame-level information is aggregated into
the discourse level embedding through the encoder.

3) CONVERGED NETWORK
As a bridge between the frame layer and the hidden layer
of the discourse layer, the aggregation network aggregates
speaker features at the frame level into speaker features at
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FIGURE 3. 1-D conv-block with α-feature map scaling.

FIGURE 4. The architecture of α-feature map scaling block.

the sentence level. There are two main types of aggregation
networks used in this article. One is Self-Attentive pool-
ing (SAP) [30], which focuses on aggregating frame-level
features and identifying more formative frames for discourse-
level speakers. The other is attentive statistics pooling
(ASP) [31] to aggregate time frames and calculate the
weighted average and channel weighted standard deviation.

FIGURE 5. Illustration of the α-feature map scaling technique.
Independent α is added to each filter of a feature map [27].

• SAP self-attetion average pooling:
the attentionmechanism is applied to the pooling layer to
compute the importance weight vector so that the neural
network can focus on the special parts of the input.

• ASP attentive statistics pooling:
standard deviation is calculated on the basis of self-
attention pooling, and the calculation is the same as that
of statistics pooling.

4) LOSS FUNCTION
There are many kinds of loss functions in research reports,
including Softmax loss and its variants, Pairwise loss, Triplet
loss, Quadruplet loss, Prototypical network loss, Angular
Prototypical (AP) loss, etc. In this experiment, we choose
softmax variants AMsoftmax loss [32] and Angular Proto-
typical (AP) loss [12] to optimize the metric space.

• Additive margin softmax (AMsoftmax):
different from softmax, which can only divide the
boundary between categories, AMsoftmax can reduce
the intra-class distance and increase the class spacing,
and reduce the class interval to the target region, while
generating the class spacing with margin size. The for-
mula is as in (2), as shown at the bottom of the next page.
Where τ is a scaling factor for preventing gradients too
small during the training process [33]. And m is margin,
θln,n is the angle between the feature vector of the current
sample and the feature vector of its real category, and θj,n
is the angle between the feature vector of the jth category
and the feature vector of the current sample.

• Angular Prototypical:
the angular prototype loss is formed using the same
batch as the original prototype loss, reserving one utter-
ance from each class as a query. Each of its centroids is
made up of the same number of utterances in the support
set, so the test scenario can be accurately simulated
during training.

IV. THE EXPERIMENTAL SETUP AND DATASET
A. DATASET
Voxceleb1 [34] is a large-scale open source audio and video
dataset released by the University of Oxford in 2017, only
the audio data is used in this research. The audio and video
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of Voxceleb1 are taken from YouTube and belong to the real
English voice of reality scenarios. Its characteristics include:
1) a wide range of speakers with a variety of accents, occu-
pations and ages; 2) The gender distribution of the dataset
is balanced between men and women; 3) The audio sam-
pling rate is 16kHz, 16bit, mono and PCM-WAV format; 4)
Speech with a certain amount of real noise, non-artificial
white noise, noise appears at irregular time points, the human
voice contains loud or weak intervals; 5) Noise includes:
environmental burst noise, background human voice, laugh-
ter, speech aliasing, echo, indoor noise, recording equipment
noise, etc. Voxceleb1 selected a total of 1251 speakers,
including 1211 in the training set and 40 in the test set, and
these two sets do not overlap. According to the data format
required bymulti-task, we used the training and testing sets of
Voxceleb1 processed in two stages. In the following sections,
we describe the data processing method and the data in the
separation and identification stages.

1) Data processing method: we apply the same treatment
to the training and test sets. In the first step, each
audio is aligned and trimmed to the same length of
three seconds audio. In the second step, one speaker is
selected as the target speaker, such as id10001. While
one audio is the target audio, other speakers in the
dataset randomly selected as the non-target speakers.
We use different power ratios between target speakers
and non-target speakers to simulate the far and near
distance of two simultaneous speakers in various sce-
narios. There are 5 ratios are selected, they are [0.5:05,
0.6:0.4, 0.7:0.3, 0.2:0.8, 0.9:0.1]. And only the 100%
overlap ratio is used in this research, that means no
deviation between mixed voices. Among the power
ratio, 0.5:0.5 indicates that the distance between the
target speaker and the non-target speaker is equal in the
single channel scene, and 0.9:0.1 can indicates that the
non-target speaker is relatively distant. Finally, accord-
ing to the method of the second step, the next target
speaker is selected for mixing until all the speakers are
recursively selected.

2) Separation stage: the WSJ0-2mix data set is also
used for single-channel speech separation, based on
Conv-TasNet model in this research. However, [35],
[36], [37] and other experiments have proved that the
separation model trained on WSJ0-2mix is difficult to
adapt to downstream tasks. Therefore, we extracted
14.6G data from the mixed training set of Voxceleb1
at equal intervals, and divided it into 10G training set
and 4.6G validation set, used for the original separation
model.

3) Recognition stage: In order to verify the effect of
speech separation on the voiceprint recognition task,
we set up a comparative experiment. Therefore, the
datasets of voiceprint recognition are prepared by
mix-up with various ratios. The data volume accumu-
lated to 130G for the training set and 5G for the test set.
According to the requirements of the verification task,
we use the target speaker’s clean voice as the registra-
tion set to estimate the comparison results between the
mixed test set and the separated test set.

B. THE EXPERIMENTAL SETUP
1) SEPARATION EXPERIMENT
The speech separation pre-training model adopts the same
experimental configuration as [26] and adopts the network
form of encoder-separator-decoder. The difference is that we
only retain the target speaker’s speech after separation and for
the downstream voiceprint recognition task. The experiment
is based on pytorch 1.12.0 framework and trained onNVIDIA
GeForce RTX 3090 GPU with 24G memory. The model
optimizer uses Adam with an initial learning rate of 0.001.
The batch size is set to 24, and the total training time on a
single card is about 33 hours.

2) RECOGNITION EXPERIMENT
The experiment was conducted on a Quadro RTX A5000
GPUwith 16G videomemory based on pytorch 1.12.0 frame-
work. The maximum epoch is set to 100, and the batch
size is set to 200, that is, each batch reads one speech
of 200 speakers. The optimizer uses Adam with an initial
learning rate set to 0.001 and drops by 25% after every
3 epochs. Referring to [11] we only selected some parameters
for comparative experiment in the loss function, including:
AM-softmax selected margin=0.2, scale=30 and margin=0.3,
scale=30. The equal error rate (EER) of the evaluation index
refers to the value when the false acceptance rate (FAR) and
the false rejection rate (FRR) are equal. A smaller value
of the indicator indicates better performance. We trained
100 epochs in about 3.3 days per experiment and spend about
4 days after adding MFCCT features.

C. RESULTS
1) SPEECH SEPARATION EXPERIMENT
For separated results, we use the classic speech separation
evaluation indicators signal-to-distortion ratio improvement
(SDRi) and scale invariant signal-to-noise ratio (SI-SNR).

The SDRi index is defined as the difference between the
SDR (Signal-to-Distortion Ratio) of the separated speech
signal and the SDRof themixed speech signal, bothmeasured
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TABLE 3. Comparison witn other methods on WSJ0-2mix dataset.

in decibels (dB):

SDRi = SDR(separated) − SDR(mixed) (3)

SI-SNR measures the similarity between the estimated
source signal and the true source signal in terms of their
power ratio, and it is defined as the ratio of the power of
the true source signal to the power of the residual noise after
separation. Its calculation formula is as follows:

starget =
< ŝ, s > s

∥s∥2
(4)

enoise = ŝ− starget (5)

SI − SNR = 10 log10

∥∥starget ∥∥2
∥enoisis ∥

2 (6)

Where ŝ ∈ R1×T and s ∈ R1×T are the estimated and
original clean sources, respectively.

In order to maintain the generality, WSJ0-2mix was used
to verify the training and test of the improved network of 1-
dimensional depth expansion convolutional blocks, and the
results were compared with those before the improvement.
Meanwhile, we compared the classic neural network sepa-
ration models, DPCL++ [2] and uPIT [3] models, based
on the WSJ0-2mix dataset. DPCL++ is an end-to-end pre-
sentation of the deep cluster method, which mainly converts
speech signals into a high-dimensional feature space and then
clusters the signals in that space. Utterance-level permuta-
tion invariant training (uPIT), as its name suggests, uses an
utterance-level cost function to eliminate the need to solve an
additional permutation problem during inference. The results
are shown in Table3:

2) COMPARISON BEFORE AND AFTER SEPARATION
In order to verify the effectiveness of voice separation on
voiceprint recognition, the mixed Voxceleb1 training set was
used as the training set of voiceprint recognition model to
train the embedding space, and the mixed test set is compared
with the separated test set of Conv-TasNet-FS separation
network. The results are shown in Table 4.

We estimated the mixture of five different power ratios on
the effectiveness of speaker verification results after the pre-
processing step, as shown in Figures 6-9. From the results we
can see that when the power ratio of the target speaker to the
non-target speaker is 0.5:0.5, proposed method demonstrated
significant improvement for the separated speech. And the
higher target power ratio in the overlapped speech is bene-
ficial for the overall performance. Among them, SAP-AM,
SAP-AP, ASP-AM, and ASP-AP respectively selected SAP

FIGURE 6. Validation results of SAP-AM trained speaker recognition
model on mixed and separated data of five power ratios.

FIGURE 7. Validation results of SAP-AP trained speaker recognition
model on mixed and separated data of five power ratios.

FIGURE 8. Validation results of ASP-AM trained speaker recognition
model on mixed and separated data of five power ratios.

and SAP for conversion, and trained themodels through train-
ing. AM only selected the option with better performance,
m = 0.2 and s = 30 in parameter selection.

3) IMPROVED FEATURES BEFORE AND AFTER COMPARISON
In terms of feature extraction, we use MFCCT to extract time
domain parameters from MFCC. In [38], MFCCT improves
the accuracy by about 50% in the gender recognition
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TABLE 4. Multitask - Separate – recognition test results.

TABLE 5. Results of comparison between MFCC and MFCCT.

FIGURE 9. Validation results of ASP-AP trained speaker recognition
model on mixed and separated data of five power ratios.

experiment. Due to limited time and equipment, the experi-
ment with improved features only selects the aggregation net-
work SAP with the loss functions AMsoftmax (margin=0.2,
scale=30) and Angular Prototypical. The comparison results
are in Table 5.

V. SUMMARY
In order to solve the problem of target speaker verification
in a multi-speaker scenario, we propose a combination of the
two tasks. The target speaker speech is obtained through the
separation phase, and the target speaker identity is verified
in the recognition phase. In the separation phase, we propose
the Conv-TasNet-FS method of adding feature scaling mod-
ule and verified its effectiveness. In the recognition stage,
we added MFCCT features and verified its effectiveness
through experiments. The experimental results show that the
EER of the separated speaker verification tasks has been
significantly reduced. In the future work, we will continue
to research the speaker verification task in the multi-speaker

scenarios and try to integrate the training steps into the overall
model framework.
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