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ABSTRACT Aspect-based sentiment analysis (ABSA) includes aspect extraction and sentiment analysis on
those extracted aspects. This paper is mainly focused on the explicit aspect extraction from product based
online customer reviews. Many research studies on explicit aspect extractions have adopted dependency
rule-based techniques but limited their focus to only nouns and noun phrases as potential aspects. Moreover,
extraction of multiple-aspects andmulti-word aspects from online reviews are also not addressed by previous
research studies. In this paper, we have proposed a Dependency structure-based rules using ROOT Node
(DS-RN) technique using spaCy dependency parser to extract nouns, noun phrases, verbs, verb phrases in
addition to single word, multiple aspects and multi word aspect extractions from customer review datasets.
In our proposedmethodology, 30 new dependency-based rules are formulated and implemented on 5 different
product-based datasets. This study is based on the pattern analysis of dependency structures of review
sentences to develop dependency-based rules for explicit aspect extraction. The proposed approach also
incorporated lexicon-based pruning techniques to remove irrelevant aspects and retain correct aspects. The
performance results on 5 different product-based customer review datasets demonstrate that our proposed
DS-RN approach outperforms all other state-of-the-art baseline works with averaged value of precision as
87%, recall with 97% and 91% as F1-score.

INDEX TERMS Aspects, dependency structure-based rule, explicit aspect extraction, opinion lexicon,
ROOT node, sentiment analysis.

I. INTRODUCTION
The emergence of e-commerce websites has rehabilitated the
living style of common people that allows them to buy and sell
physical goods, services, and digital products online rather
than from a physical store. Unlike traditional shopping, online
shopping has grown in popularity around the world, primarily
owing to its ease of use. Online stores such as Amazon,
Flipkart, and many others, have provided a digital portal for
their customers to post and share their opinions in the form
of reviews about different products and services which they
have utilized [1]. These online reviews play a significant role
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and act as a valuable resource for both the potential customers
and e-commerce companies. Many customers rely on online
reviews to gain prior information about their target product
aspects (for e.g., quality, design, color, battery-life, look,
customer service, etc), that could facilitate their purchasing
decisions [2], [3]. On the other hand, the e-commerce com-
panies use these customer reviews to analyze the customers’
sentiments towards their product and services and identify if
any existence of product flaws, as early detection of flaws
can boost a company’s reputation, which in turn boosts sales
as well as customer satisfaction [4]. People, however, find it
difficult to read and summarize the large number of reviews
that are relevant to their needs in order to make an informed
decision. Therefore, an automated method for extracting and
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summarizing customer reviews is of paramount importance
for the social purpose. Sentiment analysis (SA) plays a sig-
nificant role in analyzing these reviews and producing a
comprehensive summary. As a result, SA has gained popu-
larity among the research community for its ability to process
the massive amount of data available on social media. SA is
a large suitcase that encapsulates several natural language
processing (NLP) tasks, according to [5] such as sarcasm
detection, aspect extraction, sentiment classification and sub-
jectivity detection.

Broadly, Sentiment analysis is performed at three levels
of granularity: document level, sentence level, and aspect
level [6]. In document level sentiment analysis, the goal is
to determine the overall sentiment (i.e., positive or negative)
about the whole document. For example, let's consider one
of the review comments ‘‘I really like my overall experience
with my MotoG Turbo Edition, but it runs out of battery
power in no time. The design and quality of the display is
however, amazing’’. We have referred to this product-based
review comment in each of the three levels of sentiment
analysis as mentioned below to understand the advantages
of fine-grained sentiment analysis (aspect level) over coarse-
grained (document and sentence level). Using document level
sentiment analysis, the overall sentiment is positive. How-
ever, it becomes difficult to extract irrelevant sentences from
the document and also, not possible to separately extract the
different sentiments about different aspects of an entity or
object. In case of sentence level sentiment analysis, the task
at this level goes to the individual sentences and determines
the type of sentiment polarity of each sentences i.e,whether
each sentences expressed a positive, negative or neural opin-
ion. But, the complexity arises when users express different
views in the same sentence. Considering the referred exam-
ple, the sentiment polarity of the first sentence is turned
as neutral while the sentiment polarity of the second sen-
tence is positive. However, customers, on the other hand,
are no longer satisfied with the overall sentiment polarity
regarding products or services, rather a fine-grained repre-
sentation of sentiment(s) towards various aspects or features
of the product is highly valued. Mostly in case of product
reviews, customers often express their opinions on various
aspects (i.e., multiple aspects) of that product. For instance,
the multiple aspect terms in case of the referred review com-
ment are MotoG Turbo Edition, battery, design, and quality.
The corresponding sentiments towards the aspect terms are
positive, negative, positive and positive, respectively. Such
a fine-grained approach is called Aspect-based sentiment
analysis (ABSA) [7].

Aspect-based sentiment analysis (ABSA) studies the rela-
tionship between aspects (i.e, features) of a product and
its associated sentiment(s) or opinion words. Among differ-
ent tasks of ABSA, aspect extraction, is the first and most
important task which involves identification and extraction
of aspects related to a specific product (i.e., entity), and the
second task is to perform sentiment analysis or opinion min-
ing on those extracted aspects. Broadly, aspect is categorized

either explicit or implicit [7]. For example, in the sentence
‘‘the battery life is amazing’’, the word ‘‘amazing’’ is associ-
ated with the explicit aspect term i.e., ‘‘battery life’’, on the
other hand, implicit aspects are those that are not expressed
directly in the review comment. Consider the following sen-
tence: ‘‘The phone is small’’. This sentence expresses an
opinion about the ‘‘size’’ (aspect) of the ‘‘phone’’. Both
explicit and implicit aspect extraction methods can be con-
ducted using three modes of machine learning i.e., either
supervised [8], [9], [10], [11], [12], [13], [14] or unsuper-
vised [22], [23], [24], [25], [26]. The significance of efficient
extraction of aspects and its associated sentiment words
become evident in many practical applications in following
ways:

• It represents an important phase to determine feature
popularity.

• Ranking of products in the market.
• Useful in Aspect retrieval system
• Sentiment Analysis and Classification using aspect-
based extraction.

• useful to construct user and item profiles in decision-
making processes, such as recommended systems [27].

A. MOTIVATION
Basically, most of the research studies based on aspect
extraction have used either dependency rule-based tech-
nique [18], [26], [27], [28], [29] or sequential pattern-based
approach [24], [30], [31], [32] for aspect extraction. In gen-
eral, the dependency rule-based technique perform relatively
well as compared to sequential rule approach in terms
of handling informal review text. However, the sequential
pattern-based rules have poor generalization capability due
to its static pattern-based nature [33]. Moreover, the exist-
ing approaches tend to become liable by considering only
noun or noun phases as aspects, whereas verbs can also be
considered as potential aspect terms. In some of the cases,
a customer might express his/her opinions about multiple
aspects of product/services. Many previous studies have not
focused on the extraction of multiple aspects, even if they
exist. Apart from this, several studies on aspect extraction
are often based on extraction of single-word aspect(s) (i.e.,
aspect word consists of only single word, for e.g., design,
material, color etc.) and multi-word aspects with length not
more than two (for e.g.: battery life, screen display, customer
service, technical support, etc.). But, practically, theword size
of aspect may vary depending upon the domain of interest.

B. MAIN CONTRIBUTION
We proposed a Dependency Structure based rules using Root
Node (DS-RN) technique to address the extractions of mul-
tiple aspects and multi-word aspects from online reviews.
In this paper, 30 new rules based on dependency struc-
ture are formulated to extract both single word aspect(s)
and multi-word aspect(s) with length more than two, along
with multiple aspect words from a sentence, based on its
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occurrences in a sentence. To implement these rules, we have
used spaCy Dependency Parser which shows the dependency
relationship between head words and their dependents. All
these newly formulated dependency-based rules in reference
to ‘‘ROOT Node’’ are useful for extraction of nouns, noun
phrases and verbs as aspects. In addition, we have incorpo-
rated lexicon based pruning technique to extract the correct
aspects by eliminating irrelevant aspects to reduce the false
positive counts.

The dependency structure is like a directed acyclic graph
with words as nodes and relationship between among two
words as edges. Each word in the sentence either modifies
another word or is modified by a word. For example, in the
sentence ‘‘beautiful watch’’, here the adjective word ‘‘beauti-
ful’’ is modifying the nounword ‘‘watch’’. Here, the adjective
word is called as dependent, or child node and noun word
(here ‘‘watch’’) is known as ROOT Node / governor /parent
/head. In other words, the ‘‘ROOT Node’’ of the parsing tree
is the only node that is modified but doesn’t modify anything
else and become the head of the entire structural graph of
the whole sentence. In dependency-based approaches, the
head-dependent relationship is made explicit by directly link-
ing heads (i.e., incoming arcs) towards the words that are
immediately dependent on them.

We have used annotated datasets containing customer
reviews of five electronic products for explicit aspect extrac-
tion [6], [18], [27], [34]. Many researchers also have worked
on this dataset for their studies on aspect extraction tasks.

C. ARTICLE ORGANIZATION
The rest of the article is organized as follows: in Section II,
we present a literature survey of the explicit aspect extrac-
tion method, especially in the aspect-based opinion mining.
In Section III, we describe the workflow of the proposed
model i.e., Dependency structure-based rule using the ROOT
node (DS-RN) approach to extract single-word aspect(s),
multiple aspect(s), multi-word aspect(s), considering both
noun and verbs as possible aspects. In addition, the signif-
icance of the utilization of opinion lexicon [7], self-created
action-verb lexicon and non-aspect noun lexicon for aspect
extraction are well illustrated in the form of figures. This
is followed by presentation of materials (graphical visual-
ization of the proposed rules i.e., Dependency based rules
using ROOT Node (DS-RN)) and an observational study
as shown in Table 1. Section IV describes the statistical
information about the customer reviews dataset used in
our study and discusses experimental results and compares
our work with existing approaches. Finally, Section V con-
cludes the paper and proposes some directions for future
work.

II. RELATED WORK
Several research studies have been focused on aspect extrac-
tion especially on explicit aspect type using various modes
of learning methods such as Unsupervised,Supervised and
Semi-supervised. The studies based on customer review

datasets [7] (i.e., product based reviews) are taken into
consideration for the study. Hu and Liu [7] initiated the
research work on aspect based opinion mining,considering
nouns as only aspect terms. The author used frequency based
approach i.e., Apriori Algorithm, extracting all the aspects
which are above the threshold count value. Later on, the
adjectives which are related to those extracted aspects are
considered as opinion words. The performance of the pro-
posed model on customer review datasets achieved results
with 80% recall and 72% precision. The work by Popescu
and Etzioni [22] further improved the previous work [7]
by using both frequency and Pointwise mutual information
(PMI)methods. They utilizedweb similaritymeasure in order
to improve precision value by discarding incorrect extracted
aspects. The experiment was conducted on customer review
datasets and the best result obtainied was 77% recall and 94%
precision.

Boot-strapping methods for aspect extraction was used by
Li et al. [35] for extracting aspects and their related opinion
words or sentiment words. In this paper, dependency rules are
formulated using grammatical relationship between aspect(s)
and opinion words. The newly extracted aspects were again
used for generating relation rules so called bootstrapping
approach. The results obtained 89% F-measure on Customer
review dataset.

A study by Samha and Li [36] adopted dependency
relation based rules for aspect extraction using customer
review dataset. The author formulated five new dependency
rules and combined 11 dependency rules from previous
works [18], [28]. The author has applied Data pre-processing
techniques such as removing punctuation symbols, after that
performing lemmatization, and finally tagging each of the
words in a sentence using POS tagger and finding the depen-
dency relationship in-between these words using Stanford
Parser and achieved 71.8% as F-measure.

The following are some examples of unsupervised works
that used syntactic patterns for aspect extraction. The author
Moghaddam and Ester [23] proposed a combined approach
using both frequency and POS patterns for both extraction of
aspects and pruning of incorrect extracted aspects. The model
performed on customer review dataset as 80% precision and
87% recall. Htay and Lynn [24] proposed eight pattern based
rules by perceiving all nouns and noun phrases as aspects
and obtained F-measure as 79%. Maharani et al. [30] also
utilized pattern based rules by defining new rules and also
used previously defined rules from other studies and achieved
best result as 67.2% F-measure on combining both the rules
for aspect extraction.

The most recent works on explicit aspect extraction by
Tubishat et al. [37] used the Whale optimization algorithm
(WOA) in conjunction with a new local search algorithm to
extract explicit aspects. The author used certain dependency
rules and pattern rules from previous studies and also for-
mulated new rules with total 126 rules for explicit aspect
extraction. Also, this study used new prunning algorithm(PA)
and achieved best result on customer review dataset with 92%
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F-measure after using both Improved Whale Optimization
and pruning algorithm.

Some of the research works have also focused on semi-
supervised based learning mode: Wu et al. [16] work based
on dependency relation only at phrase level such as noun
phrases and verb phrases for extraction of aspects. The
author considered the opinion words as neighbor to the
extracted aspect words based on the existing opinion lexicons
(i.e., dictionary of opinion words). Additionally, this study
also utilized a tree kernel with Support vectormachine (SVM)
model in order to derive the relations between aspect and
opinion words. The study used customer review dataset and
performed result 57% using F-measure.

The author [18] and [38] proposed a model called Dou-
ble Propagation(DP), based on dependency relation rules
method. This study considered only nouns and noun phrases
as potential aspect words whereas adjectives as opinionwords
and defined eight dependency based rules. However, seed
opinion words are pre-requisite to initiate the propagation
method. The seed opinion words are useful in extraction of
new aspects using these formulated dependency based rules.
In addition, the author used prunning techniques to improve
the precision measure. The experiment of this study focused
on customer review dataset and obtained result 86% as
F-measure. By further improving this approach, another study
by Liu et al. [39], integrated aspect association with semantic
similarity approach and the best result achieved on customer
review dataset with 87% F-measure.

Another approach were proposed by Kang and Zhou [27],
which improvised DP algorithm by adding new dependency
based rules. In addition, the author included comparative
rules, indirect dependency rules, direct dependency rules for
further improvement in result. Pruning methods were also
used to filter incorrect aspects. Finally, the proposed model
performed on customer review dataset where F-measure
was 87%.

Several research works also adopted syntactic pattern
based approach using semi-supervised mode of learning
method. A study by Samha et al. [20]proposed eleven fre-
quent patterns for aspect extraction. The author has used
the opinion lexicon developed by Hu and Liu [7], where
dictionary of opinion words are available. Based on this
opinion lexicon, the author used to match any opinion words
in the review sentence to one of the 11 formulated syntactic
pattern rule, then finally extract the corresponding aspect. The
proposed work is experimented on customer review dataset
and achieved result with 77% F-measure. Also, Rana and
Cheah [32] work based on syntactic pattern based method,
where the author only considered noun and noun phrases as
possible candidate aspects. In addition, this study also used
prunning techniques such as frequency based andNormalized
Google Distance (NGD). They reported F-measure results of
aspect extraction on customer review dataset [7] as 89%. Pat-
tern based rules were used by [40] where the author created
ten pattern based rules by studying the correlation between

aspect terms and their associated opinion words.However, the
work is based on consideration of noun or noun phrases as
possible aspects only. The performance resulted in F-measure
as 89%.

One of the most recent work by Feng et al. [41] used topic
modeling method such as Latent Dirichlet Allocation method
along with synonym identification. The author used TF-IDF
as a prunning technique to discard incorrect aspects. Based
on reported results, the best achieved results were obtained
on customer review dataset with 87% as F-measure.

In contrast to the approaches mentioned above, super-
vised approaches have been used in a variety of domains.
In addition, the majority of these techniques make use of
English language reviews. Work by Poria et al. [42] used
seven layer deep neural network model (DNN) with word
embedding, in addition with 5 linguistic rules for aspect
extraction. The author experimented with customer review
dataset and achieved result with 88% F-measure. Another
study by Da’u et al. [43], the author used Convolutional
Neural Network Model having multiple channels, combin-
ing both POS embedding and Word Embedding channel.
The result achieved on customer review dataset was 89% as
F-measure.

Some of the researchers also used Conditional Random
Field (CRF) method as supervised mode of aspect extraction.
Chen et al. [11] used CRF model for extraction of aspects.
Data preprocessing techniques such as removing of symbols,
spelling corrections and checker, stemming of noun words
are incorporated in this study. Using Labelled datasets, CRF
model got trained and applied on testing data for the per-
formance measurement. The result obtained was 82% with
F- measure.

Another work based on dependency based rule approach,
Liu et al. [29] extended the work of DP by adding new
dependency rules and used greedy algorithm for selection of
best rules from the set of rules for aspect extraction. This
experiment was carried out on customer review dataset and
obtained result 87% F-measure. One of the recent based
studies by Nawaz et al. [44] used both Normalized Google
Distance and ConceptNet method for extraction of aspect
words from the customer review dataset by discarding the
incorrect aspects based on word similarity. The author per-
ceived only noun and noun phrases as potential aspects.
The study achieved its best result with 86% F-measure.
Mubashar Hussauin et al. [33], one of the recent studies
about explicit aspect extraction proposed multi-layered tech-
nique using both syntactic dependency parser based rules
and sequential pattern based rules. The author used sub-
set of sequential rules used in the study [40]. These rules
were crafted to extracted both noun and verbs as poten-
tial aspects. The experiments were conducted on customer
review datasets containing both five electronic products [7]
and another dataset consists of three other products [29]
with the best achievements of F1-score as 0.90% and 0.88%,
respectively.
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Dragoni et al. [46] created dependency graph and devel-
oped three dependency rules based on the dependency
relationship for aspect extraction using SemEval 2015 and
SemEval 2016 datasets about restaurants and laptop reviews.
The results achieved on the laptop dataset and restau-
rant dataset were 60% F-measure and 51% F-measure,
respectively. In addition, the outcomes obtained in SemEval
2016 dataset were 67% for the restaurant dataset and 57%
for the laptop dataset. Another study [47] implemented
seven-layer deep convolutional neural network (CNN) in
addition to four dependency rules to enhance the performance
of aspect extraction. The experiment was conducted on a
Nikon camera dataset with 88.6% precision and 90% recall.

III. METHODOLOGY
In our study, we have proposed total 31 dependency-based
rules based on the various dependency structural patterns of
review sentences for explicit aspect extraction from online
reviews. These rules are graphically represented in Table 8
(Appendix) with encircled aspect words(s). Among these
31 rules, Rule 1 to Rule 29 follow Type-01 (i.e., depen-
dency structural based rules in reference to ROOT node),
whereas, Rule 30 and Rule 31 follow Type-02 (i.e., depen-
dency structural based rules non-reference to ‘‘ROOTNode’’)
approach. In this work, we have developed such rules to
address extraction of single word aspects(i.e., only one word
aspect), multi-word aspects(i.e., more than one word aspect),
multiple aspects(i.e., more than one aspect in single review
sentence), considering nouns, noun phrases, verbs and verb
phrases as possible aspect words.

Figure 1 shows the workflow of the proposed methodol-
ogy i.e., Dependency Structure based rules using Root Node
(DS-RN) technique. In Phase 1 of the proposed work-flow
model, data-preprocessing technique is carried out to clean
the review sentences by removing unnecessary symbols such
as quotation marks, salutations, apostrophes, hyphens, excla-
mation marks, which have no significant role to play with
aspect extraction. Further steps of data-preprocessing include
conversion of certain contracted forms of words (such as 'll,
've, n't, 've, 'm, etc) to its corresponding formal style of writ-
ing words (i.e., will, would have, not, have, have, am), which
proved useful to reduce the complexity of the dependency
relation graph [48] of a review sentence. After that, sen-
tence tokenization is performed followed by Part-Of-Speech
(POS) tagging and extraction of dependency relations among
the words in sentences using spaCy dependency parser. The
built-in dependency visualizer of spaCy library shows the
POS tags and syntactic dependencies of any given input
sentence, which plays a key role in identifying the ‘‘Root
Node’’ of the sentence.

After data-preprocessing step, our developed rules are
implemented on the pre-processed review sentences in
phase 2, which consists of Rules in reference to ROOT Node
and Rules non-reference to ROOT Node to extract possible
aspect words. Let's illustrate the Type-01 i.e., Rules in ref-
erence to ROOT Node. Consider one of the reviews given

by the customer, i.e., ‘‘the manual is relatively clear’’. The
main objective is to extract the target aspect word using
dependency structure based rule as shown in Figure 2, where
the auxiliary word ‘‘is’’ forms the Root word of this sentence.
There exists nominal subject (nsubj) dependency relationship
between the root word and left child (i.e., manual) of the root
word. And, the right child of Root Node (i.e., clear) is in
adjective complement relationship (acomp) with Root Node.
According to Rule 1, if Part-of-Speech (POS) of left child of
Root Node is NOUN and POS of right child of Root Node
is adjective ADJ ∈ Ow, where (Ow) represents the Opinion
Word Lexicon, which contains list of positive and negative
sentiment words, then, extract the left child of Root Node and
termed it as ‘‘aspect word’’.

Similarly, let's consider another review sentence consisting
of multiple aspect words (i.e., extraction of more than one
aspects). For instance, ‘‘it has good color and price was
great’’. Here, color and price are two target aspects which
hold direct object (dobj) and conjunction (conj) dependency
relationship with respect to ‘‘ROOT node’’, respectively. The
task is to extract these target aspect words using depen-
dency structure based rules. In this particular sentence, the
word ‘‘has’’ has no incoming arrow dependency from other
words and thus becomes the ROOT node of this dependency
structural graph. There exists ‘‘nominal subject’’ (nsubj)
dependency relationship between the Root word and left child
of the root word. And here, the POS of the left child is
‘‘PRONOUN’’ (PRON). In addition, the right child of Root
Node is in ‘‘direct object’’ relationship (dobj) with refer-
ence to ‘‘ROOT node’’. The word ‘‘good’’ which is one of
the members of opinion lexicon is in ‘‘adjectival modifier’’
(amod) dependency relationship with the ‘‘color’’ word. The
adjective word ‘‘good’’ shows the positive opinion about
the aspect ‘‘color’’ and thus plays a vital role in identifica-
tion of aspect word. Again, there exists another word which
holds conjunction (conj) dependency relationship with the
extracted aspect word (color). Based on the given dependency
structural pattern in Figure 3, target aspects can be extracted
using Rule 10 as shown in Table 2.
In our work, we have also addressed verbs as aspects using

action verb lexicon approach as shown in Figure 3. Now,
let's examine the case of extraction of multi-word aspect(s)
from the review sentences. For instance, ‘‘the moveable lcd
screen is great’’ as shown in Figure 5. In this particular
sentence, ‘‘lcd screen’’ is the multi-word aspect, which is
in ‘‘nsubj’’ relationship with the ‘‘ROOT node’’ (is) and its
associated opinion word i.e., great is in ‘‘acomp’’ dependency
relationship with respect to ‘‘ROOT node’’. The most impor-
tant dependency relationship in multi-word aspect extraction
includes ‘‘compound’’. In this case, the word(s) which hold
‘‘nsubj’’ as well as‘‘compound’’ dependency relationship
with respect to the ‘‘ROOT Node’’ should not be a member
of Non-aspect Noun Lexicon, which includes Pronouns (she,
he, it, they, etc.), time units (hour, minutes, seconds, days,
months, years, seasons, time etc.), distance units, quanti-
fiers(both countable and uncountable nouns) like- lots of,
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TABLE 1. Summary of related works.
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FIGURE 1. The workflow of the proposed Dependency Structure based Rules using ROOT Node (DS-RN) approach.

FIGURE 2. Single-word aspect extraction using Rule 1.

many, some, any, little, cardinal numbers (one, two, three
etc.), ordinal numbers (first, second, third, fourth etc). Other

non-aspect noun words such as way, issues, complaints,
inconvenience, troubles, problems, tons, facts, difficulty, pos-
sibility, smell, hearings, couple, combination, arrangement
and many more are being added in non-aspect noun lexicon.
In general, the noun word which is either in direct or indirect
relationship to the ‘‘ROOT Node’’ if represents to any of the
Non-aspect Noun Lexicon, then it cannot be considered as
an‘‘aspect’’.

In this paper, we have incorporated opinion lexicon and
self-created Action verb word lexicon (such as look, play,
read, set, install, freezes, operate, works, use etc.), Non-aspect
Noun Lexicon as different pruning techniques to eliminate
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TABLE 2. Rules in reference to ROOT node (Type-01).
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FIGURE 3. Multiple aspect extraction with application of opinion lexicon using Rule 10.

FIGURE 4. Extraction of verb as aspect with application of action verb (AVw ) verb as lexicon using Rule 5.

FIGURE 5. Multi-word aspect extraction using Rule 01.

incorrect extracted aspects (i.e., reducing false positive value)
which results in better performance of the proposed model.
We can use different pruning techniques such as normalized
google distance (NGD) as similarity metrics, cosine simi-
larity to increase the precision of the proposed model by
reducing false positive counts.

An illustration regarding Non-aspect Noun lexicon is
shown in Figure 6, where the word ‘‘everything’’ tagged as
Pronoun (PRON), though is in ‘‘nsubj’’ dependency relation-
ship in reference to ‘‘ROOT Node’’, still cannot be called
as an aspect. In general, every noun with ‘‘nsubj’’ depen-
dency relationship with the ‘‘ROOT word’’ is not always an
aspect.

Previous studies have developed limited set of depen-
dency based rules, which have not addressed extraction of
multi-word aspects of length more than 2. However, in real
life application, the length of the aspect may vary depending
upon the domain and its associated features. In this paper,
we have addressed this issue by formulating dependency
rules as shown in Figure 7. Consider the following sen-
tence as: ‘‘the light auto-correction is awesome’’, where light
auto-correction is the multi-word aspect of length 3. Here, the

word ‘‘light’’ though tagged as ‘‘adjective’’, but it is not truly
representing member of Opinion lexicon (/∈ Ow), thus, can be
considered as part of the multi-word aspect.

As shown in Table 3, Rule 30 and Rule 31 are basi-
cally Type-02 category of the Proposed DS-RN model.
Type-02 based rules (i.e., Rules Non-Reference to ROOT
Node) are special heuristic based rules, that involve no
role of ‘‘ROOT Node’’ in the dependency structural graph
for aspect extraction. Upon, studying various patterns of
review sentences from 5 different online product based
datasets, some of the most likelihood of occurrences of pat-
terns have enforced to create these special rules. Figure 8
illustrates Type-02 of Rule 30, where, the end word of
sentence (EOS) word i.e., ‘‘control’’ is tagged as NOUN
which is not a member of Non-aspect Noun Lexicon. And
the preceding words (i.e., remote, and universal), though
tagged as ‘‘adjective’’, however, not representing members
of opinion lexicon (Ow), therefore, ‘‘universal remote con-
trol’’ syntactically forms a ‘‘Multi-word Aspect’’ of length
more than 2. In otherwords, the End Word of the Sentence
(EOS) having POS (NOUN), which is not a member of
Non-Aspect Noun based lexicon and holding dependencies
(dobj, pobj, conj) are most likely to get considered as an
aspect.

Figure 9 illustrates the extraction of verb and verb phrase
as aspects, which follow the dependency structural pattern
as shown in Rule 31 of Table 3. In this case, the application
of self-created action-verb word lexicon helps to extract the
word ‘‘install’’ (verb) and ‘‘set-up’’(verb-phrase). Figure 10
and Figure 11 illustrate Type-02 based dependency structural
pattern rules with no involvement of ‘‘Root node’’ concept
for aspect extraction.
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FIGURE 6. Illustrated the application of Non-Aspect Noun Lexicon for aspect extraction.

FIGURE 7. Multi-word aspect extraction of length more than two using Rule 01.

FIGURE 8. Illustrated Type-02 Rule.

FIGURE 9. Extraction of verb and verb phrase as aspect using Rule 31.

FIGURE 10. Type-02 Non-reference ROOT Node Example with single
NOUN in sentence.

In order to understand the notion (i.e., algorithmic anal-
ysis) of Type- 01 based rules in Table 2, let us have a
brief explanation about the dependency structural pattern
of Rule 1, so that rest can be interpreted in a similar way
based on the relationship structural patterns among the words
with the ROOT node. Now, a sentence to follow the depen-
dency structural pattern of Rule 1, the foremost criteria is

that the Part-of-speech (POS) of the ROOT node should be
either a VERB or AUX (auxiliary). Again, the left child and
the right child of the ROOT Node must hold ‘‘nsubj’’ and
‘‘acomp’’ dependency relationship, respectively, in reference
to the ‘‘ROOT Node’’ of the dependency graph, which forms
the base structure of Rule 1. The most challenging task is
to derive and generalize various forms of the dependency
structural graphs of the base form, so that irrespective of
writing style of reviews (formal or informal), our proposed
DS-RN Model can capture the target aspect(s) by matching
the dependency structural patterns as shown in Table 1.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATASETS
In this study, we have collected publicly available customer
review datasets from amazon website which contains five
review datasets of four domains: Apex DVD Player(Data-
A),Creative MP3 Player(Data-B), Canon Digital Camera
(Data-C), Nikon Digital Camera (Data-D) and Nokia Cell
Phone(Data-E). It is a benchmark dataset used by many
research works based on aspect extraction.

In addition, these electronic product based datasets were
manually annotated by Hu and Liu by labeling each sentence

65126 VOLUME 11, 2023



P. Mishra, S. K. Panda: DS-RN Technique for Explicit Aspect Extraction From Online Reviews

TABLE 3. Rules with non-reference to ROOT node (Type-02).

FIGURE 11. Type-02 rule: Non-reference to ROOT Node.

with the target aspect(s). Table 2 summarises the attributes
of product-based electronic datasets in terms of total number
of explicit words and total number of sentences in particular
dataset.

B. EVALUATION METRICS
The metrics that were used in this study for evaluating the
performance of the proposed DS-RN technique on 5 different
electronic products based datasets include Recall, Preci-
sion, and F1- Score measures. Basically, there are two ways

to compute the results regarding explicit aspect extraction:
(a) based on multiple occurrences of each aspect word,
and (b) based on unique occurrences of each aspect
word.

In a dataset, an important aspect often occurs multiple
times based on the context of the opinion of a user. For
e.g., the aspect ‘‘battery’’ occurred 15 times in a set of cell
phones reviews. For (a), if any occurrence of ‘‘battery’’ is
extracted, then all occurrences of ‘‘battery’’ are considered
extracted, i.e., 15. If none of its occurrences is extracted, it is
considered as 15 losses. In (b), if any occurrence of ‘‘battery’’
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TABLE 4. Detailed statistic of the dataset.

is extracted, it is considered as one extraction. If the word is
extracted at least once, it is considered as one loss. In this
paper, we have considered only (a), as it is crucial to get those
important aspects extracted.

Consider a set X as set of distinct (i.e., unique) aspect
words extracted by proposed model and set Y as set of
labeled aspect words manually done by human annotators.
Let’s analyze the Confusion matrix terms i.e., True Positive
(TP), False Positive (FP), False Negative (FN) with context
to aspect extraction task. TP = | X ∩ Y |, FP = | X\Y |,
FN = | Y\X |.

For type(a) based computation result i.e., based onmultiple
occurrences of each aspect word, the evaluation metrics are
mathematically defined as:

• Recall= TP
TP+FN

• Precision= TP
TP+FP

• F1-Score= 2∗Precision∗Recall
Precision+Recall

C. PERFORMANCE OF PROPOSED (DS-RN) MODEL ON
PRODUCT BASED DATASETS
The performance of the proposed DS-RN technique in
terms of the aforementioned evaluation metrics on prod-
uct based datasets as discussed in section IV-A is shown
in Table 3. The average results of recall is much higher
as compared to precision. It is due to the fact that, the
DS-RN model has formulated generalized dependency based
rules with respect to both ‘‘ROOT node’’ and ‘‘Non-ROOT
node’’ concept, which ultimately increases the probability
of extracting more number of potential aspects. Never-
theless, the average F1-score of the dataset is also quite
promising.

D. PERFORMANCE COMPARISON OF DS-RN PROPOSED
MODEL WITH BASELINE MODEL TECHNIQUES
In this section, the performance of the proposed DS-RN
methodology is compared with other approaches such as
dependency based rule techniques, pattern based rules and
hybrid techniques(i.e., combination of two or more tech-
niques). All these existing approaches used the same set
of datasets i.e., electronic(product) based customer review
datasets for their work. Though many works have been
done for explicit aspect extraction using dependency based
rules, sequential pattern based rules, hybrid based techniques.

TABLE 5. Performance comparison with existing works based on
Dependency rule based approach.

TABLE 6. Performance comparison with other works based on Sequential
Pattern rule-based approach.

TABLE 7. Performance comparison with other works based on hybrid
techniques.

However, in this paper, some of the recent done works based
on the aforementioned techniques are already described in
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FIGURE 12. Average precision, recall and F1-score comparison chart
based on dependency rules work on 5 product based dataset.

FIGURE 13. Average precision, recall and F1-score comparison chart
based on sequential pattern based rules work on 5 product based
dataset.

FIGURE 14. Average precision, recall and F1-score comparison chart
based on hybrid techniques on 5 product based dataset.

Section II and are listed below for comparison of performance
with our proposed DS-RN model:

• Works using Dependency based rules include DP [18],
RubE [27], RSLS [29].

• Sequential Pattern rule based papers include Htay [24],
SPR [40],TF-RBM [32].

• Studies using Hybrid based techniques include Feng
[41], IWOA+PA [37], ML-RB [33].

E. DISCUSSIONS
The performance comparison of our proposed DS-RNModel
is done separately with the works done on dependency rule
based, sequential pattern rule based and hybrid techniques as
shown in Table 3, Table 4 and Table 5, respectively. Overall,
the DS-RN yield higher recall and F1-score compared to all
other approaches. The comparative results are also shown
graphically in Figure 11, Figure 12 and Figure 13.

V. CONCLUSION AND FUTURE DIRECTIONS
Previous works on aspect extraction mostly adopted depen-
dency rule based techniques or syntactic pattern based
approach. However, most of these studies mainly consid-
ered only noun/noun phrases as target aspects. In addition,
extracting multiple aspects from single review sentences,
multi-word aspect extraction are rarely concerned. In this
study, we have proposed a Dependency based Rules suing
ROOT Node (DS-RN) technique for the extraction of explicit
aspects from customer reviews. This proposed model can
identify and extract single aspect word, multi-word aspect(s),
multiple aspect words form the sentence using 31 rules that
have been formulated using the concept of ROOT Node
as reference as well as Non-ROOT node. Three types of
lexicon based pruning techniques i.e., Opinion-lexicon, Non-
aspect based Noun lexicon and Action verb lexicon are
incorporated manually into these rules in order to eliminate
irrelevant aspects. Five benchmark datasets from different
domain types were used in this experiment. The experi-
mental results conducted on DS-RN proposed model have
shown the significance improvement in the Recall, Preci-
sion, and F1-score of the proposed model compared to other
approaches worked on the same field and on the same
dataset.

In future, lexicons(i.e., dictionary) of opinions, action-verb
words, non-aspect based nouns can be created automati-
cally using reinforcement learning. Another possible future
direction of this study is to formulate more robust depen-
dency based rules in different domains of dataset other than
product-based so as to develop more generalized rules for
aspect extraction.
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APPENDIX
See Table 8.
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TABLE 8. List of Type-01 and Type-02 Rules.
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TABLE 8. (Continued.) List of Type-01 and Type-02 Rules.
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TABLE 8. (Continued.) List of Type-01 and Type-02 Rules.

65132 VOLUME 11, 2023



P. Mishra, S. K. Panda: DS-RN Technique for Explicit Aspect Extraction From Online Reviews

TABLE 8. (Continued.) List of Type-01 and Type-02 Rules.

VOLUME 11, 2023 65133



P. Mishra, S. K. Panda: DS-RN Technique for Explicit Aspect Extraction From Online Reviews

TABLE 8. (Continued.) List of Type-01 and Type-02 Rules.
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TABLE 8. (Continued.) List of Type-01 and Type-02 Rules.
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TABLE 8. (Continued.) List of Type-01 and Type-02 Rules.
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