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ABSTRACT The core idea of semantic recommendation is to incorporate semantic knowledge into the
recommendation process. The semantic recommendation algorithm, based on knowledge graph, ignores the
deep implicit semantics of the evaluation data. The semantic recommendation algorithm based on the deep
matrix decomposition model is limited to the implicit semantics of the evaluation data. The semantic recom-
mendation algorithm based on the collaborative filtering algorithm performs only the selection of the nearest
neighbors of the user or the item unilaterally and ignores the influence of other aspects, which naturally leads
to a decrease in the recommendation accuracy. To solve the above problems, this paper introduces Formal
Concept Analysis (FCA) based on collaborative filtering. Using the property that the formal concept in FCA
can cluster objects (users) and attributes (items) simultaneously, we propose a semantic recommendation
algorithm (SRKGFCA) based on the knowledge graph and formal concept analysis to solve the problem
of ignoring user or item factors. Finally, the proposed semantic recommendation algorithm is validated on
two public datasets in this work. By using traditional algorithms and current semantic recommendation
algorithms as benchmarks, extensive experiments show that our proposed algorithm consistently outperforms
state-of-the-art methods.

INDEX TERMS Semantic recommendation, knowledge graphs, representation learning, formal concept
analysis, deep matrix decomposition.

I. INTRODUCTION
In recent years, researchers have introduced semantic infor-
mation into traditional recommendation algorithms to alle-
viate problems in various types of algorithms. The most
classical application is the personalized recommendation for
Amazon online shopping mall [1]. Although semantic rec-
ommendation algorithms have facilitated the development of
recommender systems [2], themain drawback is the cold-start
and data sparsity problems. Zhang et al [3] achieved high
quality movie recommendation by introducing movie synop-
sis, poster and ontology as movie knowledge embedded in
a low-dimensional vector space, which largely alleviated the
cold-start and data sparsity problems. Semantic recommenda-
tion algorithms recommend items based on user preferences,
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but it is difficult to perform feature extraction when the items
are multimedia data.

Deep learning- based recommendation algorithms [4] can
extract semantic information about users or items from a
large amount of text data, but make recommendation systems
overly dependent on external text data and face the problem
of data source and reliability. The emergence of knowledge
graph that contain rich semantic information has brought
semantic recommendation research to a new stage of develop-
ment. The emergence of a large number of public knowledge
graphs (e.g., DBpedia [5], YAGO [6], Wikidata [7], Word-
Net [8], and CN-DBpedia [9], etc.) has enabled researchers
to more easily access and utilize semantic information and
obtain the final recommendation list by merging seman-
tic top-k nearest neighbors and collaborative top-k nearest
neighbors to form the final recommendation list and improve
recommendation accuracy. Translation model-based (Trans)
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map embedding technology is the most widely used, includ-
ing TransE [10], TransH [11], TransR [12] and TransD [13].
They embed knowledge graph triples into low-dimensional
vector space through gradient update training, which is more
interpretable and simple than the method based on graph
neural network [14].Wu et al. [15] learned the representation
of movies by constructing a knowledge graph in the movie
domain, and then combined the semantic similarity of movies
and the similarity of elements of collaborative filtering to
achieve higher accuracy and coverage of recommendations.
Reference [16] the knowledge graph representation learn-
ing method is used to embed the semantic information of
the items into a low-dimensional semantic space; then, the
semantic similarity between the recommended items is cal-
culated, and then, this item semantic information is fused
into the collaborative filtering recommendation algorithm.
This algorithm increases the performance of recommenda-
tion at the semantic level. Although the above knowledge
graph-based recommendation methods reflect user prefer-
ences through rating data, the high sparsity of the rating
matrix is the major drawback of the above algorithms. The
key is to unlock the hidden semantics of the rating matrix.

For the past few years, with the development of deep learn-
ing, He et al. [17] proposed NeuMF model (Neural Matrix
Factorization), which combines probabilistic computation
and multi-layer perceptron. Xue et al. [18] proposed DMF
(Deep Matrix Factorization) model to address the short-
comings of NeuMF in processing user ratings and obtained
better results. Although matrix factorization can effectively
determine the latent semantics in user-item interaction data,
it ignores the external semantic knowledge. Because it is
limited to the cryptic meaning mining of the items scored by
users, and deep learning itself applies the idea of heuristic
algorithm, when there are too many missing values in the
scoring matrix, the deep matrix factorization model is easy to
fall into the dilemma of local optimum in the training. There-
fore, the input of matrix factorization model is processed
accordingly, so that the input matrix or vector can describe
the characteristics of users and items more accurately, which
can often achieve better results. Jiarong et al. [19] performed
DMF model training after scoring matrix completion in the
way of mathematical matrix completion, and achieved good
recommendation accuracy. Quan et al. [20] achieved better
results by performing graph embedding through a modified
TransHR model and then populating the scoring matrix with
semantic similarity mixed with collaborative filtering simi-
larity. However, Jiarong et al. [19] simply used mathematical
formulas to complete the scoring matrix, while ignoring
external semantic information. Yuan et al. [20] used only a
superficial model for hidden semantic mining and ignored
the deeper semantic information of the evaluation matrix.
In recent years, researchers have found that FCA can cluster
both objects (users) and attributes (items) and is able to find
the nearest neighbors of users or items more efficiently than
the k-nearest neighbor algorithm. Both user-based K-nearest

neighbor and item-based K-nearest neighbor consider only
one-sided neighbor relationship. By introducing FCA into
collaborative filtering recommendation and considering the
neighbor relationship between users and items at the same
time, they achieved good recommendation effects [21], [22].
Jiang [23] proposed an ontology semantic extension-based
FCA to improve the computation of formal concept similar-
ity by incorporating semantic information from knowledge
graph. In FCA-based recommendation, Boucher-Ryan et
al. [24] first introduced the concept lattice of FCA into the
collaborative filtering recommendation algorithm to find the
nearest neighbor users based on the concept lattice, so as to
make product recommendation Zou et al. [21] used a con-
cept lattice in cosine similarity computation to improve the
prediction accuracy of a recommendation system with col-
laborative filtering. Mezni et al. [22] proposed a cloud server
recommendation system based on fuzzy FCA to determine
the relationship between users and items at a deeper level,
alleviating the problems of data sparsity and cold start and
achieving better results. The approach described above can
only make a recommendation for small amounts of data,
since a concept grid must be constructed. At present, the
recommendation algorithm based on FCA is far from popular
recommendation algorithms based on matrix factorization
and knowledge graph in terms of recommendation accu-
racy [21], [22], [24]. However, how to effectively use the
related theories of FCA and its semantic extension and inte-
grate them into the existing recommendation algorithms to
improve the recommendation effect of the existing algorithms
is a problem worth studying.

In summary, the recommendation model based on knowl-
edge graph ignores the deeper implicit semantics of the
evaluation data, while the recommendation model based on
the deep matrix decomposition is limited to the implicit
semantics of the evaluation data FCA can effectively solve the
problem of selecting the nearest neighbors of users or items
by traditional recommendation algorithms of collaborative
filtering, and has the theoretical basis for combining with
related semantic techniques. However, there are also prob-
lems in creating concept lattices in large-scale datasets or the
accuracy of heuristic concept algorithms is not high. In this
paper, we combine knowledge graph and FCA to propose a
new and better semantic recommendation algorithm.

1) In collaborative filtering, combined with the depth
matrix decomposition model, a semantic recommenda-
tion algorithm based on knowledge graph is proposed
in this paper.(Semantics based Recommendation using
Knowledge Graph, SRKG)

2) A fuzzy FCA-based concept area calculation method
and an attribute (item) based heuristic concept con-
struction algorithm are proposed to solve the problems
of lack of consideration of user ratings and difficulties
in operating with large-scale datasets.

3) FCA is integrated into the SRKG algorithm.
A semantics-based recommendation algorithm using
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knowledge graph and formal concept analysis (Seman-
tics based Recommendation using Knowledge Graph
and Formal concept analysis, SRKGFCA) is proposed
to solve the SRKG in PR1 evaluation prediction, which
considers only the item factor and ignores the user
factor.

The remainder of this paper is organized as follows.
In Section II, we briefly introduce the related work.
Section III presents semantic recommendation algorithms
based on knowledge graph. Section IV introduces our
SRKGFCA algorithm in detail. Section V evaluates our
implementation based on experimental results. Section VI
concludes this paper with future work.

II. RELATED RESEARCH
A. KNOWLEDGE GRAPH
Knowledge Graph(KG) is a practical approach to model
factual information in the form of entity-to-entity relation-
ships for representing extensive information from different
domains. DBpedia Knowledge Graph [5] is a specific exam-
ple of a Semantic Web application that automatically extracts
semi-structured data from Wikipedia and transforms it into
structured data that can be linked via Linked Data to other
knowledge graphs such as Wikidata [7], YAGO [6], Free-
base, etc. DBpedia’s Semantic Web technology facilitates
the application of Wikipedia data and was awarded Best
Application Service at the 2009 Semantic Web Awards. The
atlas containsmore than 6million entities, and in particular all
the entities of the Movielen movie recommendation dataset
required for use in this work are includeded.

B. FORMAL CONCEPT ANALYSIS
Formal Concept Analysis (FCA) [25] is a theoretical frame-
work that provides the basis for data analysis and knowledge
processing and can represent the relationships between
objects and attributes in a given domain. In real life, many
relationships between objects and attributes are ambiguous,
for example, even if someone has seen a certain movie, there
are often a variety of levels of personal preferences. For exam-
ple, not bad, average, not so good, etc. Fuzzy information like
this cannot be defined by a simple 0 or 1. Therefore, fuzzy
set theory was introduced to define Fuzzy Formal Concept
Analysis (FFCA) [25].
Definition 1 (Fuzzy Formal Background [25]):A fuzzy for-

mal background is a quadrupleK = (O,A,V ,R = ϕ(O×A)),
where is the set of objects, A is the set of attributes,R denotes
O the fuzzy relation between the set of objects O and the set
of attributes A, and V = [0, 1] denotes the affiliation taken in
the fuzzy relation. Each object and attribute in FFCA has an
affiliation µ1(o, a) ∈ V = [0, 1] between them. Given a grid
of concept pairs (o, a) ∈ O × A and the affiliation µ1, that
is, an indication of the extent to which the object o has (µ1)
the attribute a. Corresponding to the user rating relationship
for the movie, how much (µ1) the user o likes the movie a,
or how much the user o rates the movie a as µ1. The fuzzy
formal background is shown in Table 1.

TABLE 1. User-film fuzzy formal background.

FIGURE 1. User-Film Fuzzy Concept Grid.

Definition 2 (Fuzzy Formal Concept [16]): Given a fuzzy
background K = (O,A,V ,R = ϕ(O × A)), let E ⊆ O, I ⊆
A, and given an affiliation threshold α, define the following
operations.

E∗ = {a ∈ A| ∀o ∈ E, µ1(a, o) ≥ α} (2-1)

I∗ = {o ∈ O| ∀a ∈ I , µ1(a, o) ≥ α} (2-2)

wherµ1(o, a) is the affiliation degree of o corresponding to a,
and when the binary C = (ϕ(E), I ) satisfies E∗ = I , I∗ = E ,
then C is said to be a fuzzy formal concept, where E is called
the fuzzy concept externality and I is called the fuzzy concept
implication.

Also in the fuzzy concept C , the affiliation µo of each
object o ∈ O for the fuzzy set ϕ(E) is computed publicly
as

µo = mina∈I µ1(o, a). (2-3)

Taking the fuzzy formal background of Table 1 as an exam-
ple, let the affiliation thresholdα be 0.5. It is necessary to state
that since the only rating of user 2 for movie b is 0.4 < α,
which indicates that this user 2 does not like movie b, this
correspondencewill not be consideredwhen generating fuzzy
concepts. One of the fuzzy concepts can be obtained from the
above definition is {(2/0.6), (a, c, d)}, where ‘2/0.6’ indicates
that user 2 has an affiliation of 0.6 for the movie set (a, c, d).

In FFCA, the concept lattice is defined similarly to single-
valued FCA, where two fuzzy concepts are given and then
the corresponding fuzzy concept lattice can be obtained by
connecting the concepts through the partial order relation ‘≤’
between them. Figure 1 is the fuzzy concept lattice corre-
sponding to Table 1.

III. SEMANTIC RECOMMENDATION ALGORITHMS BASED
ON KNOWLEDGE GRAPH
A. SIMILARITY CALCULATION METHOD BASED ON
KNOWLEDGE GRAPH
For semantic recommendation algorithms, similarity compu-
tation is the core work, including semantic similarity of items
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based on knowledge graph, and similarity of items based on
ratings.

1) ITEM SIMILARITY BASED ON SEMANTICS OF
KNOWLEDGE GRAPH
In the semantic recommendation algorithm, the items Ii are
represented by vectors as

Ii = (ei,1, ei,2, . . . , ei,d )T (3-1)

where d is denoted as the embedding of items into a vector
space of dimension d and ei,q is the value corresponding to
the qth dimensional vector.

The Euclidean distance formula is used to calculate the
entity similarity of the recommended items.

dis(Ii, Ij) =

√√√√ d∑
k=1

(ei,k − ej,k )2 (3-2)

The Euclidean distance formula leads to a distance-based
semantic similarity formula for the two items simgraph,

simgraph(Ii, Ij) =
1

1+ dis(Ii, Ij)
(3-3)

2) SCORING-BASED ITEM SIMILARITY
Weuse the user-item interaction data, i.e., the user-item rating
data, to construct a rating matrix Rm×n of user set U to item
set I

Rm×n =

 r1,1 · · · r1,n
...

...

rm,1 · · · rm,n

 (3-4)

The user set’s rating of an item is used as a rating vector,
e.g. the vector for item is denoted as Ii = {r1i, r2i, · · · , rmi}T .
Then the similarity simcos of two items Ii and I is denoted as,

simcos(Ii, Ij) =

m∑
u=1

(ru,i × ru,j)√
m∑
u=1

r2u,i ×

√
m∑
u=1

r2u,j

(3-5)

where can be known from the vector Ii and ru,i is denoted as
user u’s rating of item i.
The cosine similarity takes values in the range of [−1,1],

so normalization is performed. The normalized cosine simi-
larity formula for item similarity based on ratings simrate is.

simrate(Ii, Ij)

= 0.5+ 0.5

×

∑
u∈Ui∩j

(ru,i − r̄u)(ru,j − r̄u)√ ∑
u∈Ui

(ru,i − r̄u)2 ×
√ ∑
u∈Uj

(ru,j − r̄u)2
(3-6)

where, r̄u denotes the average rating of user u, and Ui∩j
denotes the set of users who rated both items i and j.

B. SEMANTIC RECOMMENDATION ALGORITHMS BASED
ON KNOWLEDGE GRAPH
In this paper, we propose a semantic recommendation
algorithm based on knowledge graph for similarity (SRKG),
which mainly includes the fusion of two similarities and
makes initial score prediction, then improves and trains the
DMF model by including semantic information in the pre-
dicted scores, and finally results in the recommendation.

1) SIMILARITY FUSION AND SCORE PREDICTION
The semantic information of the knowledge graph and the
rating information of each user are incorporated into the
algorithm, i.e., the two item similarities mentioned above are
fused. According to (3-3) and (3-6), we can obtain the fusion
formula sim for the similarity of the two items.

sim(Ii, Ij) =


simrate(Ii, Ij), iff simgraph(Ii, Ij) = 0
simgraph(Ii, Ij), iff simrate(Ii, Ij) = 0
a · simrate(Ii, Ij)+ (1− a) · simgraph(Ii, Ij)

(3-7)

where, a < 1 is the fusion factor and when a = 0, the
proposed SRKG algorithm considers only the item similarity
calculated based on the knowledge graph.

We segmented the function, mainly to alleviate the cold
start (simrate = 0) or cases where the knowledge graph cannot
be the similarity (e.g., problems such as movie entities not
existing, simgraph = 0). By introducing the item similarity
computed by the knowledge graph, we can more accurately
predict the user’s rating of unrated items. The predicted rating
PR1 of user u for item i is,

PR1(u, i) =

∑
j∈(N (u)∩S(i,k))

(sim(Ii, Ij)× (ru,j − r̄u))∑
j∈(N (u)∩S(i,k))

sim(Ii, Ij)
+ r̄u

(3-8)

where N(u) denotes the items rated by user u, S(i, k) denotes
the top k items with the greatest similarity to item i, and
the intersection of the two is the reference object for rating
prediction.

2) DMF MODEL TRAINING
The purpose of the DMF depth matrix decomposition model
is actually to represent item and user features with low-
dimensional vectors, while accurately measuring the similar-
ity of users and items. For this purpose, its objective function
is as follows

pi = f iθn(. . .Wi3f iθ3(Wi2f iθ2(Wi1Yi∗)) . . .) (3-9)

qj = f jθn(. . .Wj3f
j
θ3(Wj2f

j
θ2(Wj1Y T∗j∗)) . . .) (3-10)

Ŷij = FDMF (ui, vj|θ ) = simcos(pi, qj), ui ∈ Yi∗, vj ∈ Y∗j.

(3-11)
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Algorithm 1 DMF model training algorithm Train_DMF
Input: number of model iterations iter,negative sample rate

nratio,original scoring matrix R,predicted scoring
matrix RPR1

Output: user and item weight matrixWui ,Wvi, where
(i= 1, . . . ,N − 1), the similarity of users and items

Ŷij
Initialization :

Randomly generateWui ,Wvi; // where
Wui ,Wvi is the weight matrix

Y = the values in the matrix R, Y+ = the
non-zero values in Y,Y−= all zero values in Y,
Y−sampled = randomly select nratio∗|Y| values from Y−

; // whereY+ is the positive sample, and Y−sampled is the
negative sample

T = Y+ ∪ Y−sampled ; //T is the training set
for it from 1 to iter do

for each user i and item j in T do
Yi∗, Y∗j← R+RPR1 ; //Yi∗, Y∗j are the row

and column vectors representing user and item
characteristics in R+R PR1

pi, qj← Input Yi∗ ,Y∗j to (3-9), (3-10) ; // pi, qj
denotes the low-dimensional vector obtained
after training

Ŷij← input pi ,qj to (3-11); //Ŷij cosine
similarity, i.e. normalized prediction score

L← Enter Ŷij and Tto (3-12); // Loss
calculation

Reverse learning updateWui ,Wvi; //
Gradient update model parameters

end for
end for
returnWui, Wvi, Ŷij;

Then, we measure the loss of training by the cosine simi-
larity, and the specific loss function is shown below

L = −
∑

(i,j)∈Y+∪Y−

(
Yij

max(rate)
log Ŷij

+

(
1−

Yij
max(rate)

)
log(1− Ŷij)

)
(3-12)

where, Y+,Y− denote the non-zero and zero values in the
rating matrix, respectively; max(rate) denotes the highest
rating of the recommendation system, which is mainly used to
normalize the ratings; Yij and Ŷij denote the true and predicted
values of the ratings, respectively.

where both R and RPR1 are m∗n matrices, and the missing
values of the R matrix are filled with 0,the RPR1 matrix in
Algorithm 1 represents the prediction rating matrix, which is
derived from the above computed PR1 prediction ratings, and
is filled with 0 values for items that have been selected by the
user. Compared to the original DMF training approach [18],
the improvement in this paper is mainly reflected in the 8th

row of the Algorithm 1, which is populated into the input vec-
tors pi, qj by the predicted ratings PR1 containing the external
semantics. It is worth noting that the positive and negative
samples of the model, as well as the true ratings Yij required
by the loss function, are still derived from the original rating
matrix R in order to guarantee the accuracy of the model.
We mainly populate the input vectors pi, qj with the main
purpose of making the input vectors pi, qj more accurate in
characterizing the user and the item. Because the training
positive and negative samples of the original model are not
changed, the training method of the DMF model proposed in
this paper is not much different in time complexity compared
with the training method of the original model.

After the DMF model is trained, we can get the u and i
cosine similarity by inputting the target user u and the target
item i into the model, i.e., the normalized prediction score
simDMF ,

simDMF (u, i) = DMF(u, i). (3-13)

Since the normalized cross-entropy loss function of the
model is normalized considering the ratings as well as the
bias term, the predicted rating PR2 of the target user u for
item i is

PR2(u, i) = max(rate) ∗ simDMF (u, i) (3-14)

where max(rate) indicates the maximum value of the rating
in the recommender system, e.g., if the highest user rating in
MovieLens is 5, then max(rate) = 5.
Rating predictions are made for each target user, and by

ranking the predicted ratings, the SRKG algorithm can be
summarized as the following process,

1) Retrieve the corresponding entity and its triples from
DBpedia by the name of the item.

2) The triad is trained to learn the TransE mapping rep-
resentation, and is given a low-dimensional vector
containing items.

3) Knowledge graph-based similarity of items and
evaluation-based similarity of items are computed from
the low-dimensional vector of items and the evaluation
information, respectively, and the similarity fusion is
performed.

4) The fused item similarity of the item is used to calculate
the prediction score PR1using k-nearest neighbors;

5) Fill the predicted scores PR1 into the input vector pi, qj
and train the DMF depth matrix decomposition model.

6) After the model is trained, the prediction results PR2
and recommendation results are obtained by inputting
the target users and items into the model.

IV. SEMANTIC RECOMMENDATION ALGORITHMS FOR
FORMAL CONCEPT ANALYSIS
A. STRONG CONCEPT CALCULATION METHODS
Following the FCA of Yuncheng Jiang et al. in semantic
retrieval [26] and the semantized FCA [23],for fuzzy for-
mal concepts C(ϕ(E), I ), the main purpose is to determine
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FIGURE 2. Concept Grid.

the closest set of items, and we will also include semantic
information in the computation of the fuzzy concept area
calculation. For item i, the formula for the fuzzy concept area
formula as follows

S ′concept (ϕ(E), I , i) =
∑
i′∈I

sim(i, i′)×
∑

µi∈ϕ(E)

µi (4-1)

where µi denotes the affiliation of each object in the extents
ϕ(E), which follows from (2-3), and sim(i,i’) denotes the
similarity of the two items, which follows from (3-7).

To find the set of nearest neighbors of an object or item,
we need to subtract concepts that contain only one item
or object from the concept lattice. For example, in the
concept lattice of Figure 2, there are three fuzzy con-
cepts that contain item b. For example, to find the nearest
neighbors of item b, we first need to subtract the concept
C1 = {(1/1.0, 3/0.7, 4/1.0, 6/0.8),(b)}. Among the remaining
2 concepts, for the sake of example, let the similarity between
attributes be both 1. Concept C2 = {(4/1.0, 6/0.8,), (a, b)} is
a strong concept of item b because it has the largest concept
area S ′ = (1+ 0.8) ∗ (1+ 1) = 3.6, so concept C2 is a strong
concept of item b.

B. STRONG CONCEPT-BASED SCORING PREDICTION
METHODS
By the above work we can calculate a strong concept for
each item. The implication I of a strong concept is the set
of nearest items of the item. For example, if the concept C2 is
a strong concept of item b, then the implication (a,b) is the set
of closest users of item b, and a is the closest user of item b.
With the set of nearest neighbor users, we can improve

(3-8), so that the improved PR1FCA is

PR1FCA(u,i) =

∑
j∈(N (u)∩(I (Ci)∪S(i,k)))

(sim(Ii, Ij)× (ru,j − r̄u))∑
j∈(N (u)∩(I (Ci)∪S(i,k)))

sim(Ii, Ij)

+ r̄u (4-2)

where I (Ci) denotes the set of implication of the formal
concept Ci.
Compared to (3-8), this equation differs mainly in the

selection of nearest neighbors by replacing S(k, i) with
I (Ci) ∪ S(k, i), which solves the problem that only item fac-
tors are considered in the SRKG semantic recommendation

Algorithm 2 Heuristic Concept Construction Algorithm
HCC
Input: Attribute a, fuzzy formal background K ′α ;
Output: Strong concept C(E,I) of the attribute a ;

Initialization.
E = ∅, I = ∅,ME = 0 ; /// Initialize extents and
connotations, maximum conceptual area
while (true) :

e= ∅, me= 0; //initialize this epoch and concept
area

for (eacho ∈ (a∗ − E)) do
// iterate through all ephemeral objects of a that

are not in E and add them to the ephemeral in turn
if S ′concept (E ∪ o, (E ∪ o)∗, a) is max

then //find the epitope with the largest conceptual area
e = E ∪ o,me = S ′concept (E ∪ o, (E ∪ o)

∗ , a); //save
this epoch and area

end if
end for
if e > ME or ( |I| + 1 ) < 2 then
// Determine if the current maximum area is

larger than the global maximum area, and the number
of inner attributes cannot be less than 2

E= e, ME= me, I= e∗ ; // stored as
global extents and intents, and maximum concept area

else then
Break;

end if
end while
return(E,I);

algorithm. Of course, we will also perform an experimental
comparative analysis of the effectiveness of the substitution
in the experiment.

C. HEURISTIC CONCEPT CONSTRUCTION ALGORITHM
Integrating FCA into semantic recommendation solves the
problem that the SRKG algorithm lacks consideration of user
factors. However, to implement FCA-based rating prediction,
we need to construct concept lattices whose construc-
tion requires extremely high time complexity.We propose
a heuristic concept construction algorithm to heuristically
construct strong concepts for each item.

For a fuzzy form background K ′α = (O,A,V ,R =
ϕ(O × A)) processed by affiliation thresholding, the
Algorithm 2 to heuristically find the strong concept of any
attribute (item) a ∈ A is as follows:
Taking the processed fuzzy background and item b in

Table 2 as an example, we describe an example of the
operation of the Algorithm 2. We first obtain the extents
b∗ = {1, 3, 4, 6} of b, where b does the ∗ operation when
the affiliation of user 5 is filtered because it is lower than the
affiliation threshold (a ≥ 0.5), and also for the convenience of
demonstration, we set the inter-attribute similarity in the inner
set to 1. After combining the objects in the extents with b in
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TABLE 2. Fuzzy formal background processed by threshold.

turn, we can get the users 1 and 4 that make the largest concept
area, and the alternative area 2; randomly select user 1 or
4 as the alternative user, and continue adding the remaining
objects to the epitaxy. If user 1 is chosen as the alternative
user, we end up with a strong concept {(1/1.0, 3/0.5), ( b, c)}
with an area of 3. If user 4 is chosen, we get the above
concept C2 = {(4/1.0, 6/0.8,), (a, b)} with an area of 3.6.
Obviously the heuristic algorithm does not always give the
optimal result, but it ensures that the product of the number
of extents and connotations is the largest.

Finally, we apply the HCC algorithm to the FCA-based
rating prediction to replace the concept lattice generation and
thus reduce the complexity of the algorithm.

D. SRKGFCA SEMANTIC RECOMMENDATION ALGORITHM
We achieve the purpose of dynamically setting the number of
nearest neighbors through the cluster property of formal con-
cepts by using the strong concept connotation of items as the
nearest neighbors of items. For the semantic recommendation
algorithm, the number of nearest neighbors for each item is
obviously not fixed, so dynamically setting the number of
nearest neighbors by FCA can improve the scoring prediction
efficiency to some extent. As for the accuracy, we will also
conduct comparative experiments in the experiment. To solve
the problem that the concept lattice is difficult to generate in
large-scale datasets, we propose a heuristic method to con-
struct concepts and a method to measure the range of fuzzy
concepts, which can reduce the complexity of the algorithm
to a great extent. By incorporating the heuristic concept
construction algorithm into SRKGFCA, our algorithm can
be executed in large-scale datasets.The SRKGFCA algorithm
can be summarized as the following process.

1) preprocessing and correlation as in SRKG algorithm
and computation of two similarities followed by sim-
ilarity fusion.

2) construction of a fuzzy background using the scoring
matrix R.

3) Generation of a strong fuzzy concept for each item
using the heuristic concept construction algorithm
HCC.

4) The set of inclusions by the strong concept of an item
as the nearest neighbour set for that item and PR1FCA
score prediction.

TABLE 3. Datasets.

TABLE 4. Triplet information table used for knowledge graph embedding.

5) replacing PR1FCA in SRKG for the same input vector
filling operation, DMF model training and finally the
prediction score PR2 and recommendation results.

Obviously, the problem of ignoring the user factor in the
SRKG algorithm is solved by FCA, using heuristic ideas
to generate strong concepts that allow the algorithm to run
in large-scale datasets. The improved SRKGFCA algorithm,
whose recommendation accuracy changes, is demonstrated in
the experiment.

V. EXPERIMENT AND RESULT ANALYSIS
A. EXPERIMENTAL DATA
In our experiments, we use two movie standard datasets in
Table 3 (MovieLens 100K (ML100K) and MovieLens 1M
(ML1M)) to test the evaluation prediction error and recom-
mendation effect of the proposed algorithm. ML100K is a
dataset with relatively small data volume and ML1M is a
dataset with relatively large data volume.

In this paper, DBpedia is selected as the knowledge graph
of the experiment, and the version number of DBpedia is
2019-8-30.We usedDBpedia Spotlight [27] tomap themovie
name data contained in theML100K andML1M datasets into
DBpedia, respectively. Although all movie name informa-
tion has been integrated into DBpedia knowledge graph [5],
there are cases where movie names cannot match the knowl-
edge graph. The main reasons are as follows, 1)The movie
noun in ML100K and ML1M data sets is missing, and the
movie marked as ‘unknown’. 2)The movie name exists in
the special characters, such as ‘ 13 ’. 3)Movies are released
in different years. Finally, for ML100K we get 1621 movie
entities corresponding to DBpedia and for ML1M we get
3892 movie entities corresponding to DBpedia. After obtain-
ing the corresponding movie entities in DBpedia, we extract
and filter triples (head entity, relation, tail entity). The triples
corresponding to 1621 and 3892 movie entities in ML100K
and ML1M data sets were obtained. All the relations which
appear less than 10 times in the triplet set have been cleaned
out. Finally, ‘dbo:wikiPageWikiLink’ and ‘dbo:starring’ to
be some 20 semantic relations of knowledge graph which
indicate the relations among categories, actors and actors. The
triplet related information that we finally use for knowledge
graph representation learning is shown in Table 4.
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FIGURE 3. Variation of MAE for PR1 prediction scores with different
fusion factors a.

B. BENCHMARK AND EVALUATION CRITERIA
We used the evaluation method used in the litera-
ture [17], [28], [29], with the following formula.

HR =
1
n

N∑
i=1

hit(i) (5-1)

NDCG =
1
n

n∑
i=1

1
log2(pi + 1)

(5-2)

MAE =
1
n

n∑
i=1

|ŷi − yi| (5-3)

RMSE =

√√√√1
n

n∑
i=1

(ŷi − yi)2 (5-4)

where, hit(i) of (5-1) indicates whether the target item appears
in the Top-k recommendation list, 1 if it exists and 0 if it does
not exist, pi of (5-2) indicates the position of the target item
appearing in the recommendation list, and pi → ∞ if the
target item does not exist in the list; both take values in the
range [0,1]. y, k in (5-3) and (5-4) denote the predicted and
true scores, respectively, and n denotes the number of samples
in the test set.

C. EXPERIMENTAL SETUP AND ANALYSIS OF RESULTS
1) SEMANTIC VALIDATION EXPERIMENTS FOR FUSED
KNOWLEDGE GRAPHS
We fuse the rating-based item similarity with the semantic
similarity of the knowledge graph by a fusion factor α, which
increases from 0 to 1 in steps of 0.1, i.e., from using only the
semantics of the knowledge graph for recommendations to
using only collaborative filtering for recommendations. The
graph embedding dimension is 200 and default values are
used for all other parameters. We run the SRKG algorithm on
the ML100K and ML1M datasets (with a nearest neighbor k-
value of 20) and obtain the experimental results in Figure 3
and Figure 4.

As seen in Figure 3 and Figure 4, both MAE and RMSE
error values decrease as the fusion factor α increases. For

FIGURE 4. Variation of RMSE for PR1 prediction scores with different
fusion factors a.

FIGURE 5. MAE and RMSE variation of PR1 and PR1FCA in ML100K
dataset.

ML100K, the lowest error value is reached at α = 0.6, while
for ML1M, the lowest error value is reached at α = 0.5. The
reason is that ML1M has a larger amount of evaluation data to
measure the similarity of items based on evaluations only, and
has a higher accuracy thanML100K, so it does not need more
knowledge graph similarity to be optimized relatively. It is
worth noting that the two errors are actually relatively larger
when α = 0 or 1. This shows the effectiveness of merging
two similarities. In the following experiments, we choose
0.5 as the fusion factor for ML1M and 0.6 as the fusion factor
for ML100K.

2) INTEGRATED FCA VALIDATION EXPERIMENTS
To calculate MAE and RMSE, we use two prediction scores,
PR1 and PR1FCA. To find the best value for nearest neighbor
k , for the ML100K dataset, k is set from 1 to 100 with a step
size of 10. For the ML1M dataset, k is set from 1 to 200 with
a step size of 20. Finally, we obtain the experimental results
in Figure 5 and Figure 6 below.

As seen in Figure 5, the smallest MAE and RMSE are
obtained for k = 30 in the ML100K dataset. It can be
seen in the figure that SRKGFCA has lower error values
than the SRKG algorithm in all cases for the same k. In the
extreme case of k (k = 1), the error of SRKGFCA can
still be at a low level, which indicates that SRKGFCA has a
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FIGURE 6. MAE and RMSE variation of PR1 and PR1FCA in the ML1M
dataset.

better recommendation for ‘cold start’ ; at the same time, the
extreme cases of k value often occur in practical applications,
which means that the algorithm has a stronger ability to deal
with extreme cases after integrating FCA. In this case, we can
basically conclude that the integrated FCA effectively solves
the problem of the SRKG algorithm ignoring user factors.
In particular, the significant improvement in the effectiveness
of the SRKGFCA algorithm in extreme cases (k = 1) in terms
of RMSE error is due to the fact that the algorithm is able to
find the set of nearest neighbors of each item more accurately
instead of generalizing to k nearest neighbors.

For the ML1M dataset with a large amount of data (e.g.,
Figure 6), the two algorithms achieve the lowest error at
k = 40, and the SRKGFCA algorithm has a lower error
deviation, confirming the conclusions drawn in Figure 5.
In general, the SRKGFCA algorithm shows better recom-
mendation results and confirms the effectiveness of the
integrated FCA.

3) COMPARISON EXPERIMENTS AND ANALYSIS OF RESULTS
To verify the effectiveness and rationality of SRKG and
SRKGFCA, we experimentally compared them with the cur-
rent recommendation algorithms, which performed well on
the MovieLens dataset.Benchmark methods are as follows

ItemKNN [28] : Item-based collaborative filtering recom-
mendation algorithm proposed by Rosing et al. By inte-
grating the score similarity into the classic Amazon item
collaborative filtering recommendation algorithm [17], this
algorithm achieves good recommendation effect and is one
of the benchmark comparison algorithms for most current
recommendation algorithms.

UserKNN+FCA [21] : A user-based collaborative filter-
ing recommendation algorithm based on FCA and concept
lattice proposed by Zou C et al in 2015. By integrating FCA
into the coordinated filtering recommendation algorithm, the
authors can more effectively mine the neighbor relationship
between users. It is a good algorithm in the field of FCA
recommendation in recent years, but it cannot be run in
large-scale data sets. It is worth noting that compared with
recommendation algorithms based on knowledge graph or

deep matrix factorization, the recommendation effect based
on FCA is relatively poor. Therefore, only the representative
UserKNN+FCA [21] algorithm is selected in this section,
instead of other FCA-based algorithms [22].

NeuMF [17] : He et al. proposed the deep matrix factor-
ization NeuMF model combining probabilistic computation
and multi-layer perceptron in 2017. This method performs
deep decomposition of the rating matrix through deep learn-
ing, so as to achieve high-quality semantic recommendation.
It is the reference model for most deep matrix factorization
models at present.

DMF [18] : Xue et al. proposed an improved deep matrix
factorization model through normalized cross-entropy loss to
deal with the shortcomings of NeuMF in dealing with user
ratings. It is a good algorithm in cryptic meaning recom-
mendation algorithms in recent years, and the DMF model
proposed by Xue et al. is also a model used in this paper to
mine cryptic meaning.

TransHR+SVD [20] : A semantic recommendation
algorithm implemented by Yuan Quan et al. in the past two
years through TransHR model and SVD matrix factorization
model. They introduce external semantic knowledge through
knowledge graph representation learning, and then usematrix
factorization to mine cryptic meaning, and achieve good rec-
ommendation results.

MC+DMF [19] : implicit recommendation algorithm
implemented by Shi Jiarong et al., through matrix completion
method and DMF model in recent two years. The sparse user
rating matrix is filled to reduce the sparsity of the matrix, and
then the deep matrix factorization is carried out to realize the
implicit recommendation algorithmwith better recommenda-
tion effect.

For training the DMF model, the number of hidden layers
is set to 2 for the ML100K dataset and 3 for the ML1M
dataset, the maximum number of training iterations is 500 in
each case, and the other hyperparameters are the default
parameters of the DMF model. The experimental results can
be found in Table 5.

As shown in Table 5, the SRKG and SRKGFCA algo-
rithms proposed in this paper, which combine external
knowledge graph semantics and internal hidden semantics,
achieve excellent recommendation performance. It is worth
noting that MAE and RMSE are error indicators and their
corresponding lower values indicate better recommendation
results, while HR and NDCG are recommendation accuracy
indicators and their corresponding higher values indicate bet-
ter recommendation results. In particular, compared to sev-
eral existing semantic recommendation algorithms (NeuMF,
DMF, TransHR+SVD, MC +DMF), SRKGFCA achieves
the best results in both datasets, except for the RMSE index,
which does not showmuch advantage. The reason for the lack
of advantage in RMSEmetric is that somemovie titles are not
matched with DBpedia and some movie entities correspond
to too few triads.

Our experimental results with UserKNN+FCA and
ItemKNN on the ML100K dataset confirm the effectiveness
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TABLE 5. Experimental results for each type of recommendation
algorithm.

of previous work on improved collaborative filter recommen-
dation algorithms based on FCA. The main improvement
lies in the fact that the k-nearest neighbor algorithm only
considers the item factor in nearest neighbor selection and
simply determines the nearest neighbor set of items through
item similarity ranking. In contrast, the FCA-based nearest
neighbor determination performs clustering of both users
and items, improving both the prediction rating error (MAE,
RMSE) and the accuracy of recommendation results (HR,
HDCG). Since UserKNN+FCA on the ML1M dataset is not
able to create a concept lattice in a short time, we did not
test the four categories of metrics for this algorithm on this
dataset.

Moreover, by comparing the experimental results of
grouping implicit semantic-based recommendation algo-
rithms (NeuMF, DMF) and knowledge graph-based algo-
rithms (TransHR+SVD), we can conclude that the implicit
semantic-based approaches are better at making sequential
recommendations, since their HR and NDCG values are
relatively high, which means that the content they recom-
mend to users is more consistent with their preferences,
while knowledge graph-based methods are better able to per-
form the rating prediction task since their rating error values
(MAE and RMSE values) are relatively low. Comparing the
DMF and NeuMF algorithms, the MC +DMF algorithm,
and the SRKG and SRKGFCA algorithms, it is found that
effectively padding the model input vectors increases the
accuracy of the recommendations, i.e., the problem of deep
neural networks falling into local optima during the training
process is mitigated. Combining the advantages of the two
types of algorithms, it can be said that the combined SRKG
and SRKGFCA algorithms have excellent representation in
prediction evaluation and also perform well in sequential
recommendation tasks.

TABLE 6. Comparison of algorithm recommendation results before and
after processing of the dataset.

In Table 5, the obvious shortcomings of our pro-
posed semantic recommendation algorithm can be found
by comparing the differences in MAE and RMSE between
our proposed semantic recommendation algorithm and the
TransHR+SVD algorithm in the two datasets. In both
datasets, the MAE values are not significantly improved,
and the RMSE values are even lower than those of the
TransHR+SVD algorithm in the ML1M dataset. When ana-
lyzing the ternary data from DBpedia, we found that the main
reason is that there is little or no ternary data for some of the
movies in the data. To check whether the MAE and RMSE
values are not significantly improved due to the small number
of triad data of somemovies, we deleted the records ofmovies
with less than 10 occurrences in the DBpedia triad in the
ML100K and ML1M datasets, i.e., 1544 movie records were
retained inML100K and 3460movie records were retained in
ML1M. We reran the SRKG and SRKGFCA algorithms and
found that both MAE and RMSE were reduced, as shown in
Table 6.

After processing the data, theMAE and RMSE error values
are further reduced, and it can be verified that some movie
entities aremissing or the corresponding triad data are too few
to affect the recommendation effect of the SRKG algorithm
and the SRKGFCA algorithm in the above experiments.
In addition, we find that the main reason for the missing
movie entities or the too few corresponding triad data is that
this work uses the public knowledge map of encyclopedias
instead of the domain knowledge map constructed by the
authors of the TransHR+SVD algorithm. However, exploring
more accurate knowledge graph representation methods and
constructing domain knowledge graphs is our main research
direction for the future. In the meantime, we find that the
semantic recommendation algorithm proposed in this paper
still dominates the recommendation accuracy in the compar-
ison between HR and NDCG.

VI. CONCLUSION
In this paper, we propose a semantic recommendation
algorithm based on a knowledge graph and formal concept
analysis (FCA) to address the shortcomings of the semantic
recommendation algorithm based on a collaborative filtering
algorithm. We address the problem that the collaborative
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filtering algorithm does not consider user or item factors
when selecting nearest neighbors by combining formal con-
cepts that can simultaneously cluster objects (users) and
attributes (items), further reducing the error in predicting
ratings. At the same time, we address the problem that
the conceptual grid of FCA cannot be generated in large-
scale datasets. Based on previous work, we propose a method
to calculate the fuzzy concept area and a heuristic to con-
struct formal concepts, so that the semantic recommendation
algorithm integrating FCA in this paper can run on different
datasets. We also selected several representative recommen-
dation algorithms as benchmark methods for comparison
and verified that our proposed semantic recommendation
algorithm based on a knowledge graph and FCA achieves
the best results on various metrics. Our next work will
address how to effectively use FCA for better nearest neigh-
bor discovery, how to effectively construct an intra-domain
knowledge graph, e.g., a knowledge graph for the movie
domain, and how to effectively use deep neural networks for
representation learning of large-scale knowledge graphs to
further improve the accuracy of semantic recommendations.
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