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ABSTRACT Many examples tell us that organizations’ well-being should be laid upon risk assessments.
Typical risk assessments, on the other hand, which produce a list of risk scenarios, more often than
not, do not result in enough information for mitigations when it comes to resource limitations such as
financial, time, or in this case: delays. Multi-attribute risk assessments give a solid foundation to develop
systematic quantitative risk measurements that organizations can use for security mitigations. This study
proposes a multi-level and multi-attribute risk assessment method that can be used to prepare mitigations in
organization-wide or specific sections of a company. This study presents the evaluation process and results
from a case study of a container terminal to evaluate delay risks in its dwelling time processes and to prepare
requirements onmitigations based on the risk projections. The proposedmethod in this studymainly operates
within the risk evaluation stage in the risk management lifecycle to complement other methods such as
FMEA, FTA, and DEMATEL, which mainly operate within the risk identification and risk analysis stages of
riskmanagement. The evaluations in this case study address the efficiency of business process risk factors in a
container terminal, not the safety-related risk factors. The proposedmethod takes event logs from information
systems as input to evaluate the risk performances by computing the attributes of the event data. The method
also offers risk projections to be treated as a reference to plan for mitigations and determine the likelihood
of risk factors. The evaluation results from this case study have provided insights for operation managers
and management to perceive and address risks within TPS Surabaya container terminal’s business processes.
The proposed method is called Improved Multi-Attribute Risk Assessment (IMARA.)

INDEX TERMS Risk assessment, multi-attribute, container terminal, risk evaluation, risk projection.

I. INTRODUCTION
The Concepts of risk management and risk assessment
have been around for more than 2400 years since the

The associate editor coordinating the review of this manuscript and

approving it for publication was Li He .

Athenians were known to advise risk calculations before
making decisions [1]. Nevertheless, risk management and
risk assessment as science are relatively young. It was
not more than 40 years since the first studies discussing
the fundamentals and principles of the subjects have been
published [2]. According to [3] risk management is the

62292
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0002-5622-026X
https://orcid.org/0000-0001-5373-660X
https://orcid.org/0000-0003-0351-7331
https://orcid.org/0000-0001-5717-9337
https://orcid.org/0000-0003-1817-2460
https://orcid.org/0000-0003-0261-4068


R. Budiraharjo et al.: IMARA: A New Approach to Multi-Attribute Risk Assessment Based on Event Data Weighting

process to identify, quantify, and respond to the risk without
impacting the objectives. Another research paper [4] also
similarly argues that risk management relates to the process
of identifying, analyzing, and responding to risk factor
during project implementation. However, today’s general
perspective on risk management tends to align with what
Dinsmore and Cabanis-Brwein argued in [5] that the concerns
of risk management is on conducting risk identification,
analysis, monitoring, and control.

On the other hand, risk assessment, which is a part of
the risk management activity chain, is an overall process to
identify, analyze, and evaluate risks according to [6]. Risk
assessment influences probable risks, their likelihoods and
impacts, and acceptance of the risks [7]. Risk assessment
focuses on evaluating risks where the uncertainties and
unexpected are objectively considered. This includes risks
identifications, risks consequences, risks probability, and the
tolerability of the assumed risks [8].

Risks in port terminals are categorized as state risk, social
risk, operational risk, environmental risk, financial risk,
commercial risk, and monetary risk [9]. Basel II Capital
Accord defines operational risk as the risk of loss arising
from the failure or inadequacy of internal processes, human,
external systems or events. Operational risks arise due to
poor work culture, lack of management oversight, errors,
malice, fraud, poor occupational safety and health, failure
to meet environmental requirements, physical disaster, and
weak internal control [10]. Operational risks in port terminals
mostly include the dwelling time processes.

Dwelling time plays crucial role in determining a port
terminal performance. According to [11], dwelling time is
the entire time a container waits in one or more port terminal
stacks. Similarly, [12] defined dwelling time as the total time
a container spends between the unloading to the leaving in
a port terminal. Hummels, explained that if dwelling time
can be managed to be shorter, then port terminals would
store fewer containers (no congestion), which enables the
port terminal to accommodate much more transactions [13].
Dwelling time is influenced by many factors; one of the
factors is the port operation processes.

Many studies discussed risk management in port terminal
using certain frameworks and methodologies to address the
issue of operational risk. However, Most of the studies
focused on the health and safety risk factors in port terminal
operations. Only a few discuss risks from the process
perspective. The case study of this paper focuses on the
operational risks of dwelling time in a port terminal, i.e., TPS
Surabaya, Indonesia, from the process perspective. This study
offers a new method primarily to evaluate and secondarily
identify and analyze risks using mainly event data (event
logs) from information systems. The proposed method in
this study mainly operates on the risk evaluation stage in
the risk management lifecycle. This proposed new technique
aims to complete and complement the other frequently used
risk assessment methods, which operate mainly on risk
identification and analysis stages.

Conventional risk assessments that include financial loss
calculation more often than not miss the quintessence of the
hidden threats. It is frequently challenging for a container
terminal operator to calculate the loss of a delayed dwelling
time to its finances and reputation. Nevertheless, this loss to
the operator’s reputation could be far more harmful to the
company than the actual financial loss caused by the delays
in dwelling time. This outlook is further convoluted when the
impact and likelihood of the delays are unpredictable.

Risk assessments that take into account attributes which
are not normally included in conventional assessments offer
many benefits. In particular, multi-attribute risk assessments
let managers identify their operational risks, express their
opinions about the severity of the impacts of certain risks,
and put forward their point of view about how the unpre-
dictability of risk can affect the risk mitigation priorities.
Into the bargain, multi-attribute risk assessments bring
forth structured and adaptable frameworks for calculating
a company’s threats utilizing the already available risk
information. Because operational managers have access to
the best threat information, the risk assessment method can
easily be adapted to new event data, and the changes in
their risk mitigation strategy can be adjusted. The benefit
of a multi-attribute risk assessment is not limited to the
quantifications it produces but also in the apprehension that
the operation managers obtain during the identification and
analysis stages in the risk management process [14].

This study is based on event data captured from infor-
mation systems used at PT. Terminal Peti Kemas Surabaya,
as the main input, and interviews with operational and
information technology managers, as the secondary input,
in Indonesia’s Surabaya container port terminal.

A time-dependent environment that changes over time
is one of the examples of such unique behaviors [15].
Consequently, over many years of developments, researchers
have proposed many dynamic modeling methods [16] that
offer operability in modeling and simulation of the time-
series behaviors in complicated systems [17] such as real-
world dynamic environments of port handling in container
terminals [18].

This study offers contributions to the topic of IT-assisted
risk assessment. The contributions are as follows:

1) In this study, we propose a new method of risk
assessment, mainly in the risk evaluation stage, which
complements other methods that are mainly used in
the stages of risk identification and risk analysis
such as Fault Tree Analysis (FTA), Failure Modes,
Effects, and Analysis (FMEA), and Decision Making
Trial and Evaluation Laboratory (DEMATEL). The
proposed method is adaptable to any organization that
uses information systems in its daily operations and
can be implemented in complex and multi-dimension
environments.

2) In this study, we propose a heavily quantified risk
assessment technique that largely uses historical event
data rather than expert judgments, although expert
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judgments are still minimally used. Risk evaluation
using the proposed method is data-driven, relatively
more accurate, picturing real-life conditions, can be
implemented into inter-systems environments, and is
less subjective.

3) In this study, we also include a prediction technique in
the proposed method which offers risk trends so that
managers and persons in charge can take preventive
actions to mitigate the potential risks.

The next sections of this paper will discuss the related works
in section II, the proposed method in section III, results
and discussion in section IV, and conclusions and potential
directions of future studies in section V.

II. RELATED STUDIES
There are countless studies on risk management. Literatures
studying risk assessment mainly fall into two categories of
topics, which are: First, reviewing or proposing new risk
assessment methodologies and; second, attributing to risk
analysis and application of risk assessments. This study can
be categorized into the second topic because it proposes a new
risk assessment technique, particularly in the risk evaluation
stage.

Explorations on the first group of studies [2], [19], [20]
revealed that risk analysis methodologies classically started
with the analysis and statistical reviews of incidents in work
environments. Research in [21] reported that the analysis
and data statistics are mainly received and accepted for
describing incidents in work environments among countries
in the EU. Aside from legislative initiatives and statistics are
crucial to improve working conditions, other mechanisms are
also prerequisites for monitoring the processes and ensuring
that the improvement targets have been achieved [22]. As a
result, several methods have been proposed to conduct risk
identification and risk analysis, such as FTA, FMEA, and
DEMATEL [23], [24], [25].

A study in [26] explored as many as 62 risk assessment
methodologies to analyze their shortcomings and perfor-
mances in real-world settings. The study also suggested
that using one general methodology to overcome the risks
of problematic environments should not be sufficient. The
characteristics of the work environment to be assessed
and its unique problems of risk exposures determine what
risk assessment methods are required. Complications in
risk assessment scenarios result in the need to develop
alternative methods. [27]. Uniformly, in documents that
regulate risk assessment, many observers have expressed
their skepticism on the validity and verification of qualitative
risk assessments [28], [29], [30]. This skepticism is despite
the lack of definite requirements and regulations regarding
risk management [31].

The second group of researchers focuses on the application
of risk assessment methods. However, most studies on
risk assessments in port container terminals applied the
more traditional qualitative techniques, which rely heavily
on human judgments. As one of the methods from Multi

Criteria Decision Making technique, DEMATEL is heavily
reliant on human judgments and participation. Due to its
nature (primarily focusing on making cause and effect
diagrams), DEMATEL often needs to be combined with
other methods when used in risk management, particularly
at risk identification. DEMATEL and Analytical Network
Process (ANP) are integrated for the first time to evaluate
an e-learning application’s intertwined effects in [32]. The
DEMATEL-ANP technique, in the topic of risk assessment,
is applied in the supply chain of crude oil within gas and
oil construction projects in [33] and [34]. Fuzzy versions
of DEMATEL-ANP technique were applied for construction
projects in [35].

In one study [36], the proposed risk assessment technique
was based on the Failure Mode and Effect Analysis (FMEA),
which uses three fundamental attributes, namely likelihood
(L), consequence severity (C), and the possibility of risk
being undetected (P). FMEA for risk assessment was also
used interestingly in [37] combined with AHP SAW based
on CObIT 5 standard. Other researches in [38] and [39] that
combined Fuzzy AHP and Fuzzy TOPSIS on risk assessment
for IT Governance also offer interesting angles to apply in
port container terminal risk assessment context.

Researches on risk assessment using FTA method are also
plentiful and offer interesting perspectives when used in the
risk analysis stage. For example, a study in [40] discusses a
quantitative risk analysis in construction projects using FTA
method. Another study in [41] discusses how FTA technique
is used to assess risks on public transportations.

Common risk management lifecycle activities consist
of risk identification, risk analysis, risk evaluation, risk
treatment, and risk monitoring. Risk assessment comprises
the first three activities of the lifecycle, i.e. risk identification,
risk analysis, and risk evaluation.Most commonly usedmeth-
ods to conduct risk assessment are concerned with risk iden-
tification and risk analysis. FMEA and DEMATEL methods
are mostly used in risk identification, while FTA method is
mainly used in risk analysis. However, very limited numbers
of methods are dedicatedly concerned with risk evaluation.
This study attempts to fill the gap by offering a new method
that primarily designed for risk evaluation. The new method
proposed by this study is named Improved Multi-Attribute
Risk Assessment (IMARA). Table 1 compares the implemen-
tations of FMEA, DEMATEL, FTA, and IMARA methods.

Figure 1 shows the primary implementation of FMEA,
DEMATEL, FTA, and IMARA methods within the formal
risk management lifecycle. It is important to note that the
proposed method in this study was not developed to improve
the existing methods; rather, it was designed to complement
the assessment results from those methods which operate
in the earlier stages of risk management activities.

III. THE PROPOSED METHOD
The method presented in this study proposed an alternative
approach to risk evaluation by applying quantitative attributes
measurements of event data from information systems. Event
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TABLE 1. The roles and the differences of the implementations of FTA, FMEA, DEMATEL, and IMARA methods in risk assessment.

data is usually overlooked and not covered in the more
traditional qualitative risk evaluation methods.

The proposed method is called IMARA (Improved Multi
Attributes Risk Assessment). The implementation of IMARA

is designed to be able to operate in multi-layers (levels)
within an organization. This case study was conducted in a
port terminal. However, the proposed method in this study is
supposed to be applicable to any type of organization as long
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FIGURE 1. Implementation of FMEA, DEMATEL, FTA, and IMARA within the Risk Management Lifecycle.

as it uses information systems to conduct its daily operations.
The next sections of this paper will discuss the proposed
method in detail.

A. CASE STUDY
This paper used a case study from a container terminal in
Surabaya, Indonesia (PT. Terminal Peti Kemas Surabaya
or more commonly known as TPS Surabaya). This case
study focuses on the delay risks of dwelling time in the
container terminal. According to the guideline issued by
the Indonesian government, the maximum dwelling time in
container terminals in all ports across Indonesia is three
working days. However, there are times when dwelling
times in TPS Surabaya exceed three working days. These
occurrences are due to many contributing factors. Non-
technical factors such as the deliberate delay by importers to
pick up their containers to use the terminal as a cheap and
economical storage area have been anticipated by imposing
a progressive tariff of 900% increase on the fourth day a
container stored within the terminal area, thus significantly
reduce these practices. However, technical factors such
as unexpected failures of equipment, prolonged custom
processing, or abnormal lack of workers in particular times
are more diffi- cult to predict and anticipate. This study is
focused to evaluate the risks performances from the latter
scenario.

In this case study, as suggested by TPS Surabaya, the
IMARA method was implemented only in two levels of
perspectives (out of three levels to reach the enterprise-wide
measurements), namely unit level (Level 0) and department
level (Level 1). This is due to data security reasons for the
TPS Surabaya. In this study case, we only had access to
the operational data of January 2022. In other organizations’
implementations, the levels of this proposed method could
be more than Level 2 or could be less depending on the
complexity and the need of their business processes. Table 2
shows the risk categories of dwelling time delays in TPS
Surabaya.

B. THE IMARA METHOD
The roles and implementations of IMARA method are
described in Table 2 above. The main objective of this
proposed method is to provide a helpful tool to conduct risk
evaluation activities (the third stage of the risk management

TABLE 2. Dwelling time delay risk categories in TPS surabaya.

lifecycle.) DEMATEL, FMEA, and FTA are mainly used in
the risk identification and risk analysis activities (the first and
second stages of the risk management lifecycle.) In essence,
the IMARA model is supposed to be able to conduct any
multi-layer and multi-dimensional risk evaluation activities
by applying levels of processes risks assessments as long
as any organization to implement the proposed method uses
information systems to conduct their daily operations; hence
all the event data are recorded in their systems. Implementing
information systems (although not necessarily integrated) in
the business processes is a requirement to adopt IMARA, for
this method works by doing computations to the event data
(event logs) gathered from the information systems.

IMARA starts with the lowest-level assessment (unit
level/level 0) covering detailed evaluations of every activity in
the business process, then goes up to level n for more holistic
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FIGURE 2. The IMARA framework.

evaluation depending on the complexity of the business
process. There are seven steps in the IMARA model. They
are: 1) Step 1: data preparation; 2) Step 2: attribution,
weighting, and crisp; 3) Step 3: data scoring; 4) Step 4: risk
performance measure; 5) Step 5: risk profiling; 6) Step 6: risk
analysis, and: 7) Step 7: risk forecasting.

The outputs from IMARA evaluations are expected to be
useful for conducting the next stage of the risk management
lifecycle, risk treatment.

Figure 2 below describes the framework of the IMARA
method.

1) STEP 1: DATA PREPARATION
Data preparation only applies to Level 0 assessment of the
IMARA model. This phase gathers operational data from
information systems for all of the process activities within
a period of time. The time period for the input data depends
on the activity life cycle of the organization. It can be yearly
data, monthly data, or even daily data. This phase includes
data cleansing to improve the quality of the data. In this paper,
we use the selective data from the Discharge department and

all of its three units to demonstrate the Level 0 of the IMARA
method.

Table 3 shows the selective processed data of discharge
activities gathered from the information systems of TPS
Surabaya for demonstration purposes. This processed data
would then be used as input for the next evaluation
steps.
Definition 1: Let CONT_KEY = container number,

RD = required document, EIR = equipment to incoming
ratio, and HRIR = human resource to incoming ratio.

In Table 3, the value of ‘‘1’’ in the DOC (required
documents) suggests that all of the needed documents are
present. In events where the required documents are not
available or incomplete, the value would be ‘‘0’’.

In this Step 1, we did not make any calculation for values
in Table 3. All of the data values are provided by TPS
Surabaya from its information systems using their calculation
methods. We conducted data-cleaning procedures on the raw
data before we used the data to test the proposed method.
In this paper, we use a small sample and selective data to
easily demonstrate our proposed method.
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TABLE 3. Discharge data for selective weekdays period from TPS
surabaya’s information systems.

TABLE 4. Sub-attributes weighting for discharge delay risk attribute
(level 0).

2) STEP 2: WEIGHT AND CRISP
This second phase of the method has two activities: weighting
the sub-attributes and making crisp matrices for each sub-
attribute. This phase applies to all assessment levels from
Level 0 to Level nexcept for the attribute type normalization.
Normalizing attribute type is only conducted in Level 0. In the
first activity, we weighed each sub-attribute according to
its impacts on the attribute’s overall risk. Using quantitative
assessment, we used weightings based on workloads in
certain periods. The formula used for weighting in this study
can be described as follows.

Wa =

∑n

i=1

xi
t
100 (%) (1)

where:
Wa: weight of given attributes
xi: containers with incidents caused by processes of
an attribute
t: total number of containers with incidents during a
window of time
Table 4 describes the Level 0 weighting for the discharge

delay risk using the rules above.
Definition 2: LetWoWD=weight onweekdays (Monday-

Friday), WoWE = weight on weekends (Saturday-Sunday),
and WoPS = weight on peak season (July-August).

The weights of some sub-attributes in Table 4 and Table 6
on certain time period tend to be higher than the others.
This might be due to some administrative staff (especially
in customs and quarantine) being allowed to take two days
off during weekends (depending on his/her position), while
the traffics are usually normal or even higher. However,
the weighting results in this case study were obtained by
computing the data input using (1), not by field interview.
Hence, the actual operational reasons are unexplored.

TABLE 5. Sub-attribute score matrix for discharge delay risk (level 0).

TABLE 6. Main attributes weighting for every risk sub-category (level 1).

Table 5 explains the Level 0 score matrix (crisp) for the
discharge delay risk.
Definition 3: Let AT = attribute type and NAT = normal-

ized attribute type.
In Table 5, the crisp values are pre-determined by the

operation managers, who set the value according to the risk
policies implemented in TPS Surabaya. The crisp values for
all levels in this study (from Level 0 to Level 1 or Level n)
are pre-determined. We set all of the values according to the
risk analysis documents of TPS Surabaya.

To avoid confusion, let’s first clarify the meaning of the
attribute types in this paper. The benefit type of attribute
means the higher the score, the better. While the cost type
of attribute means the lower the score, the better.

In this Step 2, all AT (attribute type) are normalized to
become NAT (normalized attribute type) by reversing the
attribute types to the opposite types (from benefit to cost,
or otherwise.) In Table 5’s case, the actual ATs of all sub-
attributes are the benefit types (meaning the higher the value,
the better or more desirable). However, in risk assessment,
a value that is desirable/good means it has lower risk score
(and so is the opposite: less desirable = higher risk score).
This is the reason why in this proposed technique, the ATs
need to be normalized (reversed) to the opposite type first
(to become NATs) before further calculations. In Table 5’s
example, they are from the benefit type of attributes to the
cost type of attributes (meaning the less the value, the better
or more desirable.)

Table 6 describes the Level 1 risk weighting, while Table 7
shows the Level 1 score (crisp) matrix of the main attributes
for terminal overall delay risk.
Definition 4: Let DC = discharge delay, QR = quarantine

delay, MYS = Main yard stack delay, CD = customs duty
delay, and PC = post clearance delay.
In Table 7, the crisp values are also pre-determined by

operation managers accordingly to the risk management
practices in TPS Surabaya.

The crisp value is one of the few elements in this study that
still need human judgment instead of based on the operational
event data. The other elements are Likelihood (L) and Impact
(I ) - whichwill be discussed in Step 5: Risk Profiling - and the
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TABLE 7. Attribute score matrix for holistic terminal dwelling time delay
risk (level 1).

TABLE 8. Discharge delay risk data scoring for selective weekdays period
of january 2022 (level 0).

risk acceptance threshold - which will be discussed in Step 6:
Analysis and Evaluation.

3) STEP 3: DATA SCORING
In this phase, the data which has been through data-cleaning,
was given scores using the attribute score matrix from the
previous step. Table 8 shows the scoring results of selective
data from January 2022’s weekdays discharge delay risk
(Level 0), while Table 9 describes the scoring results of
overall terminal dwelling time delay risk (Level 1) selective
data for the same time period.
Definition 5: Let Bs = base score and Sc = converted

score.

4) STEP 4: RISK PERFORMANCE MEASURE
In the fourth step, we calculate the normalized performance
score for risks per attribute using a calculation method
proposed in this study. The calculation method is explained
as follows.
a) Atomic level (Level 0)

Sa =

∑n

a=1

Xiatb
Xmaxiatb

Wiatb +
Xminiatc

Xiatc
Wiatc (2)

where
Sa: Normalized risk performance score
Xiatb: Assessed attributes with benefit type
Xmaxiatb : Highest score range (crisp) of an assessed attribute
Wiatb: Weight for the assessed attributes with benefit type

TABLE 9. Overall terminal dwelling time delay risk data scoring for
selective weekdays period of january 2022 (level 1).

Xiatc: Assessed attributes with cost type
Xminiatc : Lowest score range (crisp) of an assessed attribute
Wiatc: Weight for the assessed attributes with cost type
b) Subsequent level (Level 1, Level n)

Sa =

∑n

a=1

Xia
Xmaxia

Wia (3)

where
Sa: Normalized risk performance score
Xia: Assessed attributes
Xmaxia : Highest score range (crisp) of an assessed attribute
Wia: Weight for the assessed attributes

5) STEP 5: RISK PROFILING
At this phase, we made the risk profile assessment for the
selective period of time. The assessment also used a new
method we proposed in this study which is applicable for all
levels of assessment, i.e. Level 0 and Level 1 in our study
(or to Level n for other cases where it is appropriate). The
formula for risk profiling is explained as follows.

Rp =

∑n

1
(SaL) I (4)

where
Rp: Risk profile
Sa: Risk performance normalized score
L: Likelihood
I : Impact
The values of likelihood (L) and impact (I ) are pre-

determined by TPS Surabaya. In this study, we used all of
the values of L and I as documented in the TPS Surabaya
Risk Evaluation documents for both Level 0 and Level 1. TPS
Surabaya seemed to determine the likelihood scores based on
the frequency of risk occurrences within time periods in the
past years. And, in determining the likelihood, TPS Surabaya
calculated the financial loss of such risk occurrences by using
impact matrices.

Table 10 shows the calculation results using Step 4 and
Step 5 methods for Level 0 measurements of the DC
(discharge delay.) The calculation results from Step 4 by
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TABLE 10. Discharge delay risk performance and risk profile for selective
weekdays period of january 2022 (level 0).

using (2) are shown in the column ‘‘Sa’’ of Table 10, while
the calculation results from Step 5 by using (4) are shown
in the column ‘‘Rp’’ of Table 10. The symbols used in Level
0 calculations for Discharge Delay risk performance and risk
profile are explained in Definition 6 below.
Definition 6: In Table 10 (Level 0), let a = attribute, a1

= the attribute of required document, a2 = the attribute of
equipment to incoming ratio, a3 = the attribute of human
resource to incoming ratio, tb = the attribute type of benefit,
tc= the attribute type of cost,W =weight, Xa1 = calculation
result of a1 by using (2), Xa2 = calculation result of a2 by
using (2), Xa3 = calculation result of a3 by using (2), Sa =

Normalized risk performance score of Discharge Delay risk
by using (2), L = likelihood score, I = impact score, and Rp
= Risk Profile score of Discharge Delay risk by using (4).

In Level 0 assessment, let us take Xa1 from Table 10 as an
example to explain about the assessed attribute (Xia). From
Table 10, it is known that the normalized attribute type of a1
is cost (tc), the weight of a1 (Wiatc) is 0.5, while the score (Sc)
in this case is the assessed attributes with cost type (Xiatc).
Hence the Xa1is obtained by treating Xminiatc / Xiatc∗ Wiatc (see
(2)). According to the crisp matrix of a1 (Discharge Delay)
in Table 5, the lowest score range of the cost tipe attribute of
a1 (Xminiatc ) is 1. And in the case of 3/1/22 date in Table 10, the
Sc (Xiatc) is 5. Thus the Xa1 of 3/1/22 date according to (2) is
1/5 ∗ 0.5 = 0.1.

Let us take the 3/1/22 row as an example to explain Sa.
We simply add Xa1, Xa2, and Xa3 to obtain the Sa value in
Table 10 as suggested in (2). Because there is no normalized
attribute type of benefit (tb) in DC (Discharge Delay), the
Xiatb/ Xmaxiatb ∗ Wiatbis equal to 0. Hence, by running (2), the
Sa value for 3/1/22 date is (0) + (0.5 + 0.05 + 0.25) = 0.40.
Let us also take the 3/1/22 row as an example to explain

risk profile (Rp) by using (4). For 3/2/22 date in Table 10,
it is known that the value of Sais 0.40, the likelihood (L) for
DC risks is 2, while the impact (I ) of DC risks is 4. Hence,

the calculation result of Rp for 3/2/22 date by using (4) in
Table 10 is (0.40 ∗ 2) 4 = 3.20.
In this proposed method, the Rp calculation results from

Level 0 assessment are then used as the input for Step 2 of
Level 1, which the actually the first step of Level 1 (see
Figure 2).
The calculation method in Level 1 uses the equation (3).

In principle, it is the same calculation method as in (2).
However, the Level 1 computations omit the attribute type
variables unlike in Level 0 computations. Table 11 shows the
results of Level 1 assessment for this study case.
Definition 7: In Table 11 (Level 1), let a = attribute, a1

= the attribute of discharge delay, a2 = the attribute of
quarantine delay, a3 = the attribute of main yard stack delay,
a4 = the attribute of customs delay, a5 = the attribute of post
clearance delay, W = weight, Sc = score, Xa1 = calculation
result of a1 by using (3), Xa2 = calculation result of a2 by
using (3), Xa3 = calculation result of a3 by using (3), Xa4 =

calculation result of a4 by using (3), Xa5 = calculation result
of a5 by using (3), Sa = Normalized risk performance score
of Level 1 by using (3), L = likelihood score, I = impact
score, and Rp = Risk Profile score of Level 1 by using (4).

6) STEP 6: ANALYSIS AND EVALUATION
At this stage, we evaluate the assessment results using a
simple graph to enable the managers and non-technical
persons to analyze the risk profiles within a certain period
of time. The risks profiles are then compared with the risk
acceptance thresholds. In this study, we did not set the
risk acceptance threshold for TPS Surabaya. TPS Surabaya
determines the risk acceptance thresholds for its business
processes through its yearly risk evaluation activities. For
example, TPS Surabaya in the year of 2022 set the thresholds
at 4.1 for Discharge Unit, but at 3.5 for the overall dwelling
time process. We set the thresholds for all analysis and
evaluation in this step according to the Risk Evaluation
documents of TPS. Surabaya.

In this Step 6, the assessment results are evaluated using
graphical charts. This approach can easily highlight which
attribute or sub-attribute contributes the most to delays. These
graphical representations are easy to be understood even by
field operators. Figure 3 shows the graphical representation
of the discharge delay risk of January 2022 (Level 0), while
Figure 4 shows the overall dwelling time delay risk for the
same time period (Level 1.)

7) STEP 7: RISK FORECASTING
In this final phase, we forecasted the next period’s risk
projections. We used time-series prediction based on linear
regression in this proposed method. Our forecast used the
formula described below.

Y = mx + c (5)

where
Y : Forecast
m: The value of the slope from the historical data

62300 VOLUME 11, 2023



R. Budiraharjo et al.: IMARA: A New Approach to Multi-Attribute Risk Assessment Based on Event Data Weighting

TABLE 11. Dwelling time delay risk performance and risk profile for selective weekdays period of january 2022 (level 1).

FIGURE 3. Risk performance of the attribute discharge delay (level 0) for
the selective weekdays time period of january 2022 where the dashed red
line indicates risk acceptance threshold.

FIGURE 4. Risk performance of dwelling time delay (level 1) for the
selective weekdays time period of january 2022 where the dashed red
line indicates risk acceptance threshold.

x: The future time period to be predicted
c: The value of the intercept from the historical data
The learning approach to estimate the parameters of

slope (m) and intercept (c) in this study falls within the
‘ordinary least squares’ (OLS) regression algorithm. The
main objective of this regression is to minimize the sum of the
squared differences between the observed dependent variable
(risks profiles of i month/period) values and the predicted
values (risks trends forecast (Y ) for the next month/period)
based on the linear equation.

In obtaining the slope (m) value, we used the following
method.

m =

∑ ((a− ā) (e− ē))(
(a− ā)2

) (6)

where
m : Slope
a : Dates values
e : Risk profile (Rp) values
ā : Mean of a values
ē : Mean of e values
In obtaining the intercept (c) value for the regression,

we used the following formula.

c = ē− mā (7)

where
c : Intercept
ē: Mean of risk profile (Rp) values
m : Slope
ā : Mean of dates values
The results of risk trends forecasting for each department

in TPS Surabaya are shown as graphs in the next section of
this paper.

IV. RESULTS AND DISCUSSION
In this paper section, we discuss the recapitulation of risk
assessment from the case study using our proposed method.
The data set used in this case study was taken from field
data of January 2022 period. However, the full assessment
results from the data set for all of the units in this case study
of dwelling time risk evaluation at PT. Surabaya Container
Terminal by using the IMARA method are not included in
this report due to the space limitations.

A. UNIT LEVEL (LEVEL 0)
The summary of our risk assessment results for each unit at
Level 0 for the time period of January 2022 from our case
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TABLE 12. Discharge delay (DC) risk profile performance.

TABLE 13. Quarantine delay (QR) risk profile performance.

TABLE 14. Main yard stack (MYS) delay risk profile performance.

TABLE 15. Custom duty (CD) delay risk profile performance.

TABLE 16. Post clearance (PC) delay risk profile performance.

study is described as follows. Table 12 summarizes the risk
profile performance of discharge delay (DC), Table 13 for
quarantine delay (QR), Table 14 for main yard stack delay
(MYS), Table 15 for custom duty delay (CD), and Table 16
for post clearance delay (PC).
Definition 8: Let RPA = risk profile average,

PS = performance score, and Rp = risk profile.
The following five figures will illustrate the results of

our risk trends forecasting for each unit at Level 0 for the
time period of February 2022. Figure 5 illustrate the risk
forecasting of discharge delay (DC), Figure 6 for quarantine
delay (QR), Figure 7 for main yard stack delay (MYS),
Figure 8 for custom duty delay (CD), and Figure 9 for post
clearance delay (PC). In Figure 5 to Figure 9, the blue lines
indicate the aggregate risk profile for each department in

TABLE 17. Level 1 dwelling time delay risk profile performance at tps
surabaya.

January 2022, while the red dashed lines indicate the risk
trends for each unit from January 2022 to February 2022.

B. DEPARTMENT LEVEL (LEVEL 1)
Our risk assessment results for Level 1 (department level)
from our case study for the time period of January 2022 can
be analyzed in Table 17 and Figure 10. Table 17 describes
findings on the risk profile performance of the overall
dwelling time delay at TPS Surabaya, while Figure 10
shows the risk forecasting of dwelling time delay at TPS
Surabaya for the February 2022 time period. For the terms
and abbreviations used in Table 17, see Definition 8.

C. CASE STUDY IMPLICATIONS
The risk evaluation report from this case study has provided a
beneficial reference for operation managers and management
to perceive and address risks within TPS Surabaya. Key
managerial insights that can be derived from this evaluation
report include:

1) Risk prioritization: This risk evaluation helps identify
and prioritize risks based on their potential likelihood
as suggested by the risk trends acquired from the
risk forecasting. This allows managers to focus their
attention and resources on the most potential risk
occurrences.

2) Risk mitigation strategies: This assessment highlights
specific risks and provides insights into potential mit-
igation strategies. Managers can use this information
to develop risk management plans, implement controls,
and take proactive measures to reduce the likelihood of
identified risks.

3) Resource allocation: By understanding the risks per-
formance, risks profile, and risks trends, operation
managers in TPS Surabaya can allocate resources
effectively. They can prioritize risk mitigation activities
by allocating equipment and personnel based on the
risks trends to anticipate the likelihood.

4) Decision-making: The insights from this assessment
provide operation managers better understanding of
the risks associated with various decisions and actions.
This enables them to make more informed decisions
by considering the risk profile and risk trends and
weighing them against the expected results.

5) Compliance and regulations: The evaluation results can
help identify risks that may have compliance implica-
tions or legal/regulatory requirements. Managers can
ensure that the organization’s activities align with
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FIGURE 5. Level 0 risk trend forecasting of discharge delay (DC) for the time period of February 2022 where the blue line
indicates risk profile, while the dashed red line indicates the risk trend.

FIGURE 6. Level 0 risk trend forecasting of quarantine delay (QR) for the time period of february 2022 where the blue line
indicates risk profile, while the dashed red line indicates the risk trend.

FIGURE 7. Level 0 risk trend forecasting of main yard stack delay (MYS) for the time period of february 2022 where the blue
line indicates risk profile, while the dashed red line indicates the risk trend.

relevant laws and regulations, reducing the risk of non-
compliance and associated consequences.

6) Communication: The assessment result can serve as
a communication tool to engage stakeholders, includ-
ing employees, investors, customers, and regulators.
It provides a comprehensive view of the risks and
demonstrates the organization’s risk performance.

7) Continuous improvement: A risk evaluation report
allows operational managers to assess the effectiveness
of existing risk management practices and identify
areas for improvement. The result from the case study
can promote a culture of continuous improvement
by implementing the proposed method periodically,
as encouraged by IMARA lifecycle.

VOLUME 11, 2023 62303



R. Budiraharjo et al.: IMARA: A New Approach to Multi-Attribute Risk Assessment Based on Event Data Weighting

FIGURE 8. Level 0 risk trend forecasting of customs duty delay (CD) for the time period of february 2022 where the blue line
indicates risk profile, while the dashed red line indicates the risk trend.

FIGURE 9. Level 0 risk trend forecasting of post clearance delay (PC) for the time period of february 2022 where the blue line
indicates risk profile, while the dashed red line indicates the risk trend.

FIGURE 10. Level 1 risk trend forecasting for dwelling time delay (Level 1) at TPS Surabaya for the February 2022 time
period where the blue line indicates risk profile, while the dashed red line indicates the risk trend.

8) Easier risk evaluation process: By implementing the
proposed method, operational managers can have a
faster, easier, and more reliable way to conduct risk

evaluation activities as opposed to conducting it by
using the more conventional way which needs a lot of
paper works and interviews. The risk trends resulted
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from this method activity can be used as the basis
to determine the likelihood of a risk factor for future
implementations.

V. CONCLUSION AND FUTURE WORKS
Risk assessment is an important step toward enhancing the
business processes in an organization or industry. In this
study, we proposed a new method to resolve the deficiencies
of the traditional risk evaluation, evaluate the risks more
accurately, and make the results more consistent with reality.
The proposed IMARA method also offers risks trends
projections based on forecasting which can be useful for
managers to determine the likelihood of risk factors in the
future. The result from this study case provides some useful
references to improve the risk management practices in TPS
Surabaya.

This proposed method’s intended primary implementation
is in the risk evaluation stage within the risk management
lifecycle. The proposed method is designed to be applicable
in multi-layer and inter-systems of various organization
types. In the case study at the TPS Surabaya, the proposed
method was implemented in two layers out of the three
possible layers that can be covered by the proposed method.
The implementation of the proposed method to the two layers
in TPS Surabaya is presented as Level 0 and Level 1 in this
paper.

The IMARA method proposed in this study is still in its
early stage of development. It is understood that the proposed
method is open to improvements. The IMARA still needs to
be confirmed through other sensitivity analysis in other types
and scales of organizations to reach its maturity.

Based on the results from the case study in this paper,
future projects on IMARA will be focused on the methods
to fully quantify the inputs for the calculation method. In this
case study, some variables still rely on human judgments, i.e.
determining the crisp, likelihood, impact, and risk acceptance
threshold values. In future studies, we will also look for
ways to apply better machine learning techniques in the risk
forecasting step to improve the accuracy of the prediction.
We aim to be able to predict individual risk occurrences rather
than just to offer risk trends. On the other hand, the risk
projections provided by this method are also very useful to
determine and quantify the risk likelihood of risk factors for
future risk assessment periods.
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