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ABSTRACT Wood is an indispensable non-renewable resource and plays an important role in our life.
So, it is a necessity to apply accurate classification techniques. In this paper, a novel model of deep
one-dimensional convolutional neural network NIR-VGGNet19 is proposed to classify seven pius wood
by combining near-infrared spectroscopy. NIR-VGGNet19 uses a deep convolutional neural network to
automatically extract features, eliminate noise, and solve the problem of spectral overlapping peaks; initially
eliminates random noise by adding 1× 7 convolutional kernels; then uses an attention mechanism to extract
more accurate features. According to the results, when NIR-VGGNet19 was tested against other methods,
NIR-VGGNet19 had the highest classification accuracy, achieving 98.41% on the test set. In contrast, the
accuracy of LeNet, AlexNet, VGGNet-19, ResNet-34, back propagation neural network, and support vector
machine were 70.95%, 92.54%, 93.02%, 96.67%, 76.19%, and 71.26%, respectively. Thus, it suggests that
the NIR-VGGNet19 can improve the accuracy of classifying wood of the homogeneous genus.

INDEX TERMS Wood classification, near infrared spectroscopy, VGGNet-19, SE module, anti-noise.

I. INTRODUCTION
The physical and chemical properties of wood are varied
depending on the species [1],and its applications and values
are also diverse. Nowadays, the shortage of wood resources
has prompted the research on how to exploit it more effi-
ciently, therefore, it is particularly relevant to apply more
accurate techniques to classify wood in various areas. For
example, during the trade of precious wood, the fraudu-
lent practice of using substandard wood can be avoided by
applying classification identification technology. In the phar-
maceutical industry, classification identification technology
is needed to determine the medicinal value of each wood.
In the construction industry, wood classification technology
can be applied to determine the possible applications of
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each wood [1]. With the development of computer technol-
ogy, the traditional artificial wood classification method has
been gradually replaced by the image classification method
based on deep learning, but when classifying wood blocks,
in order to obtain clear wood grain and other features, high
requirements are put forward for the equipment used to obtain
the images as well as the environment, such as the need
for high-resolution camera equipment and dark boxes and
other environments. Therefore, in this paper, the near-infrared
spectrum of wood is used as the classification object, while
the deep learningmethod canwell handle the problem of large
amount of information in the near-infrared spectrum. From
the above, it is concluded that the method of combining NIR
spectra with deep learning has great application prospects in
the field of wood classification.

The Near Infrared Spectroscopy (NIR), as a non-
destructive detection technique, presents the advantages of
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being rapid and non-destructive, [2] and is widely used in
the fields of species classification and content prediction.
Wang et al. [3] studied the infrared spectra of ten precious
wood species with a total of 30 samples, and established
a wood NIR spectral cluster analysis model, a Bayesian
discriminant model, and a support vector machine model
after downscaling the spectral data using principal com-
ponent analysis (PCA), and the results showed that the
accuracy of these three models for wood classification was
83.33%, 86.67%, and 85%, respectively. In the same year,
Wang et al. [4] investigated the NIR spectral data of 296 sam-
ples of five tree species and established a back propagation
(BP) neural network after dimensionality reduction of the
data using PCA, and the results showed that the recog-
nition accuracy could reach 100% for tree species with
different attributes and more than 85% for the classification
of tree species with the same attributes. Nisgoski et al. [5]
conducted the classification identification of Brazilian tree
species using near-infrared spectroscopy, and the experimen-
tal results showed that the recognition accuracy of the neural
networkmodel was 100% in the spectral range of 4000-10000
cm−1. Qi et al. [6] used the portable NIR spectrometer to
gather the NIR spectra of five kinds of red jujube, by applying
a fuzzy improved linear discriminant analysis (FiLDA), the
accuracy can reach 94.4%. As the NIR spectra contain a
large amount of information, the spectral bands are wide and
easily overlapped, thus pre-processing is required to extract
the desired features via principal component analysis (PCA),
partial least squares (PLS), and other methods. However, this
operation is not only time-consuming and labor-intensive, but
also subject to human mistakes.

The convolutional neural network [7] (CNN), as one of
the typical deep learning network models, provides strong
feature extraction capability, making it broadly available for
NIR feature extraction analysis. In particular, after AlexNet
[8] won the ImageNet recognition competition in 2012, vari-
ous high-precision convolutional neural networkmodels have
emerged, such asVGGNet [9], GoogLeNet [10], ResNet [11],
DenseNet [12], etc. The convolutional neural network can
automatically extract features from the data, which not only
avoids human errors and improve accuracy, in addition to
reducing the difficulty for feature extraction, so the use of
NIR in combination with convolutional neural network has
been a popular trend today. For example, Jia et al. [13] pre-
dicted the water quality with over 99% prediction accuracy
using an 8-layer convolutional neural network for the analysis
of near-infrared spectra. Tang and Chen [14] combined the
NIR spectrum with a convolutional neural network to pre-
dict the PH of soil and achieved 90% prediction accuracy.
Xia et al. [15] employed a one-dimensional convolutional
neural network to classify plastics with an accuracy of up
to 100%. In 2022, Li et al. [16] used a 1D-CNN to extract
the feature in the NIR spectrum, and then predicted the sugar
content estimation of Huangshan Maofeng tea successfully.
Qi et al. [17] constructed a nine-layer 1D-CNN to predict the
origin of Taiping Houkui tea, and the accuracy was 97.93%,

which prove that the 1D-CNN can increase the accuracy of
the prediction.

There are two main specific applications of convolutional
neural networks: one is to directly input the spectrum into the
convolutional neural network and use the powerful feature
extraction ability of the convolutional neural network for
feature extraction. For example, Singh and Tarandeep [18]
successfully predicted the protein content in wheat using a
CNN model for feature extraction of raw spectra and indi-
cated that this model performed better on raw spectra than
on pre-processed spectra; the other is to perform preliminary
pre-processing of the spectrum and then use the convolu-
tional neural network for feature extraction. For example,
Du et al. [19] used S-G smoothing to preprocess the spectral
data, after which a 1D-CNN network model was built to suc-
cessfully identify foreign fibers in the cotton layer. Although
the application of convolutional neural networks to NIR spec-
troscopy for feature extraction has been extensively applied,
and good results have been achieved. However, in the field of
wood classification, the combination of NIR and CNN is less
common, and the network model used is shallow and weak in
the feature extraction, which results in insufficient accuracy
when classifying multiple homogeneous wood species.

To solve the above problems, this paper proposes a new
one-dimensional deep convolutional neural network (NIR-
VGGNet19) to classify seven homogeneous wood species.
NIR-VGGNet19 is trained with Adam optimizer [20], Relu
activation function [21] and cross-entropy loss function [22].
In order to enhance the feature extraction ability, SE module
[23] is added to the network. A convolutional block with a
convolutional kernel of 1 × 7 was added to the network in
order to mitigate the noise [24]. Then, Dropout [25] layer
and Batch Normalization (BN) [26] layer was added to the
network to increase the generalization ability of the network
model. To examine the performance of NIR-VGGNet19, this
paper first conducted training as well as testing on the dataset
using NIR-VGGNet19. Then, the NIR-VGGNet19 network
is tested against two traditional machine learning methods to
verify the superiority of using the convolutional neural net-
work model as a feature extractor. Next, NIR-VGGNet19 is
compared with three classical convolutional neural networks.
At the end, an ablation experiment is added to verify the
rationality of the NIR-VGGNet19 network structure.

The rest of this paper is organized as follows. Section II
describes the structure of the model used in this paper and the
related theoretical knowledge, as well as a brief description of
the comparison methods mentioned in this paper. Section III
presents the experimental results, the results of the com-
parison experiments and the ablation experiments. Finally,
Section IV presents our conclusions.

II. MATERIALS AND METHODS
A. DATASET
The research data, obtained from the Chinese Academy of
Forestry Sciences, included the near-infrared spectra of seven
Pinus species, each category has 300 near-infrared spectral
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FIGURE 1. VGGNet-19.

TABLE 1. The number of training and test sets.

data, a total of 2100 data, and each NIR data contained
125 characteristic wavelengths. During training, the ratio of
dividing the training set to the testing set is 7:3. The detailed
information is shown in Table 1.

B. VGGNet-19
VGGNet is an improved version of AlexNet. VGGNet uses
two consecutive 3 × 3 convolutional kernels instead of
5 × 5 convolutional kernels in AlexNet, and three consecu-
tive 3×3 convolutional kernels instead of 7×7 convolutional
kernels. The main purpose of this is to increase the depth of
the network while ensuring the same perceptual field, and to
improve the network to some extent. VGGNet-19 contains
19 hidden layers, which are 16 convolutional layers with
3× 3 convolutional kernels and 3 fully connected layers, and
its network structure is shown in Figure 1.
From Figure 1, we can find that the input data is a

two-dimensional picture of 224 × 224×3, so VGGNet-19
uses a two-dimensional convolutional neural network. Since
this paper uses one-dimensional near-infrared spectral data,
we need to change the two-dimensional convolutional layer
to a one-dimensional convolutional layer and improve the
original VGGNet-19 network for the characteristics of the
spectral data.

C. A MODIFIED METHOD BASED ON VGGNET-19
1) NIR-VGGNet19
Since the experimental data in this paper are spectral data,
some modifications were made to the VGGNet-19 network,

FIGURE 2. The network structure of NIR-VGGNet19.

and the NIR-VGGNet19 used in this paper was proposed.
NIR-VGGNet19 uses VGGNet19 as the backbone network,
adds a convolutional block with a 1× 7 convolutional kernel
as the noise reduction module at the front of VGGNet19,
adds the SE module to the network to obtain more accurate
features.

In order to adapt to the one-dimensional spectral data
set, the traditional 2D-CNN is replaced by 1D-CNN [27]
in this paper. In order to extract the weak peaks and over-
lapping peaks in the spectrum and obtain more accurate
features, this paper decides to use a convolutional neural
network with deeper layers as the feature extractor. Since
VGGNet uses a 3 × 3 convolutional kernel instead of the
previous 5 × 5 convolutional kernel, VGGNet have deeper
layers, it achieves better results compared to networks such as
LeNet and AlexNet [9]. Compared with the ResNet network,
VGGNet simply increases the depth of the model and the
structure is more concise. Meanwhile, the ResNet network
is more suitable for building ultra-deep network structures,
and the difference between VGGNet and ResNet is not very
obvious in the case of medium depth, so VGGNet19 is used
as the backbone network in this paper. Considering that the
spectrum contains a large amount of useless data such as
noise, the input spectrum is first filtered using a convolution
layer with 1×7 convolution kernels. The interference of noise
is reduced by expanding the perceptual field to obtain a larger
overall feature. Meanwhile, After several experiments, it is
found that the feature extraction ability of the network can
be significantly enhanced by appropriately adding the maxi-
mum pooling layer and the SE module, and the classification
accuracy of the network is significantly improved.

The structure of the proposed NIR-VGGNet19 is shown in
Figure 2, and the detailed parameters of the NIR-VGGNet19
network are given in Table 2. In the classification using
the NIR-VGGNet19 network, the spectral data of the seven
woods are first input to the network. Then, the input
data are noise-reduced by convolutional blocks with 1 × 7
convolutional kernels, after which the backbone network
(VGGNet19) is used to identify fine features such as weak
peaks and overlapping peaks, while the SE module is added
to the backbone network to optimize these features. Finally,

VOLUME 11, 2023 62723



Z. Wan et al.: NIR-VGGNet19: A Novel Deep Convolutional Neural Network for Pinus NIR Spectra Classification

TABLE 2. Network parameters of NIR-VGGNet19.

the softmax [28] function is used to output the probability of
each category, and the maximum value of the probability is
taken as the final result to complete the classification of the
seven wood spectral data.

2) CONVOLUTIONAL NEURAL NETWORK
Convolutional neural networks are used for feature extrac-
tion, and when applied to the field of spectroscopy, con-
volutional neural networks can extract the peak and trough
features of a spectrum. Convolutional neural networks can
also form filtering and derivative convolution kernels through
learning of input data, which serve to suppress noise and
identify overlapping peaks [29]. Convolutional neural net-
works mainly include convolutional layers, pooling layers,
activation functions, etc. Each convolutional layer in this
paper is followed by a relu activation function, which can be
represented by Equation 1.

xki = f (
len∑
c=0

W l
i (c) ∗ xk−1 (c) + blb) (1)

xki is the output of channel i of the k th layer of the convolu-
tional kernel;f is the activation function;len is the length of
the convolutional kernel;xk−1 is the output of the previous
convolutional layer;blb is the bias;W

l
i is the weight matrix.

The convolutional layer after adding the SE module can be
represented by Equation 2, where ski represents the weight
matrix generated by the SE module, and uki represents the
optimized features.

uki = ski × xki (2)

FIGURE 3. CNN.

FIGURE 4. The SE model.

When the neural network is trained, the weight matrix and
bias are continuously adjusted until the prediction category
matches the output category, at which point the parameters
within the convolutional neural network reach an optimal
state. The convolution operation is shown in Figure 3. When
performing the convolution operation, the weight matrix and
the input information aremultiplied and added separately, and
since the input information is a one-dimensional spectrum,
the convolution kernel will only move in one direction for
the convolution operation. When the convolutional kernel is
relatively small, such as when it is set to 3, the receptive
field of the convolutional kernel is smaller at this time, and
the convolutional neural network can recognize fine features,
such as weak and overlapping peaks, but the computation is
relatively large at this time, and the hardware requirements
are higher. When a larger convolution kernel is selected,
the perceptual field is larger and more information can be
received in one operation, avoiding local noise interference
as feature peaks, thus adjusting the weight matrix of the
convolution kernel more precisely and giving less weight
to interference features. Therefore, the convolution layer of
large convolution kernel can play the role of filtering noise
and greatly save training time, but it is also easy to misjudge
weak peaks and overlapping peaks.

3) SE MODEL
The SE module is a plug-and-play attention module that can
find the relationship between feature channels and assigns
different weight coefficients to different channels, ultimately
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FIGURE 5. 1 × 7 convolutional block.

improving the performance of the network significantly. The
structure of SE module as shown in Figure 4. It is mainly
consist of three operations. The first is Squeeze, which com-
presses the featuremap into a 1×1×C vector through a global
average pooling layer; the second step is the excitation, which
performs nonlinear transformation on the squeeze results
through two fully connected layers to obtain the attention
score of each channel; finally, the Scale is performed. The
scale operation multiplies the 1×1×C vectors obtained from
the excitation as weights with the input features, thus giving
different weights to the channels to obtain a more accurate
feature map [23] after processing.

4) 1 × 7 CONVOLUTIONAL BLOCK
The convolution kernel achieves the local perception of the
input data by weighting and summing a certain local block of
the input, and then completes the task of feature extraction,
so the size setting of the convolution kernel is critical. In order
to suppress the noise in the spectrum, a convolutional block
with a 1 × 7 convolutional kernel is added to the forefront
of the VGGNet-19 network in this paper. This convolutional
block contains two convolutional layers, a pooling layer and
an SE module, thus the features after 1×7 convolution block
can be expressed by Equation 2. Its structure is shown in
Figure 5. Two convolutional layers with 1 × 7 convolutional
kernels are used to suppress the noise in the spectra for initial
pre-processing of the spectra, after which the pooling layer
is used to reduce the parameters while retaining the main
features to improve the generalization ability of the model,
and finally the SE model is added to process the obtained
features using the attention mechanism for subsequent fine
feature extraction. 1× 7 convolutional block can increase the
perceptual field, obtain more global features [30], suppress
the high frequency noise in the data, and serve to speed up
the training speed.

D. METHODS FOR COMPARISON
1) EVALUATION INDICATORS
In order to evaluate the performance of NIR-VGG19, this
paper uses precision (P), recall (R), f1-score (F1) and
accuracy (Accuacy) as evaluation indicators. All evaluation
indicators are defined as follows:

P = TP/(TP+ FP) (3)

FIGURE 6. The structure of BP neural network.

R = TP/(TP+ FN ) (4)

F1 = (2 × P× R)/(P+ R) (5)

Accuacy = (TP+ TN )/(TP+ TN + FP+ FN ) (6)

In the formula: TP means the prediction is true, the actual
is true, and the prediction is correct; FP means that the pre-
diction is true, the actual is false, and the prediction is wrong;
FN means that the prediction is false, the actual is true, and
the prediction is wrong; TN means that the prediction is false,
the actual is false, and the prediction is correct.

2) BP NEURAL NETWORK
The BP neural network [31] used in this paper includes an
input layer, 2 hidden layers, and an output layer. For a better
comparison with NIR-VGGNet19, the neurons in the hidden
layer are 512 and 4096, respectively, the input layer is 125,
corresponding to 125 features, and the output layer is 7 to
output 7 categories, the structure is shown in Figure 6.

3) SVM
The SVM uses the hinge loss function to calculate the empir-
ical risk and adds a regularization term to the solution system
to optimize the structural risk. It is a sparse and robust classi-
fier. The SVM can perform nonlinear classification through
kernel methods, and is one of the common kernel learn-
ing methods. However, the SVM algorithm was originally
designed for binary classification problems, when dealing
with multi-class classification problems, it is necessary to
construct a suitable multi-class classifier.

4) DEEP LEARNING METHODS
Since the NIR-VGGNet19 proposed in this paper belongs to a
deep learning-based classification method, NIR-VGGNet19
is tested against LeNet, AlexNet, and ResNet-34 in this
paper. Since this paper uses VGGNet-19 as the backbone
network, the comparison test between NIR-VGGNet19 and
VGGNet-19 is arranged in the ablation experiment chapter in
this paper.

LeNet has 7 layers, including 3 convolutional layers,
2 pooling layers and 2 fully connected layers, where all
convolutional kernels are 5 × 5 with a step size of 1 and
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FIGURE 7. Residual structure.

TABLE 3. Experimental environment.

global average pooling is used uniformly. AlexNet has 8 lay-
ers, including 5 convolutional layers and 3 fully connected
layers, the first convolutional kernel is 11 × 11, the second
convolutional kernel is 5 × 5, and the third, fourth and fifth
convolutional kernels are 3× 3. ResNet-34 has 34 layers,
starting with a convolutional layer with 7 × 7 convolutional
kernels, followed by a 3 × 3 maximum pooling layer, then a
series of residual structures with 3× 3 convolutional kernels,
and finally an average pooling layer and a fully-connected
layer. The residual structure is shown in Figure 7.

The residual structure consists of three convolutional lay-
ers, two convolutional layers with 1×1 convolutional kernels
are used to reduce the number of parameters, and a convo-
lutional layer with 3 × 3 convolutional kernels is used to
extract features. In Figure 7, x represents the input features
of the previous layer, and the features F(x) are obtained after
the processing of the convolutional layers, and finally x is
summed with F(x) as the final features passed to the next
layer. The residual structure can be used to pass the features
from the previous layer to the next layer, thus avoiding the
loss of information.

III. RESULTS AND DISCUSSION
A. EXPERIMENTAL ENVIRONMENT
NIR-VGGNet19 is trained on a GPU (GTX1050TI 4G), and
the experimental environment is shown in Table 3. The model
was trained for 1000 epoch, the batch size is 1100, the learn-
ing rate is 1 × 10−3.

B. EXPERIMENTAL RESULTS
Figure 8 shows the variation of loss function and accuracy in
the training set. The loss function drops to the lowest value

FIGURE 8. The loss curve and accuracy curve of training set.

FIGURE 9. The predicted in test datasets.

of 0 when the iteration reaches 100 times, and the accuracy
reaches 100%. The loss function decreases to 0 and tends
to be stable, indicating that the model can converge and the
training effect is good. The accuracy of 100% on the training
set indicates that the model has a good fitting ability in the
training set data.

Figure 9 shows the prediction effect of the trained model
on the test set, the red dots represent the true category,
the blue hollow circles represent the predicted category, the
x-axis represents the number of predicted samples, and the
y-axis uses 0-6 to represent the 7 categories. It is found from
Figure 9 that the blue hollow circles basically overlap with
the red dots, indicating that the prediction accuracy is high.
Through the result of testing 630 samples, it can be found
that the prediction accuracy is as high as 98.41%, which is
23% higher than BP Neural Network in classifying the wood
with the same genus [32] and 11.74% higher than SVM in
classifying 10 precious wood, [3] indicating that the model
has good prediction ability and can accurately achieve wood
classification.

C. COMPARED WITH TRADITIONAL TAXONOMY
In this section, NIR-VGGNet19 is compared with two tra-
ditional machine learning methods to verify the superiority
of using convolutional neural network models as feature
extractors. First, the initial spectra are classified using three
methods, NIR-VGGNet19, BP and SVM, respectively, and
their accuracy is compared separately. Then, the spectra
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FIGURE 10. Comprehensive rating index.

are subjected to first-order derivation and S-G smoothing,
and the processed spectra are classified by BP neural net-
work and SVM classifier. After that, the obtained results
are compared with those obtained from the previous step of
NIR-VGGNet19. This is used to demonstrate the superiority
of using convolutional neural network as a feature extractor
compared to other feature extraction methods.

When using SVM for classification, we experimented with
one versus rest [33] method and one versus one [34] method
to build a multi-classification SVM [35] classifier, and the
results showed that the accuracy was 69.84% when using
one versus rest method, but 71.27% when using one versus
one method, therefore, this paper finally used one versus one
method to build a multi-classification SVM classifier.

1) INITIAL SPECTRUM TEST
Table 4 shows the comparison results of NIR-VGGNet19,
BP neural network and SVM in terms of precision (P), recall
(R), F1-score (F1) and accuracy (Acc). The results show that
NIR-VGGNet19 has the best four evaluation indicators for
seven kinds of wood identification, followed by BP neural
network, and SVM has the worst performance.

The comprehensive indicators of the three models are
shown in Figure 10. The results show that the values of P, R,
F1 and Accuracy of NIR-VGGNet19 are the highest, so the
performance of NIR-VGGNet19 is the best, all reachingmore
than 98%, while both BP neural network and SVM have a big
gap with NIR-VGGNet19.

2) PRE-PROCESSED SPECTRA TEST
Because the spectrum contains a lot of useless information,
the BP neural network and the SVM cannot classify tree
species well. In order to evaluate the feature extraction ability

FIGURE 11. Spectrum.

FIGURE 12. ROC curves.

of NIR-VGGNet19, first-order derivation and S-G smoothing
are performed on the spectral data. The initial and pre-
processing spectrogram are shown in Figure 11.

In this paper, we examine whether pre-processing the spec-
trum can improve the classification accuracy by plotting the
ROC curve, as shown in Figure 12, where the ROC curves
for each type of wood and the average ROC curves obtained
using two different methods are given separately. The axes
y represent the true rate and the axes x represent the false
rate, when the curve is closer to the upper left corner indicates
the higher classification accuracy. In the Figure 12, without
preprocessing the spectrum, the average AUC value of the
ROC curve obtained using the NIR-VGGNet19 model was
0.99, but after preprocessing the spectrum, the AUC dropped
to 0.98, indicating that preprocessing has a negative impact on
the NIR-VGGNet19model. This is because the convolutional
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TABLE 4. Network evaluation index.

neural network itself can remove the noise and identify the
overlapping peaks well. The pre-processing method of S-G
convolutional smoothing and first-order derivation can sup-
press the noise and identify the overlapping peaks, but it
also reduces the signal-to-noise ratio of the spectrum and
loses a large amount of useful information, thus leading to
a decrease in the classification accuracy. The average AUC
value is around 0.8 when the initial spectrum is classified
using BP neural network and SVM model, but after process-
ing the spectrum, the average AUC value reaches above 0.9.

TABLE 5. Test set accuracy.

FIGURE 13. Loss function and accuracy variation curve.

This shows that the classification accuracy of the BP neural
network and SVMmodel has been greatly improved after pre-
processing the data.

In order to further test the classification ability of NIR-
VGGNet19, this paper use BP neural network and SVM
classifier to classify the pre-processed spectra, respectively,
and compare with the obtained results in the test set with
NIR-VGGNet19 in the initial spectra. The results are shown
in Table 5.

It can be concluded from the table 5 that NIR-VGGNet19
has the highest classification accuracy than BP neural net-
work and SVM model when classifying the pre-processing
NIR spectra. Although the classification accuracy of the BP
neural network and SVM model was greatly improved after
data pre-processing.

Based on the above results, it can be concluded that using
NIR-VGGNet19 as a feature extractor is superior compared
to other spectral processing methods.

D. COMPARISON WITH DEEP-LEARNING METHODS
In this section, NIR-VGGNet19 is tested against three classi-
cal neural network models, LeNet, AlexNet and ResNet-34,
and the loss function and accuracy change curves of the above
four models are compared in the training set and test set,
respectively, as shown in Figure 12.

LeNet has 7 layers, AlexNet has 8 layers, ResNet-34 has
34 layers, and NIR-VGGNet19 has 21 layers due to the
addition of the noise reduction module.
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From Figure 13(a) and 13(b), it can be found that when
training in the training set, LeNet cannot fully fit the training
set data due to the shallow depth of the model with only
7 layers, so the final accuracy reaches only 79.86%, while
AlexNet, ResNet-34 and NIR-VGGNet19 all reach 100%
accuracy. It can also be found that the convergence speed
of ResNet-34 is the fastest among these three, followed by
NIR-VGGNet19, and AlexNet is the slowest, but the stability
of NIR-VGGNet19 is the best. The results when tested on
the test set are shown in Figure 13(c) and Figure 13(d), and
combined with Figure 14, it can be found that when tested
on the test set, the accuracy of the LeNet network model is
only 70.95% because it does not adequately fit the training
set, while the accuracy of AlexNet, ResNet-34 and NIR-
VGGNet19 are 92.54%, 96.67% and 98.41%, all above 90%,
with NIR-VGGNet19 having the highest accuracy.

The above experimental results show that when comparing
NIR-VGGNet19 with several common convolutional neural
network models, NIR-VGGNet19 achieves the best results,
with both convergence speed and stability when training on
the training set and the highest accuracy when testing on
the test set. From LeNet, AlexNet and ResNet-34, it can be
found that the accuracy rate increases with the increase of
model depth, which is in accordance with the general rule,
but the model depth of NIR-VGGNet19 is shallower than that
of ResNet-34, but the accuracy rate is 1.74% higher, which
proves the superiority of NIR-VGGNet19.

E. ABLATION EXPERIMENT
In this section, this paper first shows that the SE module can
be installed in any part of the network, and the classification
accuracy of the network can be improved by changing the
installation position; Afterwards, it is verified that adding a
convolution block with a convolution kernel of 1× 7 can not
only enhance the feature extraction capability of the network,
but also enhance the anti-interference ability of the network;
Finally, the improved NIR-VGGNet19 network is compared
with the original VGGNet19, which proves that the network
applied in this paper can achieve better results.

1) SE MODULES
In this section, the impact of SE module installation location
on network performance is explored. The installation position
of the SE module is divided into four conditions, condition1:
Add SE module before each convolutional layer; Condition2:
Add SE module after the convolutional layer with the convo-
lution kernel of 1 × 7; condition3: Add SE module before
the last convolutional layer; Condition4: Add the SE module
after the convolution block with the convolution kernel of
1 × 7 and before the last convolution layer. The prediction
results obtained in the test set for the above four cases are
shown in Table 6.

Table 6 shows that by adding the SE module, the classifi-
cation accuracy of the network model increases from 93.65%
to more than 97%, indicating that the performance of the net-
work can be improved by adding the SEmodule. By changing

TABLE 6. Accuracy of Moving SE Module.

FIGURE 14. Test Set Accuracy Comparison.

TABLE 7. Accuracy of 1 × 7 convolution block.

the position of the SE module, it can be found that the
classification accuracy of the network is the higher when the
SE module is added after the 1 × 7 convolutional block and
before the last convolutional layer, so this paper combines
the condition2 with condition3, adding the SE module to the
position of condition 4, and the final accuracy rate reaches
98.41%.

2) 1 × 7 CONVOLUTIONAL BLOCK
In this section, this paper tests whether the 1× 7 convolution
block can improve the classification performance of the net-
work by comparing the classification accuracy of the network
model with or without the 1 × 7 convolution block. The test
results are shown in Table 7; At the same time, the changes of
loss function during training are analyzed, so as to analyze the
stability of the network model after adding 1× 7 convolution
blocks. The results are shown in Figure 14.

It can be found from Table 7 that after adding 1×7 convo-
lution blocks, because the network model has a deeper depth
and the 1 × 7 convolution kernel can well suppress high-
frequency noise, the classification accuracy of the network
is higher; At the same time, it can be found from Figure 15
that although the depth of the network increases after adding
the 1 × 7 convolution block, the convergence speed of the
network model during training is faster and the fluctuation
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FIGURE 15. Loss curve of 1 × 7 Convolutional Block.

FIGURE 16. Loss curve comparison.

is smaller. This is because the input spectral information is
processed by the 1 × 7 convolution block to eliminate the
noise in advance, so the model converges more stably and
faster in the subsequent feature extraction. Therefore, the
network structure after adding the 1 × 7 convolution block
is more reasonable and the stability is better.

3) VGGNet19 COMPARISON TEST
Compared with the original VGGNet19 network, the NIR-
VGGNet19 network used in this paper adds 1×7 convolution
block, SE module, and three max pooling layers. To examine
the performance of the improved NIR-VGGNet19 network,
in this section, the NIR-VGGNet19 network is compared
with the VGGNet19 network in detail. The feature extrac-
tion ability, convergence speed and stability of the model
are evaluated by analyzing the changes of the loss function
during the training process, and the generalization ability and
prediction effect of the model are analyzed by analyzing the
test classification accuracy and confusion matrix.

Figure 16 shows the changes in the loss function when
using the NIR-VGGNet19 and VGGNet19 networks respec-
tively for training. Table 8 and Table 9 (using 0-7 to replace
the seven types of wood) show the confusion matrix of the
accuracy and prediction results of the two models in the test
set to evaluate the generalization ability of the two models.

As can be seen from Figure 16, although the NIR-
VGGNet19 network increases the depth of the network, the
convergence speed is still faster than the VGGNet19 network,

TABLE 8. Test set accuracy.

TABLE 9. Confusion matrix.

and the stability is also higher. In conclusion, the perfor-
mance of NIR-VGGNet19 in the training set is better than
VGGNet19.

It can be found from Table 9 that the generalization ability
of the NIR-VGGNet19 network is better, and the prediction
accuracy on the test set is much higher than that of the
VGGNet19 network; From the confusion matrix, the number
of prediction errors of VGGNet-19 is higher than that of
NIR-VGGNet-19, especially in classes 1, 2, 3, and 4, but
the difference is smaller in classes 5, 6, and 7. However, the
overall accuracy of NIR-VGGNet19 is significantly higher
than that of VGGNet-19, indicating that the classification
performance of NIR-VGGNet19 is superior.

In summary, the NIR-VGGNet19 network has faster con-
vergence speed and higher stability during training, and has
higher classification accuracy during testing on the test set,
indicating that the model has better generalization ability.
This shows that the improvement of the model is successful.

IV. CONCLUSION
As mentioned above, this paper proposes a novel convolu-
tional neural network model, NIR-VGGNet19, to classify
NIR spectral data of seven genus wood species, and the
accuracy can reach 98.41% on the test set. NIR-VGGNet19
uses VGGNet19 as the backbone network for feature extrac-
tion, which omits the process of manual feature extraction
and can quickly and accurately identify tree species with
the same attributes. It avoids human errors compared to tra-
ditional machine learning methods. When VGGNet19 was
tested against BP and SVM, respectively, the accuracy of
NIR-VGGNet19 was 22.22% higher than BP neural network
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and 27.14% higher than SVM when no preprocessing was
performed on the spectral data. After preprocessing the spec-
tral data, the accuracy of NIR-VGGNet19 is 0.64% higher
than that of BP neural network and 6.98% higher than that
of SVM. The above results demonstrate the superiority of
NIR-VGGNet19 as a feature extractor. To suppress noise,
NIR-VGGNet19 adds 1× 7 convolutional blocks to the front
of the network, and the accuracy is improved by 0.64% after
the addition. To extract finer features, the SEmodule is added
to the network in this paper, which improves the accuracy
of the network by 4.76%. Finally, the accuracy of NIR-
VGGNet19 is improved by 5.39% over the original network
(VGGNet19). NIR-VGGNet19 also achieves optimal results
when tested against other common convolutional neural net-
work models. The accuracy of NIR-VGGNet19 improved
27.46% over LeNet, 5.87% over AlexNet, and 1.74% over
ResNet-34.

NIR-VGGNet19 uses near-infrared spectra as the research
object, and can obtain information of various types of woods
quickly and accurately. The use of deep convolutional neural
network as a means of spectral analysis enhances the feature
extraction ability of the model and solves the characteristics
of large amount of spectral information and difficult anal-
ysis, which is important for the classification of woods of
the same genus. However, reviewing the above, there are
some limitations in this study. The most important one is
that the existing wood spectral dataset is small and lacks a
large dataset like ImageNet, which limits the development
of applying convolutional neural networks to NIR spectral
analysis, so it would be a good development direction to
continuously enrich the dataset or adopt migration learning
methods. Besides, combiningNIR spectra with wood pictures
for feature extraction is also a further research direction in the
future.
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