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ABSTRACT There are a large category of textile images that have the characteristics of high local feature
repetition rate and complex background information. These types of images have significant intra-class
differences and small inter-class differences, making it impossible to perform classification training. Making
it difficult for existing methods to accurately retrieve textile images. To improve the retrieval accuracy of
textile images, this paper defines multiple repeated local fine-grained features in textile images as textile
image ‘‘feature components’’, extracts multiple ‘‘feature components’’ from a textile image, and fuses the
‘‘feature components’’ to generate the definition of textile ‘‘fingerprints’’. We propose an image retrieval
method based on a pre-trained Mask R-CNN model to extract multiple ‘‘feature components’’ in the textile
image, then extract the depth feature of the textile again through a convolution neural network, and fuse the
extracted depth feature to obtain the ‘‘fingerprint’’ of the textile. The obtained ‘‘fingerprint’’ can effectively
eliminate the interference of large area background and a large number of local repeated features in the textile
image, and improve the efficiency of textile retrieval. A series of comparative experiments are carried out
on textile image data sets with repeated features. The experimental results show that the proposed method is
generally effective.

INDEX TERMS Mask R-CNN, image retrieval, deep feature fusion, fine-grained image retrieval.

I. INTRODUCTION
In recent years, with the development of the textile image
design industry, the number of textile images has grown
rapidly, showing an exponential growth trend. How to bet-
ter apply textile image data to realize convenient, fast, and
accurate query and retrieval of image information required
by users, so that managers can be freed from a large num-
ber of monotonous manual management work, has become
an urgent problem to be solved. Image retrieval technology
has a wide range of applications in various industrial fields.
There are many problems such as time-consuming and labo-
rious classification search of textile images, and low image
accuracy required by relevant practitioners for retrieval. For
example, the 2020 China Shaoxing Keqiao International Tex-
tile Surface Accessories Expo showed 450000 fabrics. How
to effectively screen similar images that customers need
from local fabric patterns is a typical problem. The textile
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fabric images accumulated over a long time are complex and
diverse, with a series of characteristics such as a high repeti-
tion rate of internal features of images, complex background
information of images dominated by a single pattern, and
large difference in image size.

The mainstream solution is to use content-based image
retrieval, namely CBIR (Content-based Image Retrieval)
technology. This image retrieval technology enables users to
input an image and find other images with the same or similar
content. Mao [1] put forward the concept of content-based
image retrieval technology in his paper in 1992. In his paper,
he built an image database based on color and shape and
provided certain retrieval functions for experiments. Since
then, the CBIR has been widely used in various research
fields. Learning effective feature representation and similar-
ity measurement is crucial to the retrieval performance of
CBIR systems. Despite decades of extensive research, it is
still one of the most challenging and open issues.

With the development of deep learning technology, the
convolutional neural network (CNN) model has achieved
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success in image retrieval, classification, and other related
fields, making the representation of image depth features a
research hotspot. Compared with traditional features, depth
features can extract high-level semantic information from
images through multi-layer convolution calculation. There
are two kinds of depth learning methods in image retrieval.
One is based on the CNN model pre-trained on ImageNet [2]
(such as VGG [3], ResNet [4], and [5], [6], [7], [8]), which
uses the output of the full connection layer as image fea-
tures to improve image retrieval accuracy. Babenko et al. [6]
first expressed the whole image of the image retrieval task
as a global neural code as the feature of image retrieval;
After that, Sharif et al. [7] and Yue et al. [8] tested the effect
of retrieving several commonly used image databases on
different networks. Although the expression ability of the
neural network has been improved with the deepening of the
neural network, the effect of directly applying the pre-trained
CNN model as a feature extractor is always unsatisfactory,
especially in some fine-grained image feature extraction, and
the detection accuracy has not been significantly improved
comparedwith traditional features. The other method is based
on the fine-tuned pre-trained model to obtain a network
model more suitable for the image classification database.
E.g. Radenović [9], [10] fine-tune the CNN by mining the
positive and negative samples in the database. The fine-tuning
model is very important for learning the fine-grained image
classification in image retrieval, but the fine-tuning model
will lead to the problem of ‘‘catastrophic forgetting’’, almost
losing the recognition ability of the original data set, and the
fine-tuningmethod cannot migrate the model to different data
sets.

There are many unique features in textile images, and the
features extracted by the pre-trained model of ImageNet are
not completely applicable. One kind of textile image has the
characteristic of a high local feature repetition rate, which
makes the depth network extract the global feature of image
repeated distribution, and the extracted global feature will
interfere with fine-grained image feature retrieval; Another
kind of textile image is composed of a single subject and com-
plex background. The image background features extracted
by the depth network are irrelevant to image retrieval andmay
also cause interference.

This paper proposes a method of textile image fine-grained
retrieval. Mask R-CNN model [24] is used to extract the
fine-grained features in the textile image as the ‘‘feature
component’’ of the textile image, and the depth features of the
textile fingerprint are extracted through the trunk network of
Mask R-CNN, and the extracted depth features are weighted
and fused as the ‘‘fingerprint’’ of the textile, improving
the accuracy of the textile image fine-grained retrieval. The
main contributions include three aspects: 1) A method based
on an improved Mask R-CNN model to extract ‘‘feature
components’’ with fine-grained features in textile images is
proposed. To solve the problem of the high repetition rate
of internal features in textile images, search and locate the
‘‘ feature components’’ with high repetition in textile images,

and use one of the image features in image retrieval, so that
image retrieval is not affected by high repetition features;
Because of the complex image background in the textile
image, the key part of the image is searched, and the main
part is used to replace the whole image for image retrieval,
to eliminate the interference of the image background on
the main target. The resolution of textile images is between
1024 ∗ 1980 and 4096 ∗ 4096. The above extracted ‘‘feature
component’’ is used as the input image in the retrieval, which
reduces the input size and improves the efficiency of image
retrieval index construction. 2) A weighted fusion method
of textile image ‘‘feature components’’ is proposed, which
uses multiple extracted ‘‘feature components’’ to construct a
textile image ‘‘fingerprint’’ with a 1:1 weighting ratio. Use
the fused textile features to calculate the similarity and sort
the results accordingly, which improves the impact of the
features of a single ‘‘ feature component’’ on the image fea-
tures and greatly improves the image retrieval performance.
3) The experiment shows that the feature fusion method of
the textile image can effectively fuse the fine-grained features
in a textile image. Compared with traditional methods and
depth learning methods, this fusion method has shown good
performance in many kinds of CNN depth feature extraction.

II. RELATED WORK
Textile image retrieval can be classified as content-based
image retrieval, which has been an important research topic
in the field of computer vision for the past two decades.
Early traditional image features based on manual design can
be divided into global features and local features. Global
features are usually based on image statistics, such as color
histogram [11]; Local features are descriptions of detail, such
as the Scale Invariant Feature Transform (SIFT) [13] descrip-
tor. The advantage of traditional features is that the extraction
process is simple and direct, does not require learning and
training steps, and meets the unsupervised requirements of
content-based image retrieval tasks. However, the ability to
express visual features based on pixel values is limited, espe-
cially the difficulty in describing the semantic level of image
content.

In recent years, deep learning has been widely used in the
field of computer vision, such as image classification and
image recognition. The convolution neural network method
has gradually replaced the traditional method. Especially
for large-scale image data classification, the establishment
of ImageNet [2] provides sufficient data samples and clas-
sification criteria for deep learning model training. Some
algorithms fine-tune the network through additional col-
lected databases (Fine-tune) [14], [17], which can have good
retrieval performance on specific categories of images. Fine-
tune models have been fitted and the transfer ability of
fine-tuning results is weak, resulting in textile image data
being difficult to classify and model fit on some images
irrelevant to the collected image content to improve retrieval
accuracy.
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Xie [16] first proposed the concept of ‘‘fine-grained image
retrieval’’ in 2015, and unsupervised retrieval of fine-grained
images is a very challenging cutting-edge issue. This prob-
lem requires the algorithm to achieve object localization
under unsupervised conditions and to select convolutional
feature descriptors based on the localization results. Per-
form averaging and maximum pooling operations on the
retained depth features, and then cascade them to form the
final image representation to improve retrieval performance.
Textile image retrieval can be considered as a separate classi-
fication for each image, making it difficult to classify it for
traditional classification models for retrieval. Fine-grained
image retrieval provides a new direction for textile image
retrieval. Textile image retrieval uses local images to retrieve
images containing similar textures and styles. Local details
of images play a more important role than global structures.
How to maximize the preservation of local image features is
a feasible direction to improve retrieval accuracy.

SCDA [17] is a fine-grained image retrieval method in
an unsupervised setting. SCDA found that even if the data
set used by the pre-trained model is very different from
the retrieved data set, using the features extracted by the
pre-trainedmodel can still segment the foreground target well
and remove the influence of background noise. This provides
a theoretical basis for the segmentation of textile images in
this article. SCDA extracted the image representation vectors
of relu5-2 and pool5 respectively, and weighted cascaded
them as the final representation vectors. The weight repre-
sented by pool5 is 1, while the weight of releu5-2 is 0.5.
SCDA found that the Semantic information of the relu5-2
feature is not as rich as that of the pool5 feature, but the target
detection of the relu5-2 feature is more accurate than that
of pool5. Integrating lower layers, such as pool4, may result
in some performance loss. In addition, SCDA uses both the
input of the original image and the input of the horizontally
flipped original image to extract depth features, and cascades
them into the final image representation.

In the past few years, many fine-grained recognition
methods [18], [19], [20], [21], [22], [23] have been pro-
posed, which can be roughly divided into three categories.
The first type of recognition method attempts to obtain a
learning model suitable for the new data set by fine-tuning
the pre-trained model, learning more discriminative feature
representation, and achieving fine-grained image classifica-
tion, such as [19] and [21]; The second method aims at
objects in fine-grained images to eliminate the influence
of pose changes and camera positions, such as [20]; The
third category focuses on component-based representation
because it is generally believed that the subtle differ-
ences between fine-grained images mainly lie in the unique
attributes of object components. Chen et al [26] proposed the
destruction-construction learning framework (DCL), which
inputs images without object structure into network learn-
ing, forcing the classification network to focus on more
meaningful local sub-regions to classify the features of fine-
grained images. Wei et al. [27] proposed locating multiple

fine-grained features to discard the convolution descriptors
of background and noise areas to improve the recognition
accuracy of fine-grained levels. Wei et al [28] proposed
the Two Level Progressive Attention Convolutional Net-
work to use a two-layer attention mechanism to accurately
locate fine-grained features and improve retrieval accuracy.
Gao [29] propose a Chinese character part segmentation
method based on Faster R-CNN which proves the effective-
ness of the proposed method. This method greatly improves
the recognition accuracy of Chinese characters.

The difficulty of the textile image retrieval task in this
paper compared to other datasets is that it belongs to
content-based image retrieval, where each textile image can
be considered as a category. Traditional training of a new
CNNmodel through classification is not suitable for this type
of dataset. The local feature is essential for distinguishing
different textile images. Because of the high repetition rate of
local features and the complexity of background information
in textile images, using local featuremaps as featurematching
methods in fine-grained image retrieval, the Mask R-CNN is
used to extract important fine-grained local image features in
textile images.

The extraction of local features from textile images helps to
eliminate the interference of noise background and improve
the retrieval accuracy by discarding the convolution descrip-
tors of background and noise area as well as fine-grained
image retrieval tasks [26], [27]. For the dataset in this paper,
the effect of the same ‘‘feature components’’ on the depth fea-
ture extraction is excluded to improve the overall expression
of local textile features.

III. CONSTRUCTION METHOD OF TEXTILE IMAGE
FINE-GRAINED RETRIEVAL
A. OVERVIEW OF CONSTRUCTION METHODS OF TEXTILE
IMAGE FINE-GRAINED RETRIEVAL
Aiming at the problems of the high repetition rate of core
components and a large area of background information inter-
ference in textile images, this paper adopts the textile image
fine-grained retrieval method, the key of which is the ‘‘feature
component’’ extraction method. The ‘‘feature component’’
of the textile image refers to the image part containing the
core image features of the textile image. The most difference
between the proposed textile image fine-grained retrieval
method and the deep learning method used in general image
retrieval is that the features extracted by the pre-trainedmodel
are used to locate the fine-grained image ‘‘feature compo-
nents’’ of the textile in the model selection of the main image
feature extraction. In addition, the proposed textile image
fine-grained retrieval method uses the pre-trained model of
ImageNet to extract features without any fine-tuning on the
target image data set. Fine-tuning is prone to over-fitting and
the portability of fine-tuning results is weak. It can be seen
that the proposed method has strong portability and applies
to other textile image data sets or image data sets with the
same characteristics.
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FIGURE 1. Network architecture of textile image fine-grained retrieval.

The overall process of the textile image fine-grained
retrieval method is shown in Figure 1. The image is fed into
the improved pre-trainedMask R-CNNmodel to extract mul-
tiple ‘‘feature components’’ in the textile image, and then the
depth feature of the textile ‘‘feature components’’ is extracted
through ResNet or VGG model, and the extracted depth
feature is fused as the ‘‘fingerprint’’ of the textile. Through
the image feature deletion mechanism of Mask R-CNN, the
‘‘fingerprint’’ can effectively eliminate the interference of
the inherent large area background and a large number of
internal repetitive features of the textile image, and improve
the retrieval efficiency of the textile ‘‘feature component’’.

B. MASK R-CNN OVERVIEW
Mask R-CNN model is a target detection network frame-
work developed by He Kaiming [24] and others based on
the general framework of Faster R-CNN [25] in 2017. It is
one of the excellent algorithms in object recognition and
segmentation at present. Mask R-CNN is mainly divided into
the following five parts: ResNet backbone network, feature
extraction network feature pyramid networks (FPN) [33],
regional proposal network (RPN) [25], ROIAlign, and image
output network. The Mask R-CNN model uses the ResNet
backbone network, which well solves the training difficulties
caused by network depth, and the network performance is
good. The Mask R-CNN algorithm first feeds the image to
be detected into the pre-trained ResNet backbone network
to obtain depth features and then performs feature fusion
on each convolution layer. Five feature maps P2, P3, P4,
P5, and P6 corresponding to the anchor side length of 32,
64,128,256,512 are sequentially input into the RPN. After the
RPN generates several candidate regions, the NMS is used to
filter out accurate candidate regions, Then the fixed dimen-
sion feature vector is obtained through the ROI Align layer,
and the target object is located, classified, and segmented
simultaneously through the full connection layer. The main
network is shown in Figure 2.

The region recommendation network RPN is a full con-
volution neural network, which can accept image input of
different sizes. After a full convolution operation, the features
of multiple regions can be obtained. Unlike the traditional
convolutional neural network, the full convolutional neural
network has no full connection layer. Different from the tradi-
tional selective searchmethod of candidate region generation,
RPN takes the feature map as the input, uses the sliding
window method to generate multi-scale anchor points in the
feature map, judges the target region category through the
classification layer, and obtains the target location through
the boundary regression layer.

In this paper, a 3 × 3 convolution kernel is used to extract
256-dimensional feature vectors for each anchor point. The
loss function of RPN is composed of the classification loss
function and boundary regression loss function. The loss
function is defined as:

L ({pi} , {ti}) =
1
Ncls

∑
i

Lcls
(
pi, p∗

i
)

+ λ
1
Nreg

∑
i

p∗
i Lreg

(
ti, t∗i

)
(1)

where i is the index representative of the anchor point in
each batch of training and pi is the classification prediction
probability of the anchor point i, p∗

i is the true value. If the
candidate box is a positive label, set its true value p∗

i to 1. If it
is a negative sample, p∗

i is 0. ti represents the four parameter-
ized coordinate vectors of the positive sample anchor point,
t∗i is the coordinate vector corresponding to the real area, Ncls
is the binary loss function (whether it is the target), and Lreg
is the boundary regression loss function. Ncls and Nreg are the
normalization coefficients of the classification loss function
and the boundary regression loss function, respectively. λ is
the weight balance parameter between the two loss functions
in order to make the proportion of the two loss functions tend
to be the same. The three parameters are generally 256, 2400,
and 10.
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FIGURE 2. Mask R-CNN model structure.

C. ACQUISITION OF IMAGE ‘‘FEATURE COMPONENT’’
The method proposed in this paper extracts multiple
fine-grained textile ‘‘feature components’’ with the most
features in the textile image. Figure 1 shows the algorithm
flow of partial fine-grained features extracted from textile
fabric images as ‘‘feature components’’. The resolution of
textile images is between 1024 ∗ 1980 and 4096 ∗ 4096.
As mentioned above, the feature pyramid network in the
Mask R-CNN model can obtain input images of any resolu-
tion and generate an output of the corresponding size, which
can effectively compress the size of textile images needed
for retrieval. The proposed method uses the RPN regional
recommendation network to locate the fine-grained feature
‘‘ feature component’’ of textiles in the fine-grained image
for use in the subsequent descriptor selection process. Each
textile image has 1-4 ‘‘feature components’’.

In the feature pyramid network, the key of the ‘‘fea-
ture component’’ extraction method is to use the ‘‘feature
component’’ that repeatedly appears in the textile image to
enhance the probability value of the output anchor point,
and prevent the target from missing detection due to the
NMS algorithm mistakenly deleting the ‘‘feature compo-
nent’’. Due to the low matching between the textile image
and the pre-trained mask R-CNNmodel, the missed detection
rate is high, and lower the ROI detection threshold DETEC-
TION_MIN_CONFIDENCE is 0.2, making more ‘‘feature
components’’ available for selection. The proposed method
will return about 10 candidates ‘‘ feature components’’ for
each image. According to the size of the generated label and
frame, objects similar to the label and frame are regarded as
the same ‘‘feature components’’, and the duplicate ‘‘feature
components’’ are removed.

The image retrieval feature fusion method designed in this
paper, that is, the method of using ‘‘feature components’’
to generate textile ‘‘fingerprint’’, is as follows: For multiple
‘‘feature components’’ extracted from a textile image using
Mask R-CNN model, record each ‘‘feature component’’ to
extract convolution features again using convolution neural
networks, such as ResNet and VGG model, and fuse the
depth features extracted from each component by weighted
average, The ‘‘fingerprint’’ obtained by weighted fusion
of corresponding textile images can be expressed as x̄ =
x1+x2+x3+...+xk

k . Among them, the convolution feature cal-
culation method is to use the maximum pooling layer, the
average pooling layer, or the layer with the best effect in
the ResNet or VGG model to calculate the depth feature.
The quality of the feature calculation method is determined
by experimental comparison.

Themethod presented in this paper is calledMask R-CNN-
FF(feature fusion). When retrieving, the retrieved images are
sorted by cosine distance with the textile image ‘‘fingerprint’’
in the database, the whole retrieval process is completed,
and the corresponding Topk and mAP accuracy rates are
calculated.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, Pytorch is used to implement CNN. ImageNet
pre-trained model is used as the unsupervised retrieval model
for the whole network, and the deep convolution features
required for image retrieval are extracted. The final feature
vector used is 1024 dimensions. All experiments were carried
out on Dell T630 Tower Server, which is equipped with GPU:
Tesla K40; Memory capacity: 64G DRAM; CPU model:
E5 processor∗2.
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Algorithm 1 Extraction of Textile Image ‘‘Feature
Components’’
Input: Textile Image M=w∗h;
Output: Textile ‘‘fingerprint’’
1. Adjust R OI detection threshold DETECTION_inMask R-CNN

model MIN_ CONFIDENCE is 0.2;
2. For each textile image:
3. Feed the image to be detected into the pre-trained convolution

neural network to get the depth features;
4. Feature fusion is performed on each convolution layer to get a

feature map.
5. Input the extracted feature map into the RPN to generate

several candidate regions;
6. Use non-maximum suppression (NMS) to filter out exact

candidate regions;
7. Feed the obtained ‘‘feature components’’ into the ROIAlign

layer and map them to fixed dimension vectors;
8. Mark all the candidate areas and find all the ‘‘feature

components’’ in the image M, and mark them as T= T1, . . . ,T
n| n < 10;

9. Calculate the area of all the feature components in T and
select those with the same area.

10. Identify ‘‘feature components’’ of the same area that are
duplicated, eliminate duplicates and place the resulting
duplicate ‘‘feature components’’ in List P first;

11. If 10 ‘‘feature components’’, the top three tag targets are not
in P:

12. Put the target in list P;// Place high recognition ‘‘feature
components ’’ in the list P.

13. Output list P is used as the textile ‘‘feature components’’;

The purpose of this paper’s textile image retrieval task is to
compare local textile photographs to images in the database
in order to return related images that users may need for
selection and redesign.

A. IMAGE RETRIEVAL TASKS
The textile image fine-grained retrieval method proposed is
suitable for image retrieval tasks that contain fine-grained
features that occur repeatedly and a background that needs to
be deleted and enlarged. The textile image database images
of the validation experiments were selected from the textile
images displayed at the International Textile Fabric Expo in
China Textile City. The images are rich and varied. Most of
the textile images have the fine-grained feature of repetition.
There is a high rate of missing ‘‘feature components’’ because
the pre-trained Mask R-CNN model and the textile image
do not match well. The 1100 textile images used gener-
ated 500 effective textile ‘‘feature components’’. Most textile
images extracted 1-4 different numbers of textile image ‘‘fea-
ture components’’ to detect the matching degree of ‘‘feature
components’’. An example of the data in the textile image
database is shown in Figure 3.

B. EVALUATING INDICATOR
We choose the classic evaluation index mean average preci-
sion (mAP) in image retrieval as the evaluation criterion for

the fine-grained image retrieval task of the image library. Take
the area enclosed by each query precision-recall rate curve
and coordinate axis as the accuracy of the query, and calculate
the average of the accuracy of all queries to get mAP, with
the maximum value of 100%. Intuitively, mAP represents the
average value of multiple image retrieval accuracy. For the
first k returned results of each image retrieval result, record
the returned results as top k; The sum of the top j images
retrieved for the time is recorded as tij.

The corresponding query precision APi for the ith time can
be expressed as:

The precision APi expressed as:

APi =

(
ti,1
1

+
ti,2
2

+
ti,3
3

+ · · · +
ti,ki
ki

)
/ki (2)

where ki is no more than k. The average query precision is
expressed as:

mAP = (AP1 + AP2 + AP3 + · · · + APn) /n (3)

C. SIMILARITY MEASURE
Experiment on real textile image data, use different simi-
larity measures to obtain the nearest search similarity score
between images, get a ranking of database images from
the most similar to the least similar, and then calculate the
retrieval accuracy of the results.

The first comparative experiment is to use traditional
manual features as the baseline model to explore the dif-
ferentiation of color and texture to image features, and to
explore the differentiation of color histogram, direction gra-
dient histogram, and edge histogram to textile images. Table 1
uses manual features to observe the feature distribution of
the dataset. Different feature distances are measured by the
common cosine distance, and the results are shown in Table 1.

The findings demonstrate that while texture-based algo-
rithms perform poorly in terms of retrieval, color distribution
techniques work well. The majority of textile images are
different varieties of flowers, the texture similarity is quite
high, and a significant portion of image retrieval exhibits the
characteristics of a small gap between classes. These factors
may be the primary causes of the textile photos’ excellent
color distribution distinction.

The effectiveness of the supervised method depends
largely on the data set used in the training model, while the
proposed unsupervised textile image fine-grained retrieval
method can better use the convolution features extracted from
the pre-trained and optimized CNN model to represent the
local image, and fuse the local image features, without fur-
ther supervised training. Considering that most textile image
designs are obsolete and data sets with labels are difficult to
collect, it is unrealistic to adjust the models separately for
different tasks.

The proposed unsupervised textile image fine-grained
retrieval method is very suitable for this situation. The ‘‘fea-
ture component’’ preserves the important features of the
retrieval object, and can significantly suppress the impact
of background noise and the repeatability of the ‘‘feature
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FIGURE 3. Textile image.

TABLE 1. The effectiveness of hand-designed image features.

component’’, making better use of the convolution features
extracted from the pre-trained CNN model.

The backbone network used by the latest model is ResNet
[25], [26], [27], [28], [29], [30], [31], [32]. In order to verify
the effectiveness of the proposed textile fine-grained retrieval
method, a variety of control experiments were designed for
comparison. ResNet and VGG model can represent the per-
formance of current CNN models. The latest model also uses
ResNet pre-trained model as the backbone network. This
paper selects some CNN pre-trained models with superior
performance as the baseline for this method. ResNet-101 and
VGG-16 convolutional neural networks based on ImageNet
pre-trained were used as the baseline.

The comparison results of retrieval accuracy of textile
image retrieval using the maximum pooling feature under
different measurement methods are shown in Table 2. The
results show that the method of cosine measure is the most
effective for similarity measurement, so the retrieval effect
of cosine measure distance is the criterion in the following
experimental comparison.

The comparison results of retrieval effects of different
pooling methods in textile image data sets are shown in
Table 3. The results show that the feature retrieval accuracy
of maxpool extraction is the highest, followed by avgpool,
which is consistent with the feature that the classification
features in the textile image data set are mainly concentrated
in multiple parts. In addition, the experimental results show
that the accuracy of the depth feature of the FC layer in CNN
is lower.

In the convolutional neural network, RGB three-channel
image features are more distinguishable than grayscale image
features, so subtracting the RGB three-channel mean value of
ImageNet from the ImageNet pre-trained model is conducive
to the extraction of color features. The Table 2 experiments is

TABLE 2. Comparison of retrieval accuracy using maximum pooling
feature under different measures.

TABLE 3. The accuracy comparison among different pooling methods.

to use the depth features of ImageNet pre-trained ResNet-101
and ResNet-50 for image retrieval of textile images.

D. ANALYSIS OF EXPERIMENTAL RESULTS
The maxpool pooling layer feature and the cosine distance
is used to measure the distance of different features. The
retrieval results are compared with the textile fingerprint
fusion method proposed in this paper, and the results are
shown in Table 4. It can be seen from the results that the fin-
gerprint fusion method has greatly improved the performance
of the pre-trainedmodel, by about 15%on the top 1 index, and
by about 23∼28% on the mAP index.
The Table2 and Table3 experiments used the depth fea-

ture of ImageNet pre-trained VGG16 to retrieve the image
of textiles, as set above. The retrieval results are compared
with the textile fingerprint fusion method proposed in this
paper. The fusion method of depth features of textile ‘‘feature
components’’ has obvious performance improvement, with
the retrieval accuracy of top1 and top5 improved by 7-8%,
and the retrieval performance in mAP improved by 18%. The
experiment shows that the method in this paper is universally
applicable to the normal CNN model.

The main solution to this issue is to more accurately find
and extract the ‘‘feature components’’ that textile image iden-
tification relies on. It’s important to note that the fusion and
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TABLE 4. The effectiveness of textile image fine-grained retrieval with
Resnet-101.

TABLE 5. The effectiveness of textile image fine-grained retrieval with
Vgg-16.

use of ‘‘feature components’’ reduce the need for extraneous
positioning information in textile images and increases the
retrieval precision of textile images.

V. CONCLUSION
This paper proposes a textile image fine-grained retrieval
method, which can effectively eliminate the interference of
the inherent large-area background and a large number of
internal repetitive features of the textile image to improve
the retrieval efficiency of the textile ‘‘feature component’’ by
extracting the fineness of the textile image. The key point is to
use Mask R-CNN to extract the ‘‘feature component’’ in the
textile image and generate the weighted and aggregated depth
convolution feature according to the ‘‘feature component’’,
whichmakes it possible to paymore attention to the important
and repeated identification features of the retrieval object,
and effectively improve the efficiency of image retrieval. This
method can greatly improve the precision of fine-grained
image retrieval tasks with repetitive features in textile images
without relying on a large number of external data set train-
ing. The proposed unsupervised weighted aggregate textile
feature is very suitable for the situation where it is difficult
to collect the detailed annotated training data set in this field.
In this paper, we found that the depth features extracted by
CNN still have good retrieval efficiency after being weighted
and averaged equally.

The method proposed in this article has the following
shortcomings: the fine-grained feature extraction of textile
images relies on the target detectionmethod ofMask R-CNN,
and the target detection performance of the latter still needs
to be improved.
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