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ABSTRACT Music is composed of a set of regular sound waves, which are usually ordered and have a large
number of repetitive structures. Important notes, chords, and music fragments often appear repeatedly. Such
repeated fragments (referred to as motifs) are usually the soul of a song. However, most music generated by
existing music generation methods can not have distinct motifs like real music. This study proposes a novel
multi- encoders model called Motif Transformer to generate music containing more motifs. The model is
constructed using an encoder-decoder framework that includes an original encoder, a bidirectional long short
term memory-attention encoder (abbreviated as bilstm-attention encoder), and a gated decoder. Where the
original encoder is taken from the transformer’s encoder and the bilstm-attention encoder is constructed
from the bidirectional long short-term memory network (BILSTM) and the attention mechanism; Both the
original encoder and the bilstm-attention encoder encode the motifs and input the encoded information
representations to the gated decoder; The gated decoder decodes the entire input of the music and the
information passed by the encoders and enhances the model’s ability to capture motifs of the music in a gated
manner to generate music with significantly repeated fragments. In addition, in order to better measure the
model’s ability of generatingmotifs, this study proposes an evaluationmetric called usedmotifs. Experiments
on multiple music field metrics show that the model proposed in this study can generate smoother and more
beautiful music, and the generated music contains more motifs.

INDEX TERMS Deep learning, music generation, recurrent neural network, transformer.

I. INTRODUCTION
Music is an organized and regular sound wave, which can
cultivate the mood and relax, convey messages, and express
emotions. It is a necessary art form in our daily life. However,
composing or analyzing music requires a high degree of
professionalism, and it takes inspiration and various human
and material resources for music experts to complete a song.
In order to better analyze and study music, many scholars
use artificial intelligence technology for music-related tasks
such as emotion recognition [1], music classification [2], and
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music generation [3]. Composing music using artificial intel-
ligence can be automated or semi-automated using neural
network models to generate music, significantly reducing the
complexity of managing music.

In recent years, sequence-based music generation methods
have made significant progress with the development of deep
learning techniques. Sequence-based methods [4], [5] will
first quantize the music content into symbolic sequences and
then input the symbolic sequences into a neural network
model. As shown in Fig.1, score fragments of the Christ-
mas pop song ‘‘Deck the Halls’’ consist of notes as the
basic unit and are divided into different parts by bars [6].
Additional notes have their pitch, playing time, and duration.
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FIGURE 1. The score fragments of ‘‘Deck the Halls’’.

The sequence-based approach will quantify the above musi-
cal information, such as notes, bars, and rhythms, into
symbolic sequences for model learning. In recent years,
many scholars have made good progress in music genera-
tion using neural network models such as recurrent neural
networks [7], [8], generative adversarial networks [9], [10],
and variational autoencoders [11]. Music usually has obvious
regularity in its overall structure, and a standard piece of
music typically contains many repetitive fragments that run
through the entire structure of the music rather than just being
reflected in the short term. For example, the musical frag-
ments in the red box in Fig.1 recur several times throughout
the song. Such recurringmelodic fragments (motifs) are often
impressive and key to a song’s tone. However, we found that
the above music generation methods can only contain some
repetitive fragments in the first few bars of the generated
music rather than the entire music having repetitive segments.

Therefore, this study proposes a music generation model
called Motif Transformer that can generate more motifs.
Specifically, this study designed a transformer-based model
containing an original encoder, a bilstm-attention encoder,
and a gated decoder. The model enhances the under-
standing of the encoding of motifs through original and
bilstm-attention encoders and improves the model model-
ing of crucial information from the encoders through gated
decoders, thus strengthening the model’s focus on motifs
to generate music with impressive features. This study
designed experiments to compare the generation perfor-
mance of the Motif Transformer with other music generation
models [12], [13]. And we developed objective and human
subjective evaluation metrics to assess the gap between
generated and authentic music.

The rest of this article is organized as follows. Section II
briefly discusses the relevant work. Section III introduces the
details of the proposed method. Section IV provides imple-
mentation details and experimental results. Finally, Section V
provides a summary of the paper and discusses the poten-
tial contributions and future development directions of the
method proposed in this study.

II. RELATED WORK
The composition of music by algorithms on computers dates
back to the 1950s. After the first computers were invented

and built, mathematician and composer Hiller used Markov
chains in combination with knowledge of music theory to
compose the first computer-generated music, pioneering the
creation of music by artificial intelligence. Subsequently,
with the development of deep learning, many scholars began
to study using neural network models for music composition.
For example, Casella et al. [7] proposed the melody_RNN
method for music generation through a single-layer long
and short-term memory network (LSTM) and a fully con-
nected layer, which can combine current and historical music
information to generate new music melodies. However, the
generated music does not have long-time structural connec-
tions due to the gradient disappearance problem of recurrent
neural networks. Hadjeres et al. [14] proposed the Deep bash
method. Unlike traditional recurrent neural networks, Deep
bash generates music along the time axis but selects a time
to generate from the middle to both sides, alleviating the
long-term dependency problem of traditional recurrent neu-
ral networks. Keerti et al. [15] combined the bidirectional
long short-term memory network with the attentional mech-
anism to generate jazz music with a repetitive structure. The
above studies alleviate the gradient disappearance problem
of recurrent neural networks by various methods, hoping to
generate music containing more motifs using recurrent neural
networks. Still, as of now, recurrent neural network-based
models are only excellent at generating short segments of
music, and the modeled information is difficult to establish
long structural connections.

Many scholars have also employed other networks to solve
the problem of difficulty in modeling long-structured linked
music. For example, Guan et al. [9] and Arora et al. [10]
used generative adversarial networks to generate music and
Grekow et al. [11] for modeling musical information using
variational autoencoders. However, their achievements are
still unsatisfactory. It was not until Vaswani et al. [16] pro-
posed the Transformer model which made a sensation in
artificial intelligence. Transformer is a self-attention-based
sequence model with strong self-attention and modeling
capabilities that have achieved excellent results in many
natural language processing tasks [17], [18]. Shortly after
the release of Transformer, Huang et al. [12] proposed the
Music Transformer to pioneer the use of Transformer for
modeling music generation tasks, and they used Trans-
former’s powerful ability to handle long sequences to
generate more structurally connected music melodies; Sub-
sequently, Hsiao et al. [19] proposed the Compound Word
Transformer, which represents musical events in the form
of compound words, significantly reducing the length of
musical sequences and speeding up model convergence while
generating music of comparable quality; Choi et al. [20] pro-
posed a chord-conditioned Melody Transformer, which uses
a transformer to generate rhythms and pitches conditional on
chords. The model can effectively learn the pitch and rhythm
distribution ofmusic, and there are some significant repetitive
fragments in the generated music melody. Shih et al. [13]
proposed the Theme Transformer, which extracts repetitive

63198 VOLUME 11, 2023



H. Wang et al.: Motif Transformer: Generating Music With Motifs

fragments of musical melodies as thematic material for the
input model and makes the model focus more on thematic
fragments by a novel position encoding method and a method
for balancing attention mechanisms. It is possible to generate
significant repetitive fragments for short and medium-sized
music. However, the performance of generating repetitive
fragments on long music still needs to be improved.

Due to the powerful modeling capability of Transformer
and its excellent performance in maintaining long-term struc-
tural consistency, this study proposes the Motif Transformer
model based on Transformer. And inspired by [21] and [22],
our proposed model contains multiple encoders. Specifi-
cally, the Motif Transformer includes an original encoder,
a bilstm-attention encoder, and a gated decoder; original
and bilstm-attention encoders encode motifs and pass the
encoded information to the gated decoder through their
respective cross-attention mechanisms; The gated decoder
balances cross-attention and self-attention through gate con-
trol, allowing the model to capture motif information better
and generate music containing more motifs.

III. APPROACH
In this section, this study describes the proposed model
named Motif Transformer. Sequence-based music genera-
tion methods typically convert the music in midi format
into symbol sequences and input them into the model.
Each note in music requires multiple symbol representations,
which leads to a significant increase in sequence length and
complexity. Therefore, traditional Transformer based music
generation methods may have the following two drawbacks
when generating music. Firstly, due to the lack of ability
to capture temporal information in the Transformer model’s
self-attention mechanism, the encoder of the model is dif-
ficult to capture temporal information in the sequences.
Secondly, due to the long and complex sequence, the decoder
may ignore the motif information transmitted by the encoder.
To this end, we propose two methods to enhance the model’s
ability to generate motifs. Firstly, we used a multi encoders
architecture to improve the model’s encoding ability [21],
[22]. We have designed an encoder called bidirectional
long short term memory-attention encoder (bilstm-attention
encoder) based on the bidirectional long short term mem-
ory network (BILSTM) and the attention mechanism. The
bilstm-attention encoder can capture temporal information
in music sequences, making up for the shortcomings of the
self-attention mechanism and providing more information
about motifs for the model. Secondly, we designed a gated
decoder to generate more motifs. In our model, the encoders
are responsible for encoding motifs and passing the encoded
information to the decoder through the cross-attention mech-
anism. The decoder receives the entire music sequences and
information from the encoders and generates music based
on them. To enhance the model’s ability to generate motifs,
we have designed a gating mechanism to turn off some
layers of self-attention mechanism, so that the decoder pays
more attention to the music motif information encoded by

the encoders through the cross-attention mechanisms. In the
motif areas, we use cross-attention mechanism in all layers,
while only using self-attention mechanism in the first two
layers. In non-motif areas, all layers use self-attention. This
makes it easier for the model to interact with the motif
information transmitted by the encoders through the cross-
attention mechanisms, thereby generating music containing
more motifs.

As shown in Fig.2, our model contains three main mod-
ules, the original encoder, the bilstm-attention encoder, and
the gated decoder. The original and the bilstm-attention
encoders model the motifs of music and then add them to
the gated decoder via the cross-attention mechanism. The
gated decoder receives the complete music sequences and
the information from the encoders and generates the music
content. In the following, this studywill describe the encoders
and decoder in the model separately.

A. ORIGINAL ENCODER
The role of the Transformer encoder is to encode the input
sequences into an internal representation. It contains multi-
ple attention layers, with each layer encoding the previous
layer’s output. Each attention layer has a self-attention mech-
anism, which calculates weights for the hidden states at each
location. These weights show how well the hidden state at
the current location is related to the hidden conditions at
other locations. The attention mechanism allows the model
to extract information from the entire sequences and encode
them into the internal representation. In general, a Trans-
former model uses only one encoder, but using multiple
independent encoders can improve the expressiveness of the
model and allow the model to capture better the complex rela-
tionships in the sequences [21], [22]. Based on this, this study
designed two encoders for our model: the original encoder
and the bilstm-attention encoder, and we will introduce them
separately below.

Transformer has strong modeling and long-term struc-
tural consistency capabilities, and its encoder has strong
encoding capabilities. Many music generation methods use
Transformer’s encoder and have achieved excellent per-
formance [12], [13]. This article retains the Transformer’s
original encoder as one of the model’s encoders and names
it the original encoder. As shown in the left side of Fig.2, the
original encoder consists of an embedding layer, a position
encoding, and an attention layer, where the attention layer is
a stack of multi-headed attention and feedforward networks.
Suppose the input music clips areX = {x1, x2 · · · xτ }, then the
embedding encoding and position encoding can be expressed
as:

XV = Emb (X) + PositionEng (X) (1)

After being encoded, X is fed into the attention layer. The
attention layer is the core of the traditional encoder and con-
tains a multi-headed attention mechanism and a feed-forward
neural network. After entering the attention layer, X is first
transformed linearly into Q, K , and V , to get the information
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FIGURE 2. Model architecture diagram. On the left side of the figure is the original encoder; in the middle of the figure is the
gated decoder; and on the right side of the figure is the bilstm-attention encoder.

of different spatial locations of X itself, as shown in (2).

Q,K ,V = XVWQ,XVWK ,XVWV (2)

Next,Q,K , andV are again linearly transformed to inputmul-
tiple attention mechanisms. After that, multiple attentions are
connected to get the output of multiple attentions, as shown
in (3) (4).

headh = Attention
(
QWQ

h ,KWK
h ,VWV

h

)
(3)

MultiHeadAttn (Q,K ,V )=Concat (head1, · · · , headH )W o

(4)

where Attention() represents the attention mechanism, Mul-
tiHeadAttn() represents the multi-head attention function,
Concat(head1,. . . ,headH ) represents the output of multiple
attentions stitched together, and headH represents the output
of a single attention.

The output of multi-headed attention is followed by a fully
connected feedforward neural network, and there are residual
connections and normalization calculations at both the input
and output of the feedforward neural network, which are
shown in the following (5) (6) (7).

Lm = LayerNorm (A+ X) (5)

P = Position− wise− Feed − Forward (Lm) (6)

O = LayerNorm (P+ Lm) (7)

where LayerNorm() denotes the regularization process;
Position-wise-Feed-Forward() denotes the feed-forward
network calculation.

B. BILSTM-ATTENTION ENCODER
Transformer’s self-attention mechanism can model the asso-
ciation between the current position and other positions at
once, and has good global modeling ability. However, the
self-attention mechanism cannot capture the temporal infor-
mation of the sequences. Because the bidirectional long
short term memory network has a better ability to capture
time information, this study additionally designs an encoder
named bidirectional long short term memory-attention
encoder (bilstm-attention encoder), which consists of an
embedding layer, a position encoding layer, a linear layer, two
bidirectional long short term memory networks, and a atten-
tionmechanism. In this way, the bilstm-attention encoder will
combine the global modeling ability of the attention mecha-
nism with the time information modeling ability of BILSTM.
Like the original encoder, the bilstm-attention encoder also
encodes only motifs. Still, unlike the original encoder, which
can only encode self-internal connections between messages,
the bilstm-attention encoder can model the relationships
of input information at the time scale, bringing temporal
information to the model and enhancing the model’s under-
standing of motifs. Assuming that the input music fragments
are X = {x1, x2 · · · xτ }, the computation of the embedding
layer and position encoding of the bilstm-attention encoder
can be expressed as in (8).

XT = Emb (X) + PositionEng (X) (8)

Next, the music fragments after the computed embedding
encoding and location encoding are fed into the linear layer,
calculated as in (9).

XL = Linear (XT ) (9)

After the linear transformation, we want the next layer of
the computation process to contain both past and future
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music fragments information. Therefore, we use a two-layer
BiLSTM. The BiLSTM can use a forward LSTM to obtain
forward implied state information and a backward LSTM to
obtain backward implied state information [23].

L1 = Bilstm (XL) (10)

L2 = Bilstm (L1) (11)

Finally, to enhance the ability of the model to establish struc-
tural connections, we set up a layer of attention mechanism
layer, which is calculated as in (12).

AT = Attention (L2) (12)

C. GATED DECODER
The role of the decoder is to decode the output of the
encoder and generate the target sequences. The decoder
contains multiple concatenated attention layers that decode
the input information. Unlike the encoder, the decoder uses
two attention mechanisms in its modeling process: self-
attention and cross-attention. Self-attention provides an inter-
nal understanding of the relationship between the current
hidden state and the sequence generated during decoding,
with strong self-attention and local dependence, whereas
the cross-attention mechanism interacts with the informa-
tion in the encoder with that in the decoder, enhancing
the model’s understanding of information about different
modalities or different spatial locations. Balancing these two
attention mechanisms allows the model to take full advan-
tage of their respective strengths and improves the model’s
performance [24].

This study places self-attention and two cross-attention
mechanisms in parallel and designs a gating mechanism to
control the information flow between self-attention and cross-
attention mechanisms. As shown in the middle of Fig.2, in the
first two layers of the decoder, this study uses self-attention
mechanism in all areas, while only cross-attention mecha-
nisms are used in the motif areas; In the middle two layers of
the decoder, this study uses self-attention only for non-motif
areas and uses cross-attention linked to the original encoder
in the motif areas; In the last two layers of the decoder, this
study uses self-attention only for non-motif areas and uses
cross-attention connected to the bilstm-attention encoder in
the motif areas. If we let f lt be the output of the lth decoder
at time step t, the mathematical equation for the process is
expressed as follows.

f lt =

 kt f
l,(cross1)
t + (1 − kt) f

l,(self )
t , l > 4

kt f
l,(cross2)
t + (1 − kt) f

(l,(self ))
t , 2 < l < 4

kt f
l,(cross1)
t + kt f

l,(cross2)
t + f l,(self )t , l < 2

(13)

where kt indicates whether the sequence is within the motifs
at time step t. If it is within the motifs then kt = 1, other-
wise kt = 0. f l,(cross1)t denotes the output of cross-attention
connected to the conventional encoder, f l,(cross2)t denotes the
output of cross-attention connected to the temporal encoder,
and f l,(self )t denotes the output of self-attention.

IV. EXPERIMENTS
A. DATASET AND DATA PREPROCESSING
This study uses the POP909 dataset [25] to perform experi-
ments on our model. The POP909 dataset contains 909 pop-
ular music tracks in midi form composed by professional
musicians. The songs in the dataset include three main types
of musical information: the main melody (with the vocal pair
thereof), the secondary melody, and the piano accompani-
ment. In this case, the secondary melody plays a minor role
in the whole song, and its removal does not affect the quality
of the song too much [13]. Referrin to [19], this study used
information from only two tracks, the main melody and the
piano accompaniment, and selected the songs in 4/4 time in
them. After the selection was completed, a total of 713 songs
were available for the experiment, of which we took 29 songs
as the test set, and the remaining songs were used for model
training.

To make the POP909 dataset available for experiments
on the model, we need to extract music features from
music files in midi format and combine them into event
sequences. This study uses two tracks (main melody and
piano accompaniment) from the POP dataset songs, and the
extracted note- related sequences are Note-On-Melody, Note-
Duration-Melody, Note-Velocity-Melody, Note-On-Piano,
Note-Duration-Piano, and Note-Velocity-Piano; Rhythm and
position related sequences as Tempo, Bar, and Position; in
which, Note-On indicates the pitch start time (range is 1-127),
Note-Duration indicates the pitch playing duration (1/4 beat
as the basic the unit, range is 1-64), Note-Velocity indicates
the pitch playing intensity (range is 1-126), Tempo means the
song playing tempo, taking the value of 17bpm-194bpm, Bar
shows the number of bars, and Position indicates the position
of each event. In addition, following [13], motif-start and
motif-end are set in the music motifs to mark the start and end
of the music motifs. Fig.3, for example, shows the conversion
of midi music into an event sequence.

FIGURE 3. Example of converting Midi music into a sequence of music
events.

B. MODEL SETTING
In the experiment of this study, we set the maximum length
of the sequence of music events to 512. The bilstm-attention
encoder of the model is trained through the Bi LSTMnetwork
with a hidden layer of 256. Both the original encoder and
the gated decoder of the model consist of 6 attention layers,
each with eight attention heads, and a feedforward neural
network hidden dimension of 1024. The configuration of
our experimental environment is shown in Table.1. Referring
to [13], the experiment respectively selected 29 songs (about
4%) from a dataset of 713 songs as the test set and validation
set, and used the remaining songs as the training set. This
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TABLE 1. Experimental environment table.

experiment used Adaptive Moment Estimation for optimiza-
tion and cross entropy as the loss function. Set the learning
rate of the Adam optimizer to 0.0001 and the number of
iterations for training to 2000.

C. OBJECTIVE EVALUATION
POP909 dataset was used for this evaluation to train Atten-
tional network [15], Music Transformer [12] and Theme
Transformer [13], and their results were compared with the
Motif Transformer. In terms of objective metrics selection,
this study first selected the null beat rate [26] and pitch
class entropy [27] to objectively evaluate the generated music
and compared the music generated by the models with the
real music, and the closer the generated music is to the real
music, the better the performance of the model. In addition,
this study also designed an objective metric to measure the
model’s ability to generate motifs: used motifs (UM). The
higher metric value indicates the model’s stronger ability to
generate motifs. Each of the three metrics is described below.

Empty beat rate (EBR) is the ratio of beats played without
any notes or instruments to the total number of beats in a
rhythm [26]. Empty beat rate is often used to measure the
sense of empty inspiration or emptiness in a piece of music.
Also known as the ‘‘rest ratio’’, the airtime ratio is a standard
metric used in music analysis and generation. Define (14),
where empty_beat denotes the number of empty beats and
all_beat indicates the number of all beats.

Empty_beat_rate =
empty_beat
all_beat

(14)

Pitch class entropy (PCE) can be used to describe the
uniformity and complexity of the musical pitch distribu-
tion [27]. In the field of music, each note corresponds to a
pitch level, and pitch entropy is the statistical quantity used to
describe the distribution of these levels as they occur inmusic.
A lower pitch entropy indicates a more regular and biased
musical structure. Define (15), where P(pitch=i) denotes the
probability of occurrence of the i-th category of pitches.

Pitch_class_entropy=−

11∑
i=0

P (pitch= i) log2 (P (pitch = i))

(15)

To verify the model’s ability of generating motifs, we pro-
pose an objective metric called used motifs (UM). The
repetitive fragments (also called motifs) in a piece of music
are often used to express the tone and feel of the music and
are the heart of a song. In this study, we measure the model’s

TABLE 2. The entropy of null beat rate and pitch class for
model-generated music as well as real music.

ability to generate motifs by counting the ratio of the number
of motifs to the number of bars in the generated music.
Define (16), where motifs denote the number of occurrences
ofmotifs in themusic, and n_bars denotes the number of bars.

Used_Motifs =
motifs
n_bars

(16)

This study had each model generate ten pieces of music,
then each calculated the EBR and PCE and averaged them,
and compared their results with those of real music. To eval-
uate the performance of the Motif Transformer, we selected
three most typical open-source models, namely:

1) Attentional network: A model combining attention
mechanism and bidirectional Long short-term mem-
ory network can generate music with some repetitive
structures [15].

2) Music Transformer: A music generative model based
on the relative attention mechanism proposed by
Google Brain can generate long-term music with
motifs [12].

3) Theme Transformer: A new transformer-based model
that proposes a novel position encoding method
and a method for balancing attention mechanisms,
specifically for generating music with motifs [13].

As shown in Table.2, our model achieves the minimum
results and is closest to the real music for both objective
metrics. This indicates that the music generated by the model
proposed in this study has a better sense of rhythm and
structural regularity than other models and is closer to the real
music.

FIGURE 4. Distribution of the UM results, each model generates ten
pieces of 32-bar, 64-bar, and 128-bar music, and the average UM of the
ten pieces of music is shown in the figure.
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Fig.4 shows the distribution of UM for each model. From
it, we can find that the more bars of music generated by
all models, the lower the relative UM values. This indicates
that all models are less capable of generating long-structured
music than short-structured music. In addition, compared
with other models, our model generates music with higher
UM values regardless of the number of bars, indicating that
our model can generate motifs better.

D. SUBJECTIVE EVALUATION
The value and quality of music is a subjective feeling, and
so far, it is not possible to judge the music entirely simply
by objective evaluation. Therefore, this study also designed
listening experiments to evaluate the music generated by the
different models. In the experiment, 20 volunteers (10 of each
gender, 5 of whom were professional music practitioners)
rated musical works on a scale from 1 to 5 based on the
following five indicators. Each model generates ten pieces of
music for the 64 bars, and each volunteer selects two pieces
from each model to listen to and evaluate. And to ensure
the experiment’s validity, the music after each volunteer’s
selection was randomly disrupted and thenmade available for
volunteers to evaluate and score.

• Truth: Is this music consistent with human creative
habits?

• Structure: Does this music have distinctly repetitive
segments?

• Harmony: Does the melody of this music sound
harmonious?

• Accuracy: Is this music free of compositional and
performance errors?

• Pleasure: Does this music sound good and pleasant?

TABLE 3. Subjective evaluation results.

As can be seen from Table.3, the Motif Transformer pro-
posed in this study has better performance in all human
subjective evaluation metrics. This shows that Motif Trans-
former can generate harmonious and natural music. In par-
ticular, the score of structure has been improved compared
with other models. This shows that Motif Transformer has a
more significant advantage in generating motifs, validating
the effectiveness of the model improvements.

V. CONCLUSION
This study proposes Motif Transformer for the feature that
music has structural repetitiveness. This study designed a
music generation method that combines multiple encoders
and a gated decoder. Motif Transformer enhances the
understanding of encoding of motifs through the origi-
nal encoder and bilstm-attention encoder, and enhances the

model modeling of motif information from encoders through
the gated decoder, thus allowing the model to gain more
attention to motif information. Moreover, this study proposes
an objective metric called used motifs to verify the ability
of the model to generate motifs and a subjective listening
experiment to test the model’s validity. After experimental
verification, the network model proposed in this study can
generate harmonious and natural music, and the generated
music contains more motifs.

Compared with traditional music generation methods, the
method proposed in this article can generate music with
specific motifs. According to the method proposed in this
article, people can obtain a large number ofmusic worksmore
conveniently, and the theme style of these music works can be
selected according to personal needs, which can significantly
promotemusic consumption.Moreover, themethod proposed
in this article can also provide more possibilities for those
engaged in music creation and production, bringing them
more creative and inspirational inspiration, thereby promot-
ing the development of the music industry. In addition, the
current model only performs well in generating one type of
motif. A real song may contain different types of motifs.
In the future, we will explore using the model to generate
music that contains multiple types of motifs.
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