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ABSTRACT To address the problems of slow convergence speed, easy to fall into local minima and low
convergence accuracy presented by previous algorithms in DC distribution network fault location, this paper
adopts the improved artificial bee colony slime mould algorithm (SMA) to improve and solve. On the basis of
SMA, an adaptive adjustable feedback factor and an improved crossover operator are introduced to improve
the convergence speed; artificial bee colony (ABC) algorithm is introduced to improve the search ability to
jump out of local minima, and the artificial bee colony slime mould algorithm (ISMA) is formed. Firstly,
based on the six-terminal DC distribution network topology, a mathematical model of bipolar short-circuit
fault as well as single-pole grounded short-circuit fault is established based on a fault occurring between
G-VSC and W-VSC as an example. Then the principle of the improved ISMA is introduced in detail, and a
suitable fitness function is established as the measure of fault location in DC distribution network. Finally,
experimental simulations are conducted to obtain fault points from the optimization search and compare
them with the actual values to verify the accuracy of the algorithm. In addition, the efficiency and robustness
of ISMA are further verified by comparing with other algorithms.

INDEX TERMS Distribution network, fault location, parameter identification, DC distribution system,

artificial bee colony slime mould algorithm.

I. INTRODUCTION

Because of their numerous advantages, metaheuristic algo-
rithms (MAs) have become widely used in a variety of fields
in recent decades [1]. The stochastic factor prevents the
algorithm from falling into local optimal solutions, so MAs
require less information than traditional gradient descent
algorithms. However, the MA’s convergence speed is slower
than that of the gradient descent method. The gradient
descent method is commonly used to solve linear problems.
MAs provide a large, random solution space in the space
when solving nonlinear problems, replacing the method of
traversing the solution and detecting the optimal solution
under limited conditions. Genetic Algorithms (GA), Genetic
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Programming (GP), and Evolutionary Algorithms(EA) are
three popular algorithms. Swarm Intelligence(SI) includes
collective or social intelligence, which artificially simulates
the collective behavior of biological clusters in nature’s
decentralized or self-organized systems [2]. Inspiration for
this type of algorithm typically comes from groups of organ-
isms in nature that have collective behavior and intelligence
to achieve specific goals. SI algorithms are simpler to imple-
ment and require fewer operators to control. Furthermore,
SI algorithms are better than EA at recording and using his-
torical data. Particle Swarm Optimization (PSO), Bat Inspired
Algorithm (BA), Grey Wolf Optimization (GWO), Fruit Fly
Optimization Algorithm (FOA), Moth-Flame Optimization
(MFO), Ant Colony Optimization (ACO), Harris Hawks
Optimizer (HHO), and ABC are examples of SI algorithms.
In 2020, Li proposed SMA, a new stochastic optimization
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algorithm based on the oscillation pattern of mucilage in
literature [1]. The SMA mathematical model uses adaptive
weights to simulate the process of generating positive and
negative feedback from mucilage propagation waves based
on biological oscillators, which results in the formation of the
optimal path to connect food. SMA’s exploration capability
and development prospects have been validated through com-
parison. However, there are issues with slow convergence and
easily falling into local optimal solutions.

With the increasing global energy shortage and environ-
mental pollution, distributed power generation with clean
fuel as energy is increasingly widely used in the power
industry. Due to the increasing penetration rate of distributed
power supply in power system, the power supply mode has
a transition trend from large-scale centralized power supply
to centralized and distributed power supply. Therefore, the
research on DC distribution network under the new situation
is one of the key problems to be solved urgently.

In DC distribution networks, MAs are widely used. In the
literature [3], GA parameter identification is used to achieve
accurate location of line faults in DC distribution networks,
and the method is highly resistant to transition resistance
and has high robustness. The algorithm, however, is prone
to falling into local minima. The literature [4] proposed an
improved genetic particle swarm algorithm by combining the
PSO with the GA. The method combines the benefits of both
the GA and the particle swarm method in global search, effec-
tively integrating the two algorithms. The method is more
resistant to interference and has higher localization accu-
racy and faster convergence speed. The simulated annealing
algorithm, which has better global convergence and fault
tolerance, was introduced in the literature [5]. However, the
solution process of this algorithm is complicated and the
optimization time is long.

In recent years, many improved optimization algorithms
have outstanding performance [6], [7], [8]. Literature [9]
combined SMA with the Adaptive Differential Evolution
Algorithm (AGDE), and used the AGDE mutation method
to improve the local search ability of population subjects,
increase population diversity, and help avoid premature
convergence; Chen et al [10] proposed an SVR-based pre-
diction method using the K-mean clustering method and the
Chaotic Slime Mould Algorithm (CSMA). The results show
that the proposed method performs very well in terms of
computational accuracy and complexity, but not in terms
of stability; Ewees et al. proposed a new feature selec-
tion method in the literature [11] using a modified SMA
based on the Firefly Algorithm (FA). FA improves conver-
gence by improving the quality of the output results and
is extremely capable of discovering the feasible domain of
the optimal solution. The literature [12] proposed a binary
version of the Binary Slime Mould Algorithm (BSMA) for
feature selection to perform better feature selection and thus
improve convergence speed. Experiments show that com-
bining BSMA with Two-phase Mutation (TM) and a novel
attack feeding strategy produces better results for feature
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selection. To address the potential shortcomings of SMA in
handling nonlinear tasks, Rizk-Allah et al. [13] proposed a
chaotic localization-enhanced slime mould algorithm (CO-
SMA) based on Chaotic Search Strategy (CSS) and Cross
Positioning Strategy (COS). CSS is introduced to improve
the exploitation capability and thus avoid the problem of
premature convergence; COS is introduced to improve the
diversity of solutions and thus improve the exploratory ten-
dency; Naik et al [14] proposed an elite-leadership-based
SMA, which uses the global optimal solution to lead other
individuals to update their positions, essentially solving the
problem of inefficient exploitation and slow SMA conver-
gence. Literature [15] proposed EOSMA, an equilibrium
optimizer (EO)-guided SMA, to improve efficiency by opti-
mizing the search of SMAs. In the literature [16], an improved
SMA based on dominant swarm with adaptive t-distribution
mutation (DTSMA) was proposed. In DTSMA, the dominant
swarm is used to improve the SMA’s convergence speed,
and the adaptive t-distribution mutation balances is used to
enhance the exploration and exploitation ability. In addition,
a new exploitation mechanism is hybridized to increase the
diversity of populations.

In conclusion, while the above improvement schemes
employ various improvement algorithms to address the issues
of slow convergence and poor search exploitation of SMA,
there are still issues such as low convergence accuracy,
easy premature convergence, and falling into local minima.
Further improvements to the SMA are made in the liter-
ature [17], which combines the ABC with an improved
crossover operator to form an adaptive ISMA. SMA’s prob-
lems of slow convergence and easy falling into local minima
were improved, but the above methods were not used to locate
distribution network faults.

Aiming at the above research problems, this paper estab-
lishes a six-terminal ring distribution network model in
Part II. In Part I1I, the short-circuit model is established and its
mathematical expression is simplified. In Part IV and Part V
of this paper, an adaptive ISMA with improved crossover
operator is introduced for the fault location of DC distribution
network. Based on the original SMA, ABC is introduced to
solve the early convergence problem of the algorithm. ABC
uses few control parameters and has strong robustness. Every
iteration will search for global and local optimal solutions,
so the probability of finding the optimal solution is greatly
increased. Adaptive adjustable feedback factor and crossover
operator are used to improve the convergence speed and
accuracy of the algorithm. In addition, the advantages of
ISMA are illustrated by the comparison of CEC2014 test
functions. Part VI introduces the principle of fault location by
ISMA. In Part VII of the paper, the experimental simulation is
carried out, and the simulation results show that the improved
algorithm has high positioning accuracy and robustness.

Il. DC DISTRIBUTION NETWORK MODEL
Common DC distribution networks are classified into three
types based on their basic topology: radial, two-end supply,
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FIGURE 1. Topology of a six-terminal DC distribution network.

and ring. The relay protection and operation of a ring-shaped
distribution network is more complicated, but the ring struc-
ture improves power supply reliability and does not affect the
power supply to the load when a fault occurs in any section
of the line within the ring to remove the faulty section. As a
result, a six-terminal ring distribution network is used for the
study in this paper, and its topological results are shown in
Figure 1.

The wind turbine side, the synchronizer side, the battery
side, the PV array side, and the DC and AC load sides are
connected to a common DC bus through converters. Among
them, the new energy generation unit is in the state of max-
imum power tracking to improve economic benefits; The
DC load is connected to the DC bus through the buck-boost
chopper converter; AC load is connected to DC bus through
voltage source converter; The PV array unit is connected
to the DC bus through a buck-boost chopper converter with
bidirectional energy flow.

llIl. THE MATHEMATICAL MODEL FOR GRID LINE FAULTS
A. MATHEMATICAL MODEL OF INTER-POLE SHORT
CIRCUIT FAULT

When an inter-pole short circuit fault occurs, the DC mea-
suring capacitor discharges and the Insulate-Gate Bipolar
Transistor (IGBT) is blocked due to its own protection device
to prevent it from being burned and destroyed. However, the
continuity diode still forms a circuit, and the DC and AC sides
still supply current to the short circuit point [11].

Assuming an inter-pole short circuit fault in the DC line
between G-VSC and W-VSC, the equivalent circuit of the
capacitor discharge phase is shown in Figure 2.

In the figure, L indicates the total length of the DC line
between the WTG end and the synchronous machine end;
d indicates the distance between the WTG end and the fault
point; Ry and L are the resistance and inductance between the
WTG end and the fault point, respectively; R, and L, are the
resistance and inductance between the synchronous machine
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FIGURE 3. Equivalent circuit diagram of a unipolar short circuit fault.

end and the fault point, respectively; C; and C, are the
capacitance to ground at the WTG end and the synchronous
machine end, respectively; Ry is the transition resistance.

According to Kirchhoff’s voltage theorem, the wind tur-
bine terminal satisfies:

dr
Ugel = 2I1R; + 2L d—t‘ + (I + I)Rs
dUge1 M

dUqce2 @)

Combining Eq. (1) and Eq. (2) to eliminate the transition
resistance Ry yields

d’U, d’U, du,
21,C> ;2102 —2L1Cy dth] + 2C2Ry de2
dUqc1
— 2C1Ry dtc + Udc1 —Usc2 =0 (3)

B. MATHEMATICAL MODEL OF SINGLE-POLE GROUNDED

SHORT CIRCUIT FAULT

Assuming a single-pole ground short circuit fault in the DC

line between G-VSC and W-VSC, the equivalent circuit for

the capacitor discharge phase is shown in Figure 3.
According to Kirchhoff’s voltage theorem, the wind tur-

bine terminal satisfies:

dUgc1 )
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The synchronous machine side meets:

Uicx = bRy + Lz%2 + 1 + D)Rs
dUqc2 5)
*Tdr
Combining Eq. (4) and Eq. (5) to eliminate the transition
resistance Ry yields

d*Uger d?Uyge1 dUgc2
L,C —LC ChR
2272 TS + C2R Qi
dUqc1
— C1R—= + Uge1 —Uga =0 (6)

C. DIFFERENTIAL VARIABLE TRANSFORMATION

In this paper, the differential quotient approximation of the
finite difference method-derivative is used to express the
differential components in terms of sampling points and
sampling intervals. The sampling interval in this paper is
10 microseconds. Therefore, the 1st-order differential and
2nd-order differential in Eq. (7) can be transformed into,
respectively.

dUdcl _ Udc(k) - Udc(k - 2)
dr 2At 7
PUger  Uge(k) = 2Uge(k — 1) + Uge(k — 2)

2 Ar?
where k denotes the sampling point; Ugc(k), Ugc(k-1) and
Uqgc(k-2) denote voltage sampling points at consecutive
moments; and At denotes the sampling time interval.

IV. SLIME MOULD OPTIMIZATION ALGORITHM

SMA is based on the predatory behavior of slime mould,
slime mould from the food source in response to the
concentration of chemical signals encountered oscillating
contraction, the higher the concentration of food encountered
the faster its growth rate and the thicker the formation of the
venous network, and conversely slime bacteria encountering
a lower concentration of food will turn to explore other
areas, so as to approach other food sources by the shortest
route [17]. There are three main behaviors in the process
of mucilage feeding: approaching food, wrapping food and
acquiring food.

1) PROXIMITY TO FOOD

Xp(1) +vp x (W x Xa(t) — Xp(1)), r <p

X(t+l):{vch(t),rzp

®)

where ¢ is the current number of iterations, Xg(¢) is the
position of the individual with the best current fitness, vy
and v, are the control parameters, v, € [—a, a], v, oscillate
between [—1, 1] and eventually converge to 0, Xa(f) and
Xp(t) are the positions of two random individuals, W is the
slime adaptation weight, r is the random number between
[0, 1], the expressions of the control parameters p, parameter
a and the weight coefficient W are shown in Eq. (9), Eq. (10)
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and Eq. (11), and the variation curve of parameter a is shown
in Figure 4 [15].

= tanh |S(i) — DF| &)
a = arctanh(- ( ! )+1) (10)
1+ 7 log( =S5O iy
W(SI(i)) = (f) (11)
1—r- log( + 1)others
SI(i) = sort(S) (12)

where r is a random number between [0, 1], bF is the best
fitness value of the current iteration, S(7) is the fitness value
of the current individual, wf is the worst fitness value of
the current iteration, half is the individual in the top half of
the population in terms of fitness, others is the remaining
individuals in the population, and SI(i) is the sequence of
fitness values.

Parameter a
35

25

The value of a

0 500 1000
Number of iterations

FIGURE 4. Schematic diagram of change curve of parameter a.

2) WRAPPING FOOD

After finding a high-concentration food source, the slime
mould will separate some individuals to continue searching
for a higher-concentration food source, so the slime bacteria
population location update as shown in Eq. (13).

rand - (UB — LB) + LB, rand < z

Xp(t) +vp - (W - Xa(t) — Xp(0)), r <p

ve - X(t),r > p

Xt+1)=

13)

where rand is a random number between [0, 1], UB and LB
are the upper and lower bounds of the search area, and z is a
custom parameter (typically 0.03).

3) ACCESS TO FOOD

The control parameter vy, oscillates randomly between [—a, a]
and eventually converges to O as the number of itera-
tions increases. the control parameter v oscillates randomly
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between [—1, 1] and eventually converges to 0 as the number
of iterations increases.
The process of SMA is shown in Figure 5

3 Weighting factor J3~
bestFitness grine

2

FIGURE 5. Schematic diagram of slime mould predation process.

V. MULTI-STRATEGY IMPROVEMENT OF SLIME MOULD
OPTIMIZATION ALGORITHM
A. ADAPTIVE FEEDBACK FACTOR
ve as the feedback factor should reflect the relationship
between slime mass and food concentration, oscillating
between [—1, 1] and eventually converging to 0. The size
of v, at this time is only related to the number of iterations
and does not accurately represent the relationship between
slime mass and food concentration, so the adaptive adjustable
feedback factor is introduced [18]. In the early iteration of the
algorithm, the food concentration is low, and the decreasing
speed of the feedback factor should be accelerated to weaken
the feedback relationship and improve the search efficiency.
In the late iteration of the algorithm, the food concentration
is high, and the feedback factor should be kept smooth at
this time, which is beneficial to the local search. In addi-
tion, the descent rate adjustment factor k is introduced to
automatically adjust the descent rate of the feedback factor.
The mathematical model of the adaptive adjustable feedback
factor is described as shown in Eq. (14).
Imax =t k
e Mmax  —1]

= — 14
Ve e 1 (14

The word where ¢ is the current number of iterations, #max
is the maximum number of iterations, and & is the adjustment
factor.

A graph of the variation of the feedback factor v, with
the number of iterations for different values of k is shown
in Figure 6.

As can be seen from Fig. 6, the rate of decrease of the
feedback factor v, increases with the increase of the regu-
lation factor k. However, if the regulation factor is too large,
the convergence rate of the first period is too fast. However,
if the adjustment factor £ is too large, the convergence speed
is too fast in the early stage and it is easy to fall into the local
minimum. On the contrary, if the adjustment factor k is too
small, it will cause the problem that the convergence speed
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FIGURE 6. Feedback factor curve.

is too slow and the advantage of the algorithm disappears.
Considering all aspects, 0.4 is chosen as the value of the
adjustment factor k.

B. IMPROVED ARITHMETIC CROSS OPERATOR

To speed up the convergence of the algorithm, an improved
arithmetic crossover operator is introduced to let the current
individual cross over with a certain probability with the most
available individuals in the population, and its mathematical
model is shown in Eq. (15).

Xat+1) =L-Xa() + (1 = L) - Xpest (1)
Xap(t + 1) = L - Xpesr (1) + (1 = L) - Xa(2)

where ¢ is the current number of iterations, X4 is the current
individual position, X41 and X4» are the positions of the
individuals of the two children generated by the crossover,
Xpest 1s the position of the optimal individual of the current
population, and L is a random parameter taking the value
(0,1).

From Eq. (15), it can be learned that the offspring are
mainly determined by the parent and parameter L. In order
to enhance the population diversity, the Laplace coeffi-
cient is introduced to improve the control parameter L. The
mathematical model is shown in Eq. (16).

15)

H_)L'ln(r)’rf
L =
w+A-In(r), r >

(16)

N =N —

where  and A are Laplace coefficients and w is taken as
a natural number to control the position. A > 0 is used to
control the scale and r is taken as a random number between
[0, 1]. From Eq.16, it is clear that the smaller A is, the closer
the offspring is to the parent. With the joint mediation of
Laplace coefficients u and A, the offspring can selectively
acquire more information of the superior parent.

C. IMPROVED MANUAL SWARM SEARCH STRATEGY
ABC algorithm is a popular local optimization-seeking intel-
ligence algorithm that solves the optimization problem by
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mimicking the behavior of honey bee populations that can
efficiently harvest honey and adapt to environmental changes
in any environment [19]. The algorithm classifies artificial
bee colonies into three categories: honey collecting bees,
observation bees and detection bees. Honey collecting bees
correspond to nectar sources one by one and use nectar
information to share with observation bees; observation bees
wait in the hive and search for new nectar sources based
on nectar information from collecting bees; and scout bees
randomly search for new nectar sources near the hive. The
algorithm does not require special information about the
problem and has generality as well as faster convergence,
which can effectively solve the problem of early conver-
gence of the SMA [20], [21]. The basic artificial bee colony
search strategy mathematical model is described as shown in
Eq. (17).

Zid = Xid + $id(Xid — Xka) (17

where i is the current number of nectar sources, z;; is the
new optimal individual, x;4 is the current individual, xzg is
a random individual, k € {0,1,...,M},d € {1,2,...,N},
M is a fixed value, and N is the dimension.

In order to better improve the development capability of
the algorithm, the optimal position guidance is introduced in
this paper, and the improved mathematical model is shown in
Eq. (18).

Zid = Xid + Pid(Xia — Xka) + Tia(Pga — Xia) ~ (18)

where r is a random number between [0, 1.5] and p, is the
global optimal position.

D. ISMA WORKFLOW
(1) Initialize the location of the mucilage population and set
parameters such as upper and lower boundaries.

(2) Calculate the fitness of individuals in the population
and record the best fitness and the worst fitness.

(3) Calculate the values of each parameter and the weights
of individuals within the population.

(4) Determine whether the probability requirement is satis-
fied, and if so, perform the crossover operation, if not, update
the best fit and best position.

(5) Introducing an improved artificial bee colony search
strategy to retain the best individuals according to a greedy
strategy.

(6) Determine whether the maximum number of iterations
is reached, and if it is satisfied, output the best adaptation and
the best position; if not, repeat steps (3) to (5)

The ISMA flow chart is shown in Figure 7.

E. THE COMPLEXITY OF ISMA

The complexity of the algorithm is obtained by analyzing the
code line by line. The complexity behind each line of code is
marked. Finally, the complexity of ISMA is O(n®). Similarly,
the complexity of SMA is O(n?). Under the same complexity,
ISMA convergence requires fewer iterations and takes less
time.
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FIGURE 7. ISMA flow chart.
TABLE 1. Part of the CEC2014 function.

Function Dim Characteristic Range Soin

CECO03 30 UN [-100,100] 500
CECO06 30 MF [-100,100] 600
CECI19 30 HF [-100,100] 1900
CEC26 30 CF [-100,100] 2600

F. COMPARISON OF CEC2014 TEST FUNCTION
OPTIMIZATION
In order to verify the performance of ISMA in solving opti-
mization problems, we selected CEC03, CEC06, CEC19
and CEC26 in the CEC2014 test set as the test functions.
It includes Unimodal Functions(UF), Simple Multimodal
Functions(MF), and Hybrid Functions(HF) and Composition
Functions(CF). Relevant information of CEC2014 test func-
tion is shown in the following table 1. The experimental
parameters are as follows: population size N = 50, dimension
d = 30, maximum number of iterations #,,x = 2000, and
each function runs independently for 30 times to get the
average and standard deviation. In this paper, PSO algorithm,
GWO algorithm, SMA and ISMA are selected to compare the
optimization results, among which the experimental data of
PSO algorithm and GWO algorithm are from the literature [1]
and literature [17] respectively. The comparative analysis of
the optimization results of CEC2014 test function by each
algorithm is shown in the following table 2.

According to the results in the table, 1 SMA shows some
advantages in solving function optimization. For CEC19
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function, ISMA can find the optimal value, and for other
mixed and composite CEC2014 functions, ISMA can also
converge to the optimal value, which shows that ISMA is also
very robust in dealing with complex problems.

VI. FAULT LOCATION IN DC DISTRIBUTION NETWORK
BASED ON ADAPTIVE ARTIFICIA BEE COLONY SLIME
MOULD ALGORITHM

First, the inductance and resistance per unit length are used
to express the line parameters, as shown in Eq. (19).

R1=r-d

Li=1-

1=1-d (19)
Ry=r-(L—-4d)

Ly=1-(L—-4d)

where r denotes the resistance per unit length of line; /
denotes the inductance per unit length of line.

Substituting Eq. (7) and Eq. (19) into Eq. (3) and Eq. (6),
we get:

2LC(Iby 4+ rap) —2dC(b+ra)+ AU =0 (20)
LC(lby 4+ raz) —dC(lb+ra)+ AU =0

0= dUdc1  Uge1(k) — Uger(k — 2)
TR 2A1
o — dUgcr ~ Ugea(k) — Ugea(k —2)
2= dr N 2At
b d“Ugc1  Uge1(k) = 2Uqe1(k — 1) + Uger (k — 2)
T Ar?
by — d?Uscr _ Ugea(k) — 2Ugca(k — 1) + Ugeak — 2)
T Tar T Ar?
| AU = Uge1 — Ude2
(2D
The fitness function S(d) is set as:
N-1
SWd) =Y fd) (22)
k=1

Depending on the different fault cases that occur, fi(d) is
the left-hand part of (20) or (21). fi.(d) has a theoretical value
of 0. The larger the fitness function, the stronger the fitness.
The specific process is shown in Figure 8.

VII. SIMULATION VERIFICATION

In this paper, a six-terminal ring distribution network is
built in MATLAB/SIMULINK platform for simulation and
validation, using double closed-loop PI control. The rated
voltage of the system is 500kV, and both positive and negative
shunt capacitors are 0.02F. The distribution network lines are
simulated using a centralized R-L parameter model.

A. PARAMETER SETTING
The specific parameters of the model are shown in Table 3.

62636

Set up a short circuit fault and collect positive
and negative voltages every 10 ps

Take the data between the moment of failure and
the moment when the voltage drops to 0 for data

Y

The data are processed to obtaind, @, , b, , b, ,
and AU to form the matrix test as the algorithm input

'
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Calculate the fitness based on the matrix test as well
as d and record the best fitness and the worst fitness

Y

| Update the optimal location i.e.
| the location of the failure point

Y

Output the best position after reaching
the maximum number of iterations

Crossover operation with
a certain probability

FIGURE 8. Flow chart of fault location based on adaptive artificial bee
colony slime mould algorithm.

B. FAULT LOCATION RESULTS AND ANALYSIS
On the basis of the six-end ring distribution network, the
DC line between the wind turbine end and the synchronous
machine end was selected as the research object. The results
are shown in Table 4 and Table 5, where the ranging error is
calculated as shown in Eq. (23).

[xe — xr|

r=——— x 100% (23)
L

where r represents the ranging error, x. represents the cal-
culated ranging result, x,- represents the actual fault distance,
and L represents the total line length.

From the experimental results, it can be seen that the
fault location by applying the ISMA can control the error
below 2% when there is no transition resistance, and below
3% when the transition resistance is 10€2.

Taking the failure point at 5 km as an example, 1000 points
in Fig. 9 are used to simulate 1000 individual slime mould in
the population. As the algorithm advances and keeps search-
ing for the best, most of the 1000 mould are distributed on
this line, i.e., the location is accurate. The results are shown
in Figure 10.

C. ALGORITHM COMPARISON ANALYSIS
In this paper, the PSO algorithm, GWO algorithm, SMA
and ISMA are selected for experimental comparison, and
the parameters are uniformly set to the maximum number of
iterations 500 and the number of individuals in the population
1000. the simulation experiments are conducted at the fault
point of 5 km, and the results are shown in Figure 11.

From the simulation results of Figure 11, it can be seen
that the convergence speed of ISMA is obviously faster than
other algorithms, and it converges within 10 iterations. The
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TABLE 2. CEC2014 function optimization comparison.

Function PSO GWO SMA ISMA
AVG STD AVG AVG STD AVG STD
CECO03 4.87E+01 6.61E+01 5.21E+02 5.11E-02 5.21E+02 2.27E-01 4.88E+02 3.34E+03
CECO06 1.08E+01 2.53E+00 6.14E+02 3.27E+00 6.15E+02 3.06E+00 6.17E+02 3.55E+00
CEC19 7.96E+01 1.87E+00 1.96E+03 3.93E+01 1.92E+03 2.09E+01 1.90E+03 2.17E+01
CEC26 1.07E+02 2.49E+01 2.77E+03 6.85E+01 2.70E+03 1.11E-01 2.70E+03 1.60E-01
TABLE 3. Partial parameters of DC distribution network system. 101
9 -
Model Parameters Numerical value E 8T
DC bus voltage /V 500 g g |
Line length /km 10 = .
DC side shunt capacitance value / F 0.02 § 2 | N ©
Inductance per unit length of line /H - km™ 1.59x10* = 3t
Unit length line resistance value /Q)-km™ 1.39x10> E oot
Sampling interval / pis 10 1+
0

TABLE 4. Partial parameters of DC distribution network system.

Fault Type Transition Actual Positioning Error
Resistors /Q  value /km  value /km
1 0.9524 0.476%
3 2.8841 1.159%
0 5 5.1158 1.158%
Bipolar 7 7.0043 0.043%
short circuit 9 8.9415 0.585%
fault 1 0.9219 0.781%
3 3.1971 1.971%
10 5 4.8267 1.733%
7 7.0000 0%
9 8.7369 2.631%
TABLE 5. Location results of single-pole short-circuit fault.
Transition Actual Positioning

Fault Type Resistors /Q  value /km value /km Error
1 0.9855 0.145%
3 2.9549 0.451%
0 5 5.1206 1.206%
Single pole 7 7.1132 1.132%
ground 9 8.9536 0.464%
short circuit 1 0.8944 1.056%
fault 3 3.0247 0.247%
10 5 5.1020 1.020%
7 7.2635 2.635%
9 8.8636 1.364%

—_—

Fault Location/km
OC—RNWEALAINOS
] T 1) o

260 400 600 800 1000
Number of Slime Moulds

(=]

r

FIGURE 9. The initial state distribution of slime mould population.

PSO algorithm and GWO algorithm are expected to con-
verge after hundreds of iterations. This further proves that the
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FIGURE 10. The final state distribution of slime mould population.
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FIGURE 11. Comparison of convergence of different algorithms.

effectiveness of ISMA has great advantages over basic PSO
algorithm, GWO algorithm, SMA and ISMA in solving this
problem.

VIIl. CONCLUSION

In this paper, we first establish a mathematical model for
bipolar short-circuit faults as well as single-pole grounded
short-circuit faults in DC distribution networks, eliminate
the influence of transition resistance theoretically through
the fault characteristic formula, and discretize the differential
components in the formula. The test matrix is defined as the
parameters of ISMA. Then the six-terminal ring distribution
network is built in MATLAB/SIMULINK platform for exper-
imental simulation, and the voltage and current values of the
obtained sampling points are composed of the test matrix by
operation to further obtain the adaptation function and finally
calculate the fault location. The experimental results are
compared with the actual data, and the experimental results
show that ISMA can control the error of fault location within
2% without transition resistance and below 3% when the
transition resistance is 10€2. PSO algorithm, GWO algorithm,
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SMA and ISMA are selected for experimental comparison
with the fault point at 5 km. The results show that ISMA
can obtain the optimal solution in a shorter time compared
with other algorithms, which further indicates that ISMA has
strong practicality and robustness in solving DC distribution
network faults.

Prospect I: Many excellent algorithms have been proposed
but have not been used in fault location of distribution net-
work. How to use these algorithms to locate the distribution
network more accurately needs further study.

Prospect II: This paper is based on the ring distribution net-
work. However, the distribution network structure is diverse,
such as petal distribution network adopted in recent years.
The work of fault location for distribution networks with
different structures needs further study.
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