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ABSTRACT In software engineering community, defect prediction is one the active domain. For the
software’s success, it is essential to reduce the software engineering and data-mining gap. Software defects
prediction forecasts the source code errors before the testing phase. Methods for predicting software defects,
such as clustering, statistical methods, mixed algorithms, metrics based on neural networks, black box
testing, white box testing and machine learning are frequently used to explore the effect area in software.
The main contribution of this research is the use of feature selection for the first time to increase the accuracy
of machine learning classifiers in defects pre-diction. The objective of this study is to improve the defects
prediction accuracy in five data sets of NASA namely; CM1, JM1, KC2, KC1, and PC1. These NASA
data sets are open to public. In this research, the feature selection technique is use with machine-learning
techniques; Random Forest, Logistic Regression, Multilayer Perceptron, Bayesian Net, Rule ZeroR, J48,
Lazy IBK, Support Vector Machine, Neural Networks, and Decision Stump to achieve high defect prediction
accuracy as compared to without feature selection (WOFS). The research workbench, a machine-learning
tool called WEKA (Waikato Environment for Knowledge Analysis), is used to refine da-ta, preprocess data,
and apply the mentioned classifiers. To assess statistical analyses, a mini tab statistical tool is used. The
results of this study reveals that accuracy of defects prediction with feature selection (WFS) is improve in
contrast with the accuracy of WOFS.

INDEX TERMS Defect prediction, accuracy, feature selection, machine learning.

I. INTRODUCTION
In software system, unexpected performance in response to
a client’s need is known as a defect. Software testers typ-
ically notice this unusual behavior in software. Software
testers notices errors in the software testing process. The
term ‘‘software fault’’ is also use to describe, ‘‘irregularities
in the software development process that frequently result
in soft-ware failure and fall short of user expectations’’ [1].
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approving it for publication was Ines Domingues .

A defect is a lack of imperfection caused by an error, fault,
or failure in the software development process or product.
According to the paradigm, ‘‘error’’ refers to human behavior
that leads to inappropriate out-comes, and ‘‘defect’’ refers to a
decision that leads to incorrect outcomes when trying to solve
a problem.

The process of predicting software defects involves the
detection of defectedmodules and a variety of testing require-
ments. It is extremely difficult in software engineering to
design a good defect prediction model, which would pre-
dict malfunctioning software modules or software defects
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in earlier phases of the software development life cycle.
Re-viewing the source code, doing beta testing, integration
testing, system testing, and unit testing are all steps in the
traditional process of finding software errors. Therefore, it be-
comes challenging to carry out these tests as software expands
in size, complexity, and size of source code [2].

In recent years, software defect prediction has become
increasingly popular. Prediction of software defects has
a direct impact on software quality. Defective software
modules have a significant impact on the quality of the
product, which causes price overruns, a delay in the soft-
ware’s completion timeframe, and increased maintenance
costs [3].

The first and second fundamental methods of software
quality assurance are defect detection and defect prevention.
The goal of defect prevention is to stop potential faults as
soon as possible. Defect prediction addressing current flaws.
According toMemon et al. [1], the process of enhancing soft-
ware quality through defect prevention is the focus of our
research, which aims to increase software quality by fore-
casting faults. Defect prevention activities include designing
the algorithm, reviewing the execution of the algorithm, and
identifying errors in the planning of software need [4]. Prior
to the software product’s deployment process, the primary
goal of defect prediction is to predict flaws, errors, or defects
in software products to anticipate the deliverablemaintenance
effort and quality [5]. The defect prevention approach is use
to improve software quality [1]. Predicting errors is a crucial
step in creating good software. Because software deploy-
ment precedes defect prediction to increase overall system
performance and ensure user satisfaction. Early detection of
errors or faults results in adequate resource allocation, which
reduces time and cost while also producing a high-quality
output. As a result, software defect prediction models take an
active role in helping people learn how to evaluate software
and improve its quality [6].

The software-testing phase is more effective having
the defect-prediction process, which identifies problem-
atic software modules. Utilizing efficient defect prediction
approaches or models, several techniques, and approaches
have produced outstanding results. It is crucial to com-
bine an efficient defect prediction model with a successful
measurement system [7]. The deployment of high quality,
user-satisfying software is possible through the prediction
of software defects. Software-quality assurance practices,
such as code review is frequently uses for identification of
software defect [8]. Numerous methods have been use to
overcome issues or concerns with software fault prediction.
There are numerous strategies for defect prediction men-
tioned in the literature study; however, no one method applies
to all datasets. Because it depends on the dataset’s character-
istics. It can be difficult to choose the best method for fault
prediction. Machine Learning is the most effective technique
for defect prediction [9]. Defect prediction techniques (DPT)
used throughout the SDLC in order to prevent such failures
in software products [10].

Based on particular machine learning algorithms and data
sets, machine learning has given IT systems the ability to
recognize different types of patterns with efficient solution.
Additionally, the outcomes produced bymachine learning are
based on prior knowledge of relevant material [11]. Systems
now have the potential to learn automatically based on past
performance. Machine learning predicts that computers can
learn from data or previous knowledge, recognize patterns in
the data, and then make judgements with a minimum human
intervention. It is an attractive field because it enables you to
build on prior knowledge to acquire practical business rule
logics and much more. What makes this unique? However,
the machine learning process is not straightforward. The
value of machine learning in the twenty-first century is that
it enables continuous learning from data and future predic-
tion. This is a powerful collection of algorithms and models
applied across industries to enhance software operations and
discover patterns and abnormalities in data [12].

Machine learning functions similarly to an individual
learning approach. As humans, machine learning makes
decisions based on knowledge [13]. It is describe as the
estimation of a system’s hidden structures using minimal
prior data. Classification, clustering, and regression are
examples of machine learning problems [14]. Utilizing dif-
ferent machine learning patterns, various machine-learning
methods can boost software quality and efficiency [5]. Addi-
tionally, a larger part in reducing re-work is play by the
process of forecasting the software issue or defect early to
increase software quality [9].

Software defect prediction using machine learning algo-
rithms has several advantages. It enables organizations to
prioritize testing efforts, allocate resources effectively, and
make informed decisions about software quality. By identi-
fying high-risk areas early, developers can address potential
issues before they impact end-users, resulting in improved
customer satisfaction and reducedmaintenance efforts. In this
research, authors contribute in testing phase to increase the
accuracy of machine learning algorithm to better predict the
defects for user.

A. CONTRIBUTION
The main contribution of this research is the use of fea-
ture selection for the first time to increase the accuracy
of machine learning classifiers in defects prediction. The
objective of this study is to improve the defects prediction
accuracy in five data sets. The machine-learning techniques
used in this research are; Random Forest, Logistic Regres-
sion, Multi-layer Perceptron, Bayesian Net, Rule ZeroR, J48,
Lazy IBK, Support Vector Machine, Neural Networks, and
Decision Stump to achieve high defect prediction accuracy
as com-pared to WOFS.

B. PAPER ORGANIZATION
The remaining paper is organized as; in section II related
work is presented, section III is devoted to proposed work,
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in section IV results and discussion is presented, and finally
conclusion and future work is presented at the end of the
paper.

II. LITERATURE REVIEW
The most desirable study field is defect prediction via
machine learning, data metrics, and other methods. Different
approaches have provided variousmodels and interpretations.
There have been numerous studies published on the anal-
ysis of software fault pre-diction from 1990 to 2022 [15],
[16]. Size and complexity metrics for defect prediction,
were developed by Benton and Neil in 1999. Software size
and software complexity metrics were discuss in the defect
prediction process. Using software metrics, processing high-
quality data, multivariate methods, and a critique of existing
methods, defect prediction is carried out. According to their
calculations, each thousands of lines of code (KLOC) con-
tains about 23 flaws.

For defect prediction, Vanmali et al. [17] used machine
learning (ML) approaches. To predict the fault, they used neu-
ral networks. Similar comparisons between Neural Net-work
and other approaches were uses, and it was conclude that
Neural Network outperformed other methodologies in terms
of error detection. They also discussed the application of
various ML techniques. They use the PROMISE data set
and hypothesized that the best indicators of programming are
responses to classes, LOC, and the absence of good coding.
Additionally, they are engaged in comparative research on
ensemble approaches for software best practices.

Biçer et al. [18] investigated the situation in which it is
impractical to survey thoroughly every component of com-
plicated frameworks. They examined numerous tactics for
their stages and described the qualities of good conformity
indicators. They assembled their analyses with regard to static
code measures and discovered that these flaw identifiers
produce results that are consistent across a wide range of
applications, are cost-effective to use, and can be adjusted
to the point of interest of current business conditions. They
took into account realistic conditions for evaluating program-
ming expenses and agreed that a better evaluation allowed
for tenfold greater financial gains. They demonstrate how
quality pointers can be found early on in the process of
product improvement by utilizing reliable measurements and
ML approaches.

To categorize various datasets related to liver patients,
Ramana et al. [19] examined a few selected machine learn-
ing classification techniques. Using two datasets, the
effective-ness of a few machine learning classification algo-
rithms was assessed. The first dataset included records
for 751 liver patients from Andhra Pradesh in India with
12 attributes. The University of California, Irvine (UCI)
Machine Learning Repository provided the second dataset,
which included 345 records with five attributes. With a core-
i7 processor and 4 GB of RAM, the WEKA data mining
open source machine learning tool or workbench was utilized
for the trials. Here, the Naive Bayes classifier, K-Nearest

Neighbor Algorithm, Back Propagation Neural Network
Algorithm, C4.5, and Support Vector Machines were taken
into consideration as machine learning classification tech-
niques. Accuracy, Specificity, Sensitivity, and Precision were
the four criteria used by these algorithms to evaluate the
outcomes. K-Nearest Neighbor Algorithm, Back propaga-
tion, and Support Vector Ma-chines provide superior results
with all feature set combinations when utilizing a chosen
dataset.

In order to predict software defects, Gray et al. [20] created
models that took into ac-count the quality of the datasets,
which were noisy and contained missing values that might
affect the outcomes. The researcher concluded that the influ-
ence of quality relies on the dataset while building a model
and predicting defects, where data cleansing could be a major
factor.

Askari and Bardsiri [21] applied artificial neural networks
for defect prediction. For effective extension machine-
learning algorithms, evolutionary approaches were combine
with SVM learning for prediction. Machine learning models
using NASA Datasets were used to test the support vector
approach. They concluded that, when accuracy and precision
are combine, SVM learning outperformed other methods in
terms of accuracy and precision.

Prasad et al. [22] talked about various ML classifica-
tion techniques, including super-vised (Bayesian Network,
Ensemble Method/Random Forests, SVM, Decision Tree),
unsupervised (j48, Random forest, Naive Bayes clas-
sifier, k-mean clustering, Hierarchical Clustering), and
semi-supervised (Low-density separation, SVM, expectation-
maximization, and class mass normalization) methods that
are The best classification strategy to forecast the defect for
a high quality software.

ChandraYadav et al. [23] presented the defect detection
algorithm employing classification, association rule, and
clustering approaches. The authors explains the Knowledge
Discovery in Database (KDD) process and explains how to
uncover potential outcomes by applying patterns and extract-
ing errors or faults. The authors concluded that finding bugs
or defects might be possible with little testing equipment.

In Kumar and Shukla [24] the early detection of defects
was accomplish using the fuzzy logic information system.
At the function level, the proposed model’s fuzzy inference
system uses metrics data and other error data. This model has
five input variables that are utilize in one input layer and one
output layer to determine if the input layer data for defects.

Mandal and Ami [25] examined how software attributes
depends on quality, performance, and effectiveness to defect
prediction models. Several software qualities were used to
predict softwaremodulemalfunctioning. In defect prediction,
if right attributes are not select, the model’s performance will
suffer. Therefore, it is crucial to choose the right features
to create a useful prediction model in order to enhance the
efficiency and performance of defect prediction. In order to
identify software with flaws or to approach the right model,
the researcher presented an attribute selection technique.
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The research findings demonstrates that the described strat-
egy offered a comparably effective collection of features
that improved the performance, quality, and efficiency of
the model. In order to improve the outcome of software
defect prediction, one ML classifier was use. For further
improvement of the suggested approach, researchers hope to
incorporate the performance of many ML classifiers in the
future.

Hammouri et al. [9] addressed the defects prediction
model. In order to forecast defects, supervised machine
learning techniques such as Naive Bayes, Artificial Neural
Networks, confusion matrices, and decision tree algorithms
were apply to various datasets. Three debugging datasets
were use in the experiment. The aspects of the experimen-
tal outcomes were recall, precision, RMSE measurements,
F-measure, and accuracy. In addition, these experimental
results demonstrate that machine learning is superior to
other approaches, such as the POWM model and AR model,
in terms of results and pre-diction model performance.

Memon et al. [1] evaluates the methods for predicting
software errors and mitigating their effects on the produc-
tion of high-quality software. They discusses several defect
prediction mechanisms (based on pattern, graph mining ASA
using Classifier) and prevention mechanisms through defect
detection, defect analysis, and its importance to minimize the
causes of system failure using the most recent technology.
Additionally, they describes the advantages and disadvan-
tages of certain systems for the creation of high-quality
products.

In a study Li et al. [26] included 2456 experimental find-
ings, 49 articles that satisfied the inclusion criteria which
were published from January 2000 toMarch 2018.Matthew’s
Correlation Coefficient (MCC) terms were used to calculate
the comparison prediction performance over studies in a con-
sistent manner, with confusion matrices serving as the basis.
The researchers, for the effectiveness of unsupervised defect
prediction algorithms, performed a meta-analysis. Recalcu-
lating the confusion matrices from the primary experiments
to get improved performance in order to compare these
results in a more credible manner. Numerous frequently used
outfit-learning calculations, like stacking calculations, had
been widely used. In this way, the subsequent stage of work
inquiry mostly entails attempting to examine the benefits and
drawbacks of another ensemble learning, and then utilizing
other different base classifier blends in the vote calculation.
Though there was a concerning amount of inadequate report-
ing, undemanding benchmark datasets, and plainly incorrect
experimental outcomes.

Zhong et al. [55] begins by highlighting the importance
of time-series event prediction in various domains, such as
finance, weather forecasting, and anomaly detection. It also
emphasizes the limitations of existing prediction methods
and the need for more effective techniques. The proposed
method introduces a sequence labeling framework, which
models the time-series data as a sequence of discrete events.

The framework consists of three main components: data
pre-processing, feature extraction, and sequence labelling.
In the data-preprocessing step, the time-series data is pre-
processed to handle missing values, noise, and other data
quality issues. This ensures that the subsequent steps oper-
ate on clean and reliable data. The paper presents a new
method for time-series event prediction based on sequence
labeling. The approach combines data preprocessing, feature
extraction, and sequence labeling techniques to accurately
predict events in time-series data. The experimental results
highlight the effectiveness and robustness of the proposed
method, suggesting its potential for applications in various
domains requiring accurate event prediction in time-series
data. Further research and exploration of this method could
lead to advancements in time-series analysis and prediction
tasks.

Mario et al. 2023 [56] introduces a novel approach for
updating REM models. By leveraging clustering and Ran-
dom Forest techniques, the proposed methodology addresses
the challenges of updating REM models effectively. The
experimental results indicate its superiority over traditional
methods, offering promising avenues for future research and
practical applications in the field of monitoring and data
analysis. Author’s addresses the challenge of updating REM
models effectively, as system dynamics and data distribution
may change over time. The proposed methodology aims to
enhance the accuracy and adaptability of REM models by
incorporating new data while preserving the efficiency of
the monitoring process. To achieve this goal, the authors
propose a two-step approach. In the first step, the data points
are clustered into distinct groups based on their similarity.
In the second step, a Random Forest model is trained on each
cluster to update the corresponding REM model. By training
separate models for each cluster, the proposed methodology
can capture the unique patterns and dynamics within each
subset. The implications of this research are significant for
various applications that rely on REMmodels. By improving
the accuracy and adaptability of REM models, organizations
can enhance their monitoring and decision-making processes,
leading to more efficient resource allocation, anomaly detec-
tion, and predictive analytics.
Defect prediction approaches: Pavana et al. [57] provides

an overview of machine learning algorithms and their appli-
cability in software fault prediction. They explain that
machine-learning algorithms can learn from historical data
and extract patterns, allowing them to make predictions on
unseen data. This makes them suitable for analyzing soft-
ware metrics and identifying potential fault-prone areas. The
findings of Sekaran, Kripa [58] research have important
implications for software development practices. The deep
learningmodel presented in the paper offers a promising solu-
tion for defect prediction in intra-project software, enabling
developers to detect and rectify potential issues at an early
stage. This can ultimately lead to improved software quality
and reduced maintenance costs. Ruchika Malhotra et al. [59]
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research presents the results of the experiments conducted
to evaluate the performance of different ML classifiers in
predicting software faults. The authors compare the accuracy,
precision, recall, and F-measure of the ML models against
traditional prediction models, such as the linear regression
model. They also analyze the impact of different metrics on
the prediction accuracy. The results indicate that ML classi-
fiers, including decision trees, support vector machines, and
random forests, outperform the traditional models, demon-
strating their potential in software fault prediction.

Chen et al. [60] proposes an approach and evaluate it
on several benchmark datasets commonly used in software-
defect-prediction research. The experimental results demon-
strated that the nested-stacking architecture combined with
heterogeneous feature selection outperformed other state-
of-the-art techniques. The approach showed significant
improvements in terms of accuracy, precision, recall, and
F1-score, indicating its effectiveness in predicting software
defects. The findings of Bahaweres et al. [61] study suggest
that using SMOTE in combination with neural networks can
enhance software defect prediction. The approach presented
in the paper has the potential to be applied in real-world
software development scenarios, helping developers identify
and address potential defects early in the development pro-
cess, leading to higher software quality. The experimental
results demonstrate that the neural network-based SMOTE
approach effectively improves the accuracy of software defect
prediction. The authors compare their approach with other
conventional techniques and find that their proposed method
outperforms them in terms of prediction accuracy and other
evaluation metrics. The Qiu et al. [62] focuses on the prob-
lem of feature exploration in defect prediction, which is
a critical task in software engineering to identify potential
defects in software systems. The authors propose an auto-
matic feature exploration approach to address this challenge.
The proposed approach utilizes a combination of machine
learning techniques and statistical analysis to automatically
explore and select relevant features for defect prediction. The
authors employ three feature selection methods: correlation
analysis, t-test, and information gain, to identify the most
significant features from a large set of candidate features.
Qiao and Wang [63] emphasizes the importance of defect
prediction in software development, as it helps identify and
address potential issues before they become critical problems.
Traditional defect prediction approaches often overlook the
effort required to fix defects, leading to suboptimal allocation
of development resources. To address this limitation, the
authors propose an effort-aware defect prediction model that
incorporates the effort factor into the prediction process. They
utilize a feedforward neural network architecture, which is a
type of artificial neural network known for its ability to learn
complex patterns and make accurate predictions.

The prominent difference that our research work is dif-
ferent from the aforementioned software-defect-prediction
approaches is that they are missing the feature selection and

the datasets we are using are different and updated. Therefore,
the summarized literature review on feature selection is pre-
sented in Table 1. It is clear from the given approaches that the
work presented in this paper is different from these. However,
the only related research that resembles with our research is
of Karabulut et al. [68]. The key differences between [68] and
this research are; their work [68] is focusing the classification
accuracy not the software-defect-prediction accuracy. The
data sets they are using are different and there are numerous
differences in the classifiers used in both researches.

III. PROPOSED METHODOLOGY
To address challenges or problems in software defect pre-
diction, various strategies were plan. There are numerous
strategies for defect prediction mentioned in the literature;
however, no single method can be apply to all datasets.
Because it depends on the dataset’s characteristics. It is
difficult to choose which method may be use for fault pre-
diction. Machine Learning is the most trustworthy technique
for fault prediction [9]. Utilizing a machine learning tech-
nique, feature-selection comprises assessing greater accuracy
among the input and the target variable. In this research,
WEKA, a machine-learning tool used for feature selection
and two-tail t testing for statistical analysis of the results used
in mini-tab.

A. MECHANISM
Feature selection is a practical method for addressing a wide
range of problems by removing unnecessary or duplicate
data [27]. The main objective of selecting features is to
enhance accuracy-based prediction performance to give faster
and affordable predictions within a timespan [28]. In account
of prediction, which variable has to be use? Which as-pect
ought to be incorporate into a successful predictive model? It
will be challenging to provide an answer because it relies on
the domain and the nature of the da-tasets. Through feature
selection, it is possible to select variables automatically from
da-taset that are closely relate to the output, accuracy, and
problem you are working on. As compared to filter-base-
feature-selection, machine learning makes it more difficult
to choose accurate statistical measures for diverse types of
datasets. In such circumstances, deleting or reducing the
irrelevant or non-important features from datasets can help
us identify related features or appropriate characteristics that
significantly contribute to our goal variable and improve the
accuracy of our research.

The accuracy or performance that may be improved,
is greatly influenced by the data features utilized to train
machine learning models. The performance of a prediction
model might adversely affect by irrelevant or only partially
relevant features. For the purpose, de-signing an effective
model, data set cleansing and feature selection must be on top
priori-ties. The main justifications for using feature selection
are;
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TABLE 1. Summarized literature review on feature selection.
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TABLE 1. (Continued.) Summarized literature review on feature selection.

• Train Algorithm: the feature enables ML algorithms to
train datasets more quickly and accurately while staying
within budget.

• Reduce Complexity: by removing complexity from the
trained model, it will be simpler to review and interpret
the results.

• Less duplicate trained data equals less opportunity to
base decisions on noisy data, which reduces overfitting.

• Increases accuracy: accuracy will be increases by reduc-
ing irrelevant or false data. If an accurate subset is
selected, accuracy will increase.

• Training time reduction: compared to a large dataset, the
trained data set is smaller. As a result, training datasets
take less time.

Extract key variables from data, including labelled, unla-
beled, and incomplete data, using the feature selection

framework [29]. By analyzing subsets of data as indicated
in the following Figure 1, feature selection is use to iden-
tify redundant and irrelevant fea-tures, highlighted [30] as
a result. There may be a key variable available to carry out
vari-ous machine-learning activities. The self-explanatory
feature selection framework is depict in the following
Figure 1.

B. DATASETS
For findings of the research, Five benchmark datasets from
the PROMISE collection are made available to the general
public, including, JM1, CM1, KC1, PC1, and KC2 [31].
Details about each dataset is described in depth in the follow-
ing Table 2 including, faulty instances, non-faulty instances,
number of attributes and the percentage of faulty instances as
shown below.
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TABLE 2. Characteristics of datasets used.

FIGURE 1. Feature selection framework.

C. SOFTWARE/TOOLS USED
1) WEKA
The University of Waikato in New Zealand has developed
WEKA (Waikato Environment for Knowledge Analysis),
a key AI workbench implemented in Java. WEKA is
open-source software that is free and downloadable under
the GNU General Public Li-cense. For running machine-
learning algorithms, the WEKA platform is ideal. Without
having to worry about programming languages or mathemat-
ical issues, it enables a graphical user interface that is simple
to use [52]. AI calculations can be apply to diverse datasets
with different dialects or call from your own Java code.
The AI workbench WEKA includes a variety of image pro-
cessing tools and other calculations for information analysis
and vision display. The goal of WEKA, a machine-learning
workbench, is to apply multiple machine learning algo-
rithms on a wide diversity of real-problems [32]. WEKA
offers 49 tools for preprocessing data, 76 algorithms for
classification and regression, 8 for clustering, 3 for identi-
fying association rules, 15 attribute/subset evaluators, and
10 search methods for feature selection. Several file for-
mats. WEKA has a number of benefits, including; GNU-
licensed free access for everyone. It supports a wide range

of contemporary computing platforms. In WEKA, a vast
data preparation available using machine learning modelling
approaches.

2) MINI-TAB
One of the best providers of statistical analysis for quality
improvement is mini tab software. It is use to summarize
data in a graphical manner or to apply statistical techniques
to obtain results with a user-friendly interface. Many graphs
are available to show your data in a presentable manner
using probability and probability distribution, and it updates
automatically as your data changes. This application is useful
for exploring data analysis using graphs, advanced charts, and
other visual aids [33]. In mini tab, numerous analyses are
there, including Z tests, t tests, Poisson rate testing, normality
tests, and correlation and covariance analyses.

D. ALGORITHMS/MECHANISMS
1) LOGISTIC REGRESSION
Probability predictions are possible using the logistic regres-
sion technique. It is use to illustrate the likelihood of a
particular class, such as pass/fail, lose/win, sound/wiped out
or dead/alive. This might be expand to show a limited types
of situations, such as deter-mining whether a photo has a cat,
dog, lion, etc. Each item in the image that can be identify
by giving a probability between zero and one, with the sum
equaling one. Although augmentations that are far more com-
plex exist, it is a statistical approach that is use to represent
a binary (zero and one) dependent variable for logistical
purposes [34].

2) BAYES NET
It is use to assess the probabilistic graphical model that
Bayesian inference use for computing probabilities. By dis-
playing the conditions dependent of edges created in a direct
graph, the Bayes Network identified model condition depen-
dence. Researchers can combine probability distributions
using Bayes Net to improve compact variable factorization
and gain the benefits of conditional independence. Bayes
networks are used for variety of tasks, including prediction,
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anomaly detection, making decisions under uncertain condi-
tions, and time series prediction [35].

3) MULTILAYER PERCEPTRON (MLP)
It is a type of ANN, a chain of perceptron’s, and a system
of linear classifier. The word ‘‘MLP’’ is use, occasionally
loosely to refer to any feedforward ANN and occasionally
to refer to systems built up of various layers of perceptron.
MLP are occasionally refer to as ‘‘vanilla’’ neural systems
informally, especially when they have a single secreted layer.
It has three levels of nodes: the first is the input layer, the
second is the hidden or unseen layer, and the third is the output
layer [53].

4) J48
Ross Quinlan’s build decision tree using J48. J48 is the
WEKA project team’s implementation of the Iterative
Dichotomiser 4 algorithm. For WEKA, A data-mining tool
that uses C4.5 algorithms is J48. J48 is develop in Java
and is open source for making decisions. It generates tree-
constructed data output based on input value. Ross Quinlan
was the one who created this theorem [36]. Both discrete
and continuous features are handle. It is suitable for error
forecasting in data sets of various sizes. This regulation built
on a classifier that learns as a tree structure, with each hub
acting as either a leaf or a node.

5) DECISION STUMP
ML algorithm with a single-level decision tree is decision
stumps. Predictions from a decision stump model based on
a single input variable or feature. It is a well-organized
grouping of if-then statements, which might be more straight-
forward and thus more logical than a decision tree. It is less
complicated and requires less computation than the decision
tree technique. It is the simplest ML approach. It presents the
data set with a DT that includes a comparable numeral of the
original data set’s attributes [37].

6) SUPPORT VECTOR MACHINE
SVM is a type of supervised learning that can be apply to a
variety of problems, including classification and regression.
It synchronizes up with a certain observation or variable.
Inmachine learning (ML), SVMs are applied learningmodels
with associated learning calculations that dissect data used
for regression analysis and classification research.Withmany
training models, each set apart as having a spot with either
of two classifications. A SVM model is a representation of
the models as points in space that are map to ensure that
instances of the various classes are segregate by a logically
anticipated. Then, new models are map into that comparable
space with the expectation that they will fit into one of
several classes depending on which side of the hole they fall
into [38], [54].

7) RANDOM FOREST
A classification random forest algorithm used in data sci-
ence. A combination of DT known as random forest presents
self-sufficiently certain regulated change. It includes a variety
of variables, and the result is based on the class’s most precise
yield (output). Every tree has a separate sample bootstrap and
each root node has data or information that is equivalent to
the real data. Using the factor or variable that is randomly
selected from the input factor or variable’s split technique.
Afterwards, each tree is developed to its fullest potential with-
out pruning. When all trees are used in the forest technique,
fresh occurrences are connected to each tree, and a voting
process takes place to select the arrangement that receives the
most votes as the initial instance expectation [39].

8) LAZY IBK
IBK is a core subset of the classification algorithm family.
Lazy IBK (instance Based Learner) is the name of the KNN
algorithm used in WEKA. IBK is use to make predictions for
test instances in the short term rather than to generate amodel.
To find the k ‘‘closest’’ instances and create a prediction,
distance is measured. It differs from other Instance-based
(IB) learners in that it uses a separation function based on
entropy [40]. By comparing an instance to a database of pre-
grouped models, it classifies the instances [41].

9) RULE ZeroR
No algorithm fails accurate outcomes based on a rule depend
on a single property if the targeted distribution of data is
constrained and skewed for forecasting the majority class,
using the Rule ZeroR method with nominal data types [42].
Whenever Rule ZeroR evaluates using training data, it always
exceeds the baseline. Performance on independent test data
may not accurately reflects in training data.

IV. RESULTS
In order to analyze the defect prediction performance by
incorporating feature selection for accuracy improvement,
this research use publically available benchmark datasets
fromNASApromise repository [31] namely CM1, PC1, JM1,
KC1, KC2 and five classifiers namely Lazy IBK, Bayes Net,
Rule ZeroR, Multilayer Perceptron and J48. The aforemen-
tioned datasets used by various researchers; the PC1 dataset
is use in 2009 by Kaur et al. [43] In 2009 and 2019 the Kaur
et al. and Jayanthi and Florence [44] respectively uses the
JM1 dataset. Aleem et al. [45], Khanum et al. [46], uses the
CM1 dataset for their researches. The KC1dataset is use by
Manjula and Florence [47], Al-Nusirat et al. [48], Jayanthi
and Florence [44]). The KC2 dataset is use in [31] and [49].

First, we compares the defects prediction accuracy based
on the mentioned datasets using the specified classifiers
with feature selection (WFS) and without feature selection
(WOFS) in Figure 2. The Figure 2 to Figure 5 are based on the
results obtained in Table 3. In Figure 2, most of the classifiers
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TABLE 3. Defect prediction accuracy comparison of WFS and WOFS.

outperforms on the specified data sets WFS as compared to
WOFS for defect prediction accuracy. As clearly depicted in
Figure 2 (d), all the classifiers improve the defects prediction
accuracy on KC2 data set except by Lazy IBK classifier
be-cause it is an entropy base. In majority results obtained
through the data sets in Figure 2 (a), (b), (c), (d) and (e) the
defect prediction accuracyWFS is better thanWOFSwhile in
few cases the WOFS performs slightly better than WFS due

to some intrinsic problems in datasets. For better precision
of the results, we apply 30-folds cross-validation. Generally,
we can say that through feature selection, on average, one can
improve the overall defect pre-diction accuracy by 5%.

We plots the defects prediction accuracy on the men-
tioned classifiers using the aforementioned data sets
with feature selection (WFS) and without feature selec-
tion (WOFS) in Figure 3. It is clearly noticeable in
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FIGURE 2. Defects prediction accuracy based on data sets using various classifiers (a) Accuracy on CM1; WFS and WOFS (b) Accuracy on JM1;
WFS and WOFS (c) Accuracy on KC1; WFS and WOFS (d) Accuracy on KC2; WFS and WOFS (e) Accuracy on and WOFS PC1; WFS.

Figure 3 (a), (b), (c), (d) and (e) that the defect prediction
accuracy WFS through the various classifiers is better
than WOFS in majority cases while in few cases the
WOFS performs equally or slightly better than WFS due
to some intrinsic problems in datasets. As depicted in
Figure 3(c) and 3(e) respectively for Bayes Net and J48
classifiers, the defect prediction accuracy through WFS out-
performs than WOFS. While the accuracy through Lazy IBK
in Figure 3(b) WFS is not impressive as compared to WOFS
due to its entropy based nature.

The following Table 3 shows comparison of the aforemen-
tioned classifiers based on NASA promise datasets on WFS
and WOFS basis. The following Figure 4 and Figure 5 based
on Table 3 results. It is clearly apparent from the results in
Table 3, Figure 4 and Figure 5 that the accuracy throughWFS
outperforms as compared to WOFS. In the datasets results
comparisons, the KC2 results are best for WFS as compared
to others datasets results, while the J48 classifier leads the
race amongst classifiers, as obvious from the mentioned table
and figures. For better precision of the results, 30-folds cross-
validation is applied. Generally, we can say that through
feature selection, on average, one can improve the overall
defect prediction accuracy by 5%.

A. COMPARISON WITH EXISTING APPROACH
In this section we compares the proposed WFS results with
existing counterpart [50] results WOFS. The comparison
is on four mentioned datasets JM1, CM1, KC2 and PC1.
The authors also compares the mentioned approaches on
four classifiers namely, logistic regression, decision stump,
random forest and support vector machine (SVM). For
better precision of the results, 30-folds cross-validation is
applied. All the mentioned datasets and classifiers defect
predictions accuracy is in Table 4. Among the datasets
the PC1 defect prediction accuracy WFS beats the other
datasets results, while in the classifiers, over-all the logis-
tic regression outperforms among the others classifiers.
The WOFS accuracy is taken from the Alsaeedi and
Khan, [50] paper and authors named it as AK approach
(WOFS).

As clear from the following Figure 6 and Figure 7, the pre-
diction accuracy on classifiersWFS usingmentioned datasets
beats the AK approach (WOFS) almost at all. This shows
the supremacy of our proposed approach. In Figure 6, the
individual classifier result comparison is shown in (a), (b),
(c) and (d), while Figure 7 depicts the same results in bar
chart.
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FIGURE 3. Defect prediction accuracy based on classifiers using various data sets (a) Accuracy of Multilayer Perceptron; WFS and WOFS (b)
Accuracy of Lazy IBK; WFS and WOFS (c) Accuracy of Bayes Net; WFS and WOFS (d) Accuracy of Rule ZeroR; WFS and WOFS (e) Accuracy of J48;
WFS and WOFS.

FIGURE 4. Defect prediction datasets accuracy on various classifiers WFS and WOFS.

The following Figure 8 and Figure 9 shows the prediction
accuracy on datasets WFS using mentioned classifiers beats

the AK approach (WOFS). The results shows that our pro-
posed approach beats the AK approach (WOFS). In Figure 8,
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FIGURE 5. Defect prediction classifiers accuracy on various datasets WFS and WOFS.

FIGURE 6. Results comparison on Classifiers basis using various data sets (a) Logistic Regression; Proposed (WFS) and AK (WOFS) (b) Random
Forest; Proposed (WFS) and AK (WOFS) (c) Decision Stump; Proposed (WFS) and AK (WOFS) (d) Support Vector Machine; Proposed (WFS) and AK
(WOFS).

the individual dataset results comparison as depicted in (a),
(b), (c) and (d), while Figure 9 depicts the same results in bar
chart.

B. ANALYSIS OF PROPOSED APPROACH
For results accuracy proof, Minitab is used for two tail T-test.
Minitab screenshot of the result is depicted in Figure 10. Two
variables WFS and WOFS were used for two tail testing.

To execute the test the two variablesWFS andWOFS accu-
racy, the hypothesis are generated manually. For statistical
evaluation, paired t-test is applied.

Test
H0 : Accuracy WOFS = Accuracy WFS (Null hypothesis)
H1 : Accuracy WOFS < Accuracy WFS (Alternative

hypothesis)

According to statistical approach, If 0.05 < P-value it will
be accepted, otherwise rejected. The graph of the p-value is
depicted in Figure 11.

H0 is rejected due to its p-value of 0.000. As per statisti-
cal decision, the defect prediction accuracy WFS is higher
than WOFS. By applying the paired T-test statistical [51]
approach, It’s obviously evidence that accuracy with WFS
surpasses the WOFS.

V. DISCUSSION
Software defect prediction usingmachine learning algorithms
is a field of research and practice aimed at identifying and
predicting potential defects or bugs in software systems.
By leveraging the power of machine learning, organizations
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FIGURE 7. Comparison with Alsaeedi and Khan [50] results on classifiers basis using various data sets.

FIGURE 8. Results comparison on data sets basis using various classifiers (a) JM1; Proposed (WFS) and AK (WOFS) (b) CM1; Proposed (WFS)
and AK (WOFS) (c) KC2; Proposed (WFS) and AK (WOFS) (d) PC1; Proposed (WFS) and AK (WOFS).

can proactively address and mitigate software issues before
they become critical.

The process of software defect prediction involves col-
lecting historical data from software projects, including
information about code attributes, development metrics, and
defect reports. This data is used to train machine learning
algorithms, enabling them to learn patterns and relationships

between software characteristics and the occurrence of
defects.

Various machine learning algorithms applied In this
research for software defect prediction, including: Ran-
dom Forest, Logistic Regression, Multi-layer Perceptron,
Bayesian Net, Rule ZeroR, J48, Lazy IBK, Support Vec-
tor Machine, Neural Networks, and Decision Stump. These
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FIGURE 9. Comparison with Alsaeedi and Khan [50] results on data set basis using various classifiers.

FIGURE 10. T-Test using Minitab.

FIGURE 11. T-Test Result.

algorithms use different techniques to analyze the collected
data and build predictive models that can classify new
instances as either defect-prone or defect-free.

Feature selection and engineering play a crucial role in
software defect prediction. Relevant features, such as com-
plexity metrics, code churn, and code dependencies, are

extracted from the software codebase. Additionally, domain-
specific knowledge can be incorporated to enhance the
accuracy of the predictive models.

In this research, software defect prediction process per-
formed through feature selection using above mentioned
algorithms.

Once the machine learning model is trained, it will apply
to new software projects or code changes to predict the likeli-
hood of defects. By identifying potentially problematic areas
in advance, developers and testers will focus their efforts on
critical sections of code and allocate resources efficiently.
This proactive approach helps in reducing the overall soft-
ware maintenance costs and improving software quality.

Software defect prediction using machine learning algo-
rithms has several advantages. It enables organizations to
prioritize testing efforts, allocate resources effectively, and
make informed decisions about software quality. By iden-
tifying high-risk areas early, developers will address poten-
tial issues before they impact end-users, resulting in
improved customer satisfaction and reduced maintenance
efforts.

The accuracy and effectiveness of predictive models heav-
ily rely on the quality and representativeness of the training
data, and this accuracy is improved in this research. Addition-
ally, the dynamic nature of software development introduces
challenges in maintaining up-to-date models and adapting
them to changing project characteristics.

In conclusion, software defect prediction using machine
learning algorithms provides a valuable tool for software
development and quality assurance teams. By harnessing
the power of data and machine learning, organizations can
proactively identify and address software defects, resulting
in improved software reliability and customer satisfaction.
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TABLE 4. Results comparison with AK results (WOFS).

VI. CONCLUSION AND FUTURE WORK
Software defect prediction is one of the active research
domain in software engineering. Prior to testing, software
defect prediction predicts flaws in source codes. To Box
testing, system testing, and unit testing are the traditional
methods for finding defect. As a result, it becomes challeng-
ing to carry out these tests when a project expands examine
defects in software, several techniques such as classification,
clustering, mixed algorithms, data mining statistical methods,
neural networks, and machine learning are widely employed.
To address challenges or problems with software defect pre-
diction, various re-search methodologies have been plan.
There are numerous methods used for predicting software
defects, but no method exists that works for every dataset.
Considering this, it is dependent on the main data in the
dataset. It can be difficult to decide which method should be
use for software prediction. Finding errors in the source code
is the process of software defect prediction. Code review,
Beta testing, Black Box testing, Integrated testing, White in
size and complexity of source code. Defect detection and
fixing become increasingly challenging. Models for Software
defects help with these kinds of issues.

In the century of technological advancement, software sys-
tems are getting increasingly complex. Therefore, it is crucial
to look for flaws. A product may be release in substandard
quality if the proper method for finding software flaws is not
use. The most crucial aspects of software are its quality and
reliability, and defect prediction is a key indicator of both of
these factors. In order to improve accuracy of software defects
predictions, this study analyses five NASA data sets: JM1,
CM1, KC1, KC2, and PC1. To implement feature selection
and achieve the best level of accuracy, machine-learning
techniques including Bayesian Net, Logistic Regression,
Multilayer Perceptron, Ruler ZeroR, J48, Lazy IBK, Sup-
port Vector Machine, Neural Networks, Random Forest, and
Decision Stump are applied. Feature selection technique used
with the WEKA machine-learning workbench on the afore-
mentioned datasets. With feature selection, the Bayesian net
algorithm’s accuracy rate increases by an average of 8%
whereas the Logistic Regression algorithm’s best accuracy
is more than 93%. As a future work, research may reveal
any further methods to obtain high accuracy, and additional
datasets may be test to increase the precision rate. Further
research on the effects of various metaheuristic feature selec-
tion techniques to choose the best set of characteristics could
be an interesting expansion. Although data imbalance is still a
problem that adversely affects performance, one future goal is
to investigate and compare the performance of deep learning
algorithms and ensemble classifiers with various resampling
strategies.
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