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ABSTRACT In automatic driving, the recognition of Front-Vehicle taillights plays a key role in predicting
the intentions of the vehicle ahead. In order to accurately identify the Front-Vehicle taillights, we first
analyze the different characteristics of the vehicle taillight signal, and then propose an improved taillight
recognition model based on YOLOv5s. First, CA(coordinate attention) is inserted into the backbone network
of YOLOv5s model to improve small target recognition and reduce interference from other light sources;
Then, the EIOU Loss is used to solve the class imbalance problem; Finally, EIOU-NMS is used to solve the
problem of anchor box error suppression in the recognition process.We use the actual scene video and vehicle
taillights dataset to conduct ablation experiments to verify the effectiveness of the improved algorithm. The
experimental results show that the mAP value of the model is 9.2% higher than YOLOv5s.

INDEX TERMS Autonomous driving, vehicle taillights recognition, ablation experiment.

I. INTRODUCTION
In the past decades, automatic driving technology has
developed to a more intelligent and autonomous stage [1].
Accurately identifying the intention of the vehicle in front is
particularly critical for automatic driving. The Front-Vehicle
taillights is a very important signal for the vehicle in front
to transmit the driving intention. Therefore, accurately iden-
tifying the Front-Vehicle taillights information can greatly
improve the safety of automatic driving. At present, many
methods have been explored to detect and identify tail-
lights, traditional methods and methods based on deep
learning. Traditional methods mainly use manual extraction
of visual information features, classifier classification, and
finally combine with machine learning models. Regarding
the machine learning classifiers, AdaBoost and SVM (Sup-
port Vector Machines) are the most commonly used ones
[5]. In fact, these algorithms may not be able to detect
the target accurately, because the manually extracted fea-
tures are usually unable to adapt to different lighting con-
ditions, as well as the confusion of other lights and the
occlusion of obstacles. For example, Cui et al. [3] developed
a layered method to detect daytime vehicles and taillights.
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First, deformable part model (DPM) [4] is used to detect
vehicles, thenHSV is used to pair taillights, and finally Sparse
Dictionary Learning method is used to classify signal lights.
Almagambetov et al. [5] proposed a stable and portable algo-
rithm for vehicle vision system, which can track vehicle tail-
lights and detect steering and braking signals through feature
tracking and area tracking. Zhong et al. [6] proposed amethod
based on machine learning to predict the brake light status.
This method first locates the vehicle and brake light area, and
then uses SVM classifier to identify.

In recent years, due to the improvement of computing
power, deep neural networks have been widely used. Com-
pared with the traditional shallow methods, convolutional
neural network (CNN) has achieved good performance by
learning to extract features from images hierarchically, and
has made significant improvements in image classification
(such as ResNet [7], [8]), target detection (such as SSD [9]
and Faster R-CNN [10]), etc. In general, deep learning based
object detection methods are mainly divided into two cate-
gories, i.e., single-stage and two-stage detectors, respectively.
The R-CNN series [10], [11], [12] represented two-stage
detectors first generate a group of candidate regions that
may contain objects through the region suggestion module,
and then the detection head classifies the suggestions and
predicts the anchor box coordinates. In contrast, single-stage
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detectors regard target detection as a regression problem and
directly predict the category labels and boundary box coordi-
nates of each anchor position. Single stage detector integrates
all calculations into a single network, making the model
efficient and scalable. Representative single-stage detectors
include SSD, YOLO series models [13], [14], [15], [16] and
RetinaNet [17].

The taillight detection methods based on deep learning can
be divided into three categories. In the first class, the vehicle
is detected using a deep learningmodel, and then the taillights
is detected using the artificial image features with a machine
learning algorithm. For example, Nava et al. [18] proposed a
method to detect vehicles and brake lights in real time, using
lane detection algorithm and YOLO model to detect vehicles
in front, and using SVM to identify brake lights, but the image
features set manually were rough, resulting in insufficient
detection accuracy and slow detection speed.

The second method uses independent deep learning sub
network to detect vehicles and taillights. For example, Vancea
and Nedevschi [19] designed a convolutional neural network
workflow that can detect the driving direction of vehicles
and taillights. In particular, Faster R-CNN was used to
detect vehicles and classify their directions, and its signal
state was recognized after the taillight pixels were segmented
by a sub network, this method has greatly improved the
detection accuracy, but its detection speed still needs to be
improved.

The third type of method uses an end-to-end deep learning
framework for vehicle detection and taillight detection. For
example, Yi et al. [20] proposed a lightweight object detection
model based on CA [21], which uses depthwise separable
convolutions to optimize model computational complexity,
For common traffic target categories, the mean average pre-
cision (mAP) is 0.96% higher than the original model, which
is better than the mainstream detection models SSD300 and
YOLOv4-Tiny, which are 9.95% and 11.66% higher, respec-
tively. Zhang et al. [22] proposed an improved algorithm
EIoU-YOLOV5 based on Yolov5, which improves the Loss
function of prediction box by replacing CIOU Loss with
EIOU Loss [23]. Compared with the original Yolov5 algo-
rithm, the Recall of EIOU-YOLOV5 algorithm increased
from 0.855 to 0.917, which increased by 6.2 percentage
points.Therefore, the improved EIOU-yolov5 algorithm can
better assist clinical diagnosis. Li et al. [24] proposed an
improved target detection algorithm based onYOLOv3. First,
the output layer is increased through feature fusion to enhance
the small target detection capability. Second, the SPP module
is introduced to extract multi-scale features. Finally, the focus
loss is used to solve the class imbalance problem, and the
taillights signal recognition is realized. Song et al. [25] this
work proposes an action-state joint learning-based vehicle
taillight recognition method on the basis of vehicles detection
and tracking, which takes both taillight state features and time
series features into account, consequently getting practicable
results even in complex actual scenes. Pirhonen et al. [26]
proposes a new brake light detection algorithm. A camera

and YOLOv3 are used to detect the anchor box of the
vehicle in front of the vehicle. L∗a∗b color space threshold
preprocessing was performed on the anchor box. Then, the
boundary box was adjusted to a resolution of 30 × 30 pixels
and input into the random forest algorithm, and the accu-
racy of the algorithm reached 81.8%. Iftikhar et al. [27] the
2D convolutional neural network was used to estimate the
achievement of the current 3D detection system in reject-
ing the real and fake pedestrian problem. The single-phase
(YOLOv3 model) and two-phase (faster R-CNN) deep learn-
ing meta-structures under different image resolutions and
attribute extractor (MobileNet) were evaluated to improve
the accuracy of the real and fake pedestrian detection. And
it still has real-time requirements. Iftikhar et al. [28] pedes-
trian detection problems and the latest progress in solving
these problems with the help of distance learning technology
are summarized. Also presented are informative discussions
and future research work designed to provide readers with
insights and inspire new research directions.

Although the vehicle tail light detection based on deep
learning has achieved some success [6], [19], [20], [22], [24],
[25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35],
[36], [37], [38], [39], [40], [41], it is still easy to have prob-
lems such as error identification and missing identification
when detecting small targets such as steering lights or when
there are many vehicles ahead.

In order to solve the above problems, and considering that
the end-to-end deep learning framework has the characteris-
tics of fast recognition speed and high accuracy, we propose
an end-to-end deep learning framework based on YOLOv5s
to identify the Front-Vehicle taillights. The work of this paper
has three characteristics:

(1) The dataset used in this paper considers various road
conditions (traffic jam, no traffic jam), weather conditions
(rainy days, sunny days) and time (day, evening, night) to
ensure the reliability of the model application.

(2) We have selected a variety of solutions (CA, EIOU
Loss, EIOU-NMS) for the above problems and added them
to the target network in turn, thus improving the recognition
capability of YOLOv5s.

(3) After a lot of comparative experiments, our model
has good target recognition ability under both day and night
conditions.

II. RELATED WORK
A. WORKFLOW AND CHARACTERISTIC ANALYSIS
As an important means of communicating with each other
during driving, the Front-Vehicle taillights have different use
environments and color characteristics:

(1) The brake light is characterized by the combination of
the high mounted brake lamp on the top of the rear and the
brake lights on both sides that light up red at the same time.
It is mainly used during deceleration and steering. Because of
its obvious color and location characteristics, it is not easy to
be interfered by light and other external factors.
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FIGURE 1. Experimental procedure of this paper.

(2) The left turn light is characterized by the amber flashing
of the left taillight and the right taillight is characterized by
the amber flashing of the right taillight. The main function of
left turn and right turn is to remind the vehicles behind when
the vehicle is turning. Because the turn signal light only lights
up one taillight on one side and the color is light, it is easy
to be affected by the light and the vehicles that are closer to
each other. In addition, the target of the turn signal is small,
and because it is on one side of the tail light, it is easy to miss
detection in the case of occlusion.

In order to solve the above problems, we propose several
improvement methods and compare them with other methods
in the following. The workflow is shown in Figure 1, The
model refers to the model trained at each stage of the ablation
experiment.

B. PROPOSED ALGORITHM
This section mainly introduces the method of detecting and
identifying Vehicle Taillights based on YOLOv5s. First, the
network structure of YOLOv5s is introduced, and then three
modification schemes for YOLOv5s are introduced:

(1) CA added to enhance the recognition ability of small
targets and reduce other optical interference.

(2) Add EIOU-NMS to solve the error suppression of
adjacent close targets.

(3) EIOU Loss is used to replace YOLOv5s’ loss function,
which effectively alleviates the problem of sample imbalance.

According to relevant papers and by comparing the
results of ablation experiments, CA and EIOU Loss were
selected, and EIOU-NMS was improved according to DIOU-
NMS. The above three methods have improved the recog-
nition accuracy of YOLOv5s, and are first applied in the
Front-Vehicle Taillights recognition field.

III. ALGORITHM INTRODUCTION
A. INTRODUCTION OF YOLOV5S ALGORITHM
The YOLO series has become the most popular target recog-
nition method for practical applications due to its excellent
recognition accuracy and speed [42].

YOLOV5 consists of four components: Input, Backbone,
Neck and Prediction. YOLOv5-6.1 contains five models,
namely YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l and
YOLOv5x, which differ in the depth and width of the fea-
ture maps. YOLOv5x has high recognition accuracy but
high calculation loss, which cannot meet the requirements
of real-time performance. YOLOv5n meets the requirements
of real-time performance, but its recognition accuracy cannot
meet the requirements. YOLOv5s combines the advantages
of YOLOv5x and YOLOv5n. It not only meets the require-
ment of real-time performance but also has good recognition
accuracy. Therefore, this paper uses YOLOv5s as the basic
model and optimizes it to achieve accurate vehicle taillights
signal recognition.

YOLOv5s uses Mosaic data enhancement and adaptive
anchor box calculation at the output; The Focus structure
is used in Backbone to slice the input image to pre-
serve more fine-grained features; Using FPN+PAN+CSP2-
X structure in Neck to enhance network feature fusion capa-
bility; CIOU-Loss [43] selected at output computes the IOU
as a Loss function of the target bounding box, and filters
the anchor box using a weighted NMS operation. Although
YOLOv5s has a great improvement in recognition speed,
there are still some problems such as inadequate accuracy
and target frame error suppression in the recognition of
vehicle taillights, which are subject to more external inter-
ference. Therefore, this paper puts forward three improve-
ment methods to further improve the recognize accuracy of
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FIGURE 2. YOLOv5s network structure.

vehicle taillights. The structure flow of YOLOv5s is shown
Figure 2.

B. COORDINATE ATTENTION
The function of attention mechanism is to make recognition
algorithm ignore irrelevant information in data and focus on
key information. Generally speaking, it can be divided into
channel attention mechanism, spatial attention mechanism
and attention mechanism combining the two. At present, the
popular attentionmechanisms in deep learning include SENet
[44], CBAM [45] and CA.

CA encodes channel relationships and long-term depen-
dencies through accurate location information. The specific
operation is divided into two steps: embedding of coordinate
information and generating of coordinate attention. Its struc-
ture is shown in Figure 3.
(1) Coordinate information embedding: Because the global

pooling method compresses the global information into the
channel descriptor, it is difficult to save the location infor-
mation. In order to enable the attention module to cap-
ture accurate position information, the CA decomposes the
global pooling according to the following formula, which is
converted into a pair of one-dimensional feature encoding
operations:

zc =
1

H ×W

∑H

i=1

∑W

j=1
xc(i, j) (1)

Specifically, given an inputX , each channel is first encoded
along the horizontal and vertical coordinates using a pooling
kernel of size (H , 1) or (1,W ), respectively. Thus, the output

of the cth channel with height h can be expressed as:

zhc(h) =
1
W

∑
0≤i<W

xc(h, i) (2)

Similarly, the output of the cth channel with width w can
be expressed as:

zwc (w) =
1
H

∑
0≤j<H

xc(j,w) (3)

The two transformations described above allow the atten-
tion module to capture long-term dependencies along one
spatial direction and to preserve location information along
another spatial direction, facilitating the network to locate the
target of interest more accurately.

(2) Coordinate Attention generation: To exploit the rep-
resentations generated by Coordinate information embed-
ding, Coordinate Attention proposes a second transformation
called Coordinate Attention generation. It can make full use
of the captured location information so that the region of
interest can be captured accurately and also capture the rela-
tionship between channels effectively.

By means of the transformation of the information embed-
ding, the second transformation performs a linking operation
on the above transformation, which is then transformed using
the 1 × 1 convolutional transformation function F1:

f = δ(F1(
[
zh, zw

]
)) (4)

The equation
[
zh, zw

]
is a linking operation along the spa-

tial dimension, and δ is the nonlinear activation function, and
f is the intermediate feature mapping that encodes the spatial
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information in the horizontal and vertical directions, respec-
tively f h and f w. Using the other two 1 × 1 convolutional
transform Fh and Fw respectively, the f h and f w transform to
a tensor with the same number of channels to the input X to
obtain the equation:

gh = σ (Fh(f h)) (5)

gw = σ (Fw(f w)) (6)

Usually an appropriate reduction ratio r (e.g., 32) is used in
this step to reduce the f the number of channels, thus reducing
the complexity and computational overhead of the model.
Afterwards, the modeling of gh and gw are extended and used
as attention weight values, respectively, and the output of the
final Coordinate Attention Y can be expressed as:

yc(i, j) = xc(i, j) × ghc(i) × gwc (j) (7)

SENet belongs to channel attention mechanism, CBAM
belongs to channel attention mechanism combined with spa-
tial attention mechanism, CA belongs to channel attention
mechanism plus x direction attention mechanism and y direc-
tion attention mechanism. The addition of CA helps to iden-
tify small targets and reduce the interference of other light
during recognition.

FIGURE 3. Coordinate attention structure diagram.

C. EIOU LOSS
Object detection uses bounding box regression prediction to
locate targets in the image, and early object detection work
used IOU [46] as the localization loss. The definition of IOU
Loss is to first calculate the ratio of the intersection and
union between the predicted box and the real box, and then
calculate the negative logarithm. However, in practical use,
we often write IOULoss as 1−IOU . This has inspired several
improved IOU based loss designs, including CIOU Loss and
EIOU Loss. In YOLOv5s, the loss of confidence and the
loss of classification probability are calculated by BCE Loss,

FIGURE 4. IOU loss diagram.

TABLE 1. Number of each category of taillight identification dataset.

while the loss of rectangular box is calculated by CIOU Loss.
Figure 4 illustrates the IOU Loss.

CIOU Loss considers the overlapping area, center point
distance and aspect ratio of anchor box regression, but it
reflects the difference of aspect ratio through the formula
v instead of the difference between width and height and
their confidence, so it sometimes hinders the similarity opti-
mization of the model. To solve this problem, EIOU Loss
takes apart the aspect ratio based on CIOU Loss and adds
Focal Loss, solving the problem of penalty failure caused by
proportional changes in aspect ratio in CIOU Loss.

The formula of CIOU Loss is as follows:

LCIOU = 1 − IOU +
ρ2(b, bgt )

c2
+ αv (8)

v =
4
π2 (arctan

wgt

hgt
− arctan

w
h
)2 (9)

where IOU denotes the overlap area of the bounding box
regression, i.e., the overlap area of the predicted box and
the actual box. The α in formula (8) is the weight function.
Formula (9) is used to measure the similarity of aspect ratio.
The purpose of ρ2(b,bgt )

c2
is to calculate the Euclidean distance

between the center points of two anchor boxes.
The formula for EIOU-Loss is as follows.

LEIOU = 1 − IOU +
ρ2(b, bgt )

c2
+

ρ2(w,wgt )
c2w

+
ρ2(h, hgt )

c2h
(10)

where cw and ch is the width and height of the minimum
bounding box that covers both bounding boxes.

In summary, there are two main advantages of EIOU Loss:
(1) Splitting the Loss item of aspect ratio into the difference

of predicted width and minimum outer frame width, acceler-
ates convergence and improves regression accuracy;

(2) Focal Loss was introduced to optimize the sample
imbalance in the bounding box regression task, eliminating
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FIGURE 5. Sample image of taillight identification dataset ((a) to (f)).

the prediction boxes that overlap the target boxes less, and
focusing the regression process on high-quality anchor boxes.

D. EIOU-NMS
NMS (Non Maximum Suppression) is used to eliminate
redundant anchors. The suppression process is an iterative
ergodic elimination process. The main process is as follows:

(1) Sort the scores of all anchor boxes and select the box
with the highest score;

(2) Traverse the rest of the anchor boxes. If the overlap
area with the current highest score anchor box is larger than
a certain threshold, the anchor box will be deleted;

(3) Continue to select the one with the highest score from
the unprocessed anchor box, and repeat the above process.

The NMS of YOLOv5s uses IOU as the threshold to
suppress redundant anchor boxes, but IOU only considers
overlapping areas, which is easy to lead to error suppression.

The use of DIOU Loss as the standard of NMS not only
considers the overlapping area, but also considers the distance
of the center point, whichmakes the processing result of NMS
more reasonable (DIoU-NMS thinks that the anchor box with
two far center points may be located on different objects
and should not be deleted). However, although DIOU-NMS
considers the distance of the center point, it can still cause
false suppression when facing two close targets. DIOU-NMS
formula is as follows:

si =

{
si, IoU − RDIoU (M ,Bi) < ε

0, IoU − RDIoU (M ,Bi) ≥ ε
RDIoU =

ρ2(b, bgt )
c2

(11)

where si is the classification confidence level, and ε is the
NMS threshold (generally set to 0.6), and M is the box with
the highest confidence, and Bi is the overlap between each
box and the box with the highest confidence, and RDIoU is
the distance between the centroids of the two anchor boxes.

We modified DIOU-NMS and got EIOU-NMS. Based on
DIOU, the aspect ratio of two anchor boxes is considered,
which greatly improves the problem of error suppression for
two close targets. The EIOU-NMS formula is as follows:

si =


si, IoU − REIoU (M ,Bi) < ε

0, IoU − REIoU (M ,Bi) ≥ ε

REIoU =
ρ2(b, bgt )

c2
+

ρ2(w,wgt )
c2w

+
ρ2(h, hgt )

c2h
(12)

where si is the classification confidence level, and ε is the
NMS threshold (generally set to 0.6), and M is the box with
the highest confidence, and Bi is the overlap between each
box and the box with the highest confidence, and REIoU is the
distance between the center points of the two anchor boxes
plus the aspect ratio of the two anchor boxes. The addition of
EIOU-NMS helps to suppress the anchor box correctly during
target recognition.

IV. VEHICLE TAILLIGHTS RECOGNITION EXPERIMENT
In this section, we first introduce the characteristics of tail-
lights and the dataset of taillights used. and then verify the
effectiveness of this method through experiments. Finally,
we use ablation experiments to compare the identification
results of different improvement stages and other target
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TABLE 2. Comparison of three attention models.

TABLE 3. Comparison results of three loss functions.

detectors. In addition, we also apply the improved model to
real scenes to verify the robustness and practicality of the
model.

The ablation experiment is equivalent to the control vari-
able method, which means that when the author proposes a
new scheme, the scheme changes multiple parameters at the
same time, and the authors take turns keeping a parameter
constant, and finally compare the results to identify which
parameter has greater impact on the results.

In this ablation experiment, three attention mechanisms,
three loss functions and three NMS were added to YOLOv5s
respectively, and only one method was added to YOLOv5s
each time; Then added YOLOv5s in turn according to one
attention mechanism, one loss function and one NMS ran-
dom combination; After training the above two experimental
methods with the taillight dataset, the model is tested in the
actual scene video, and the test results are obtained. And
repeat the above training and testing process to get the test
results. Finally, the best three methods of test results are
added into YOLOv5s in order to repeat the above training and
testing process to verify the effectiveness and practicality of
the three methods.

A. DATASET AND EVALUATION INDEX
1) PRODUCTION OF DATASETS
This dataset(Taillight Dataset: 20% of the data is internet
search, and 80% of the data is self-shooting) collects ten
videos taken by drive recorder in different time periods and
different road conditions, including videos in different envi-
ronments and different road conditions during the day, at dusk
and at night. After the video is transformed into frames, it is
filtered to make a dataset and labeled with LabelImg(YOLO
Format) to ensure the applicability and robustness of the
model.

TABLE 4. Comparison results of three NM.

It can be seen from many road videos that the taillight does
not necessarily light up when the car is driving, and the pro-
cess of turning is often accompanied by braking and deceler-
ation, and the double flash almost does not appear. Therefore,
braking is the most important semantic information released
by vehicles running on the road, accounting for 67%; Left
turn and right turn account for 17% and 14% respectively
according to different road conditions in different countries
and regions; Double flash only accounts for 2% and there are
few application scenarios. Therefore, the semantic features of
vehicle taillights in this dataset are brake most, left and right
less. The dataset includes three types:

(1) 40 minutes of daytime video, including 20 minutes of
congestion video and 5 minutes of rain video. The daytime
video is characterized by less light interference and clear
images;

(2) Dusk video lasts for 20 minutes, including 10 minutes
of congestion video. Dusk video is characterized by light
interference but less than that at night;

(3) There are 50 minutes of night video, including 35 min-
utes of congestion video. Night video is characterized by
more light interference and unclear images; Congestion video
is characterized by close vehicles and multiple recognition
targets. Then, according to the characteristics of the taillights
analyzed above, the images are labeled as brake, Left, Right
and Car to better distinguish the different semantic informa-
tion of the taillights. Figure 5 shows an example of the image
from the dataset.

There are 7000 images in the vehicle taillights identifi-
cation dataset in this paper, and the number of objects in
each category is shown in Table 1. The dataset is divided
into training set, validation set and test set(The data pictures
included vary). Training set is used to train model parameters;
The validation set is used to adjust themodel hyperparameters
to prevent the model from over fitting; Test sets are used to
evaluate model accuracy. The dataset is divided into training
sets, validation sets and test sets according to the proportion
of 6:2:2, that is, 80% of the data is used for training(Both the
training set and the validation set are applied to the training,
and the test set is applied to the experimental part of themodel
after the training).

2) EVALUATION INDICATORS
The most common model evaluation indicators (model per-
formance) are mainly precision (P), recall (R), average pre-
cision (AP), and mean average precision (mAP). Precision
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TABLE 5. Ablation experiment results of front-vehicle taillights recognition.

TABLE 6. Comparison results of front-vehicle taillights recognition.

FIGURE 6. Identification results of some actual scene images ((a) to (f)).

represents the ability of the model to identify related objects;
it is the percentage of correct predictions. Recall refers to
the ability of the model to find all relevant objects; it is the

percentage of true positives detected in all ground truths.
AP measures the performance of the classifier, namely, the
area of the P− R curve.
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The formula of precision, recall and mAP is as follows:

P =
TP

TP+ FP
(13)

R =
TP

TP+ FN
(14)

mAP =

∫ 1

0
P(R)dR (15)

TP (True Positive) means to correctly classify positive
examples as positive examples; FN (False Negative) indi-
cates that positive cases are wrongly classified as nega-
tive cases; TN (True Negative) means correctly classifying
negative cases as negative cases; FP (False Positive) indi-
cates that negative cases are incorrectly classified as positive
cases.

B. MODEL TRAINING
1) EXPERIMENTAL ENVIRONMENT
Deep learning model occupies a lot of computing resources
and memory in the training process, which requires high
machine performance. Good experimental environment sup-
port and high configuration hardware can improve the train-
ing efficiency. Therefore, this paper builds a deep learning
network environment based on the GPU(Graphics Process-
ing Unit), and the detailed configuration is as follows: The
operating system is WIN10; The Deep Learning Framework
is Pytorch 1.11; The CPU(Central Processing Unit) is Intel
Core i9-10850K; The GPU is NVDIA Geforce RTX 3070;
The Operating Platform is Cuda11.3 and Cudnn8.4.0.27; The
Programming Language is Python.

The hardware configuration, experimental environment
and parameter settings of the training model used in the
experiment are as follows: The Weights is YOLOv5s.pt; The
Epoch is 300; The Weight_decay is 0.0005; The batch-size
is 32; The Initial Learning Rate is 0.01; The Momentum is
0.937.

C. EXPERIMENTAL RESULTS AND ANALYSIS
1) ABLATION EXPERIMENT BASED ON VEHICLE TAILLIGHT
DATASET
When the tail light of the front vehicle lights up, which does
not affect the normal driving of the vehicle behind, this model
only detects the vehicle in front. Only when the taillights
of the vehicle in front show signals that affect the normal
running of the vehicle behind, can the semantic information in
the taillights area be recognized. The purpose of identifying
a vehicle is to pair the taillights with the vehicle to prevent
false recognition.

We used taillight dataset to conduct ablation experiments
on the improved YOLOv5s, and the comparison results are
shown in Table 2, Table 3 and Table 4.

We compared YOLOv5s with different attention models
in Table 2, where the accuracy of CA was 5.4% higher
than SENet, 4.1% higher than CBAM, and 6.1% higher
than the original YOLOv5s. According to the proportion
classification in the image, Car belongs to large objects,

the brake becomes a medium object due to the presence
of high mounted brake lights, while Left and Right belong
to small objects with different features, which increases the
difficulty of training and recognition. In order to improve
the performance of the model, this article has decided to
add CA in the recognition process to improve the accuracy
of recognition, as CA can accurately locate the region of
interest.

The comparison results of loss function in Table 3 show
that the accuracy of EIOU Loss is 4.7% higher than that of
CIOU Loss used in the original YOLOv5s and 5.4% higher
than that of DIOU Loss. As the most common sample, cars
and brakes account for a large proportion in the data set,
while turn signal account for a small proportion, which often
leads to sample imbalance. In order to solve the problem
of sample imbalance and improve the training speed of the
model, we have decided to add EIOU Loss.

We improved EIOU-NMS on the basis of DIOU-NMS,
and EIOU is used as the standard of NMS. In this exper-
iment, we set the threshold value of NMS to 0.6. Table 4
shows that compared with the original NMS, the accuracy of
EIOU-NMS is improved by 4.5% and that of DIOU-NMS is
improved by 3.8%. Because there are many vehicles running
on the current road and they are often close to each other.
So we decided to add EIOU-NMS to prevent false suppres-
sion when identifying Front-Vehicle taillights.

Based on the comparison results of ablation experiments in
Table 2, Table 3 and Table 4, we decided to select CA, EIOU
Loss and EIOU-NMS as the methods to add to YOLOv5s.
Table 5 shows the comparison results of the above three
ablation experiments, and Table 6 shows the comparison
results between the model in this paper and other target
detectors.

As shown in Table 6, compared with YOLOv5s, the AP
gains of this model on Car, brake, Left and Right are 4.3%,
1.4%, 12.5% and 15.7% respectively. After adding CA, the
recognition accuracy of the turn signal lamp has increased
significantly, because CA divides the spatial attention mech-
anism into the attention mechanism in the X direction and the
Y direction, allowing the model to accurately locate the area
of interest during recognition, improve the recognition ability
of small targets, and reduce the interference of other light.
EIOU LOSS makes the model pay more attention to the cat-
egories with fewer samples in the training process, optimizes
the problem of sample imbalance, calculates the difference
between the predicted value and the real value, and improves
the training speed. After that, EIOU-NMS solves the problem
of anchor box error suppression caused by close targets in
complex traffic environment and improves the recognition
accuracy.

We tested two representative target detectors SSD and
Faster R-CNN using the taillight dataset, and finally the
model in this paper (96.1% mAP@0.5) is proved it has
better performance than SSD (65.6% mAP) and Faster
R-CNN (87.1% mAP). The test results are shown in
Figure 6((a) to (f)). In Table 6, the recognition speed of each
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FIGURE 7. Partial identification results of actual scene video in this model ((a) to (f)).

model has been compared. Although the calculation amount
has been increased to improve the accuracy of the model, the
real-time performance of the model in this paper can still be
guaranteed.

2) THE VEHICLE TAILLIGHTS VIDEO RECOGNITION
EXPERIMENT
In this section, the real scene video from the vehicle per-
spective is used to evaluate the model. Figure 7((a) to (f))
shows some of the test results. The test results show that the
model has high recognition accuracy for two common targets,
vehicle and brake. At the same time, we accurately identify
the left turn signal and the right turn signal. Although these
two targets are easy to identify errors or missing recognition
in the case of occlusion, themodel in this paper is mainly used
to identify the front taillights of vehicles in the same lane, and
there is almost no occlusion.

V. CONCLUSION
Aiming at the problems in the recognition process, such as
small light signal from the rear of the front vehicle, easy to
be affected by other lights, unbalanced samples, and easy
misrecognition caused by too close distance between targets,
we proposed an improved target recognition model based on
YOLOv5s.

(1) We first add CA to the backbone network to effectively
improve the model’s ability to identify small targets and
improve other optical interference problems. This is mainly
due to its ability to accurately locate areas of interest;

(2) Replacing the CIOU Loss of the original YOLOv5s
with EIOU Loss effectively alleviates the problem of sample
imbalance, improves the training speed and recognition abil-
ity of the model;

(3) EIOU-NMS is a modification we made based on
DIOU-NMS. Compared with the default NMS used by the
author in YOLOv5s, the anchor box error suppression prob-
lem has been greatly improved, and the recognition accuracy
has been improved.

The algorithm improves the feature extraction module,
bounding box regression loss function and anchor box sup-
pression process to ensure the recognition capability of the
model. The experimental results show that the mAP value of
the algorithm reaches 95.3%, 9.2% higher than the original
YOLOv5s mAP value, which greatly improves the recogni-
tion accuracy. In the future, we will improve the recognition
speed and study the recognition of occluded objects without
sacrificing the recognition accuracy to obtain better recogni-
tion results.
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