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ABSTRACT Fault Injection (FI) is a method used to quantify the reliability and resilience of a system by
assessing the system’s ability to detect, locate, and/or mitigate fault occurrences. At the architecture level,
targeted bit flips at specific times and locations can help quantify the response of a running application
to unwanted changes in state and memory values. FI campaigns of this type can be performed on the
target hardware virtual implementations of the target device. In this paper, we present a survey of Quick
EMUlator (QEMU) based FI techniques. After discussing the various techniques proposed by academia and
industry, we classified them into categories and compare their attributes. This review will help researchers
understand the capabilities and limitations of using the QEMU emulator for FI-based system reliability
analysis. Additionally, we identify the gaps in existing techniques and propose opportunities for extensions.

INDEX TERMS Dependability, fault injection, QEMU, reliability, security, virtualization.

I. INTRODUCTION
Computing systems can experience faults from noise in
the electrical system, electromagnetic interference (EMI),
a strike to a chip surface from a particle, or radiations from
the surrounding environment in the form of cosmic rays [1].
Faults that do not result in permanent functional damage
to the system are called transient faults or soft errors. The
occurrence of such faults is heightened by environmental
conditions, such as the altitude and temperature of the sys-
tem [2]. Owing to the increased operational frequency in
recent technology, reduction in supply voltage, and decrease
in technology node sizes, transistors’ susceptibility to soft
errors is increasing [3]. These errors can disrupt the function-
ality of computing systems, making dependability a concern.

Dependability is first introduced as a generalized concept
that encompasses or consists of the attributes availability,
integrity, reliability, maintainability, and safety [22]. In order
to maximize the dependability of a system and to keep the
correct operation of system components as per the required
standard, fault tolerance techniques should be used. In order
to put forward fault tolerance techniques a study of faults
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should be conducted at the hardware or software levels of a
given system. The hardware level fault study, which is also
the focus of this paper, has two main advantages as compared
to its software counterpart. The first one is, output from the
lower level of abstraction connects to the probability of a bit
flip in software, leading to resilience approaches post-silicon
and the second is that analysis of faults at application and
architecture levels can give way to targeted hardening and
selective node hardening approaches.

There are various methods that are utilized in fault tol-
erance studies. These include data collection and analysis
of real-world fault occurrence scenarios of soft errors, lab-
oratory fault injections to systems, and fault injection-based
approaches. The first two approaches need specialized equip-
ment which helps with fault injection and collection of the
fault scenarios. In addition, laboratory fault injections result
in damaging the system under question which makes them
inappropriate choices for systems that are under operation.
The occurrence of real faults, for instance from environmental
sources, also takes a long time so collecting data that is
needed for detailed analysis is a daunting task and time-
consuming. These and other drawbacks in fault tolerance
study techniques led academia and industry to rely on fault
injection-based approaches. The FI-based tolerance study is
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defined as ‘‘a validation technique of the dependability of
systems based on the realization of controlled experiments in
order to evaluate the behavior of the systems in the presence
of faults’’ [28]. Although dependability can be evaluated
through rigorous life-long testing, the required duration to
carry out this testing and obtain a statistically sufficient num-
ber of failures makes it impractical for such implementations.
This gap can be closed using FI campaigns that provide this
information using as many as necessary FI campaigns that
the implementer has full control on [43]. In this approach,
a faulty situation is emulated on the system or component
with each campaign round by injecting a fault into it and
recording its fault-to-error conversion route and effects. This
is then utilized to calculate the fault tolerance parameters.

Quick EMUlator (QEMU) is one of the platforms used
for Simulation-based Fault Injection (SFI). QEMU is an
open-source machine emulator which uses the Dynamic
Binary Translation (DBT) of a given target CPU applica-
tion code, utilizing various optimizations to keep execution
speed as close as possible to native system execution.
QEMU employs a two-step DBT approach, the first of
which involves translating the target machine code into a
machine-independent intermediate representation, which is
then represented with the host machine code for execution.
QEMU strives to be useful in a wide range of situations. The
advantages that made QEMU the priority choice in develop-
ing tools for virtualization-based fault injection include:

• It allows unlimited modification of the codes used for
the device for the inclusion of fault injection capability.

• It supports different processor architectures more than
any virtualization platform currently.

• There is no need for any modification in the application
under test or the need for the microprocessor design
information. This characteristic assists in the emulation
of complex systems.

In this paper, we complete a survey on QEMU-based fault
injection techniques and approaches. We selected the papers
based on the keywords QEMU, virtualization, reliability,
dependability, fault injection and their combination. We cate-
gorize the techniques based on the components in a system
that they are applied to, their fault modeling approaches,
and their evaluation methodology. The paper is organized
as follows. Sections II and III discuss fault occurrence in
digital systems and provides an overview of fault injection
approach. Section IV discusses QEMU-based fault injection
approaches and points out the similarities and differences
between the approaches. Section V categorizes the tools or
frameworks discussed based on various metrics. Section VI
indicates proposed future research directions that can further
exploit QEMU features in FI works. Finally, Section VII
Summarizes the survey and shows some areas that are open
for research.

II. MODELING HARDWARE FAULTS
System reliability is greatly influenced or impacted by the
fault-to-error conversion scenario and its consequence. A

particle hit to the device or chip surface, often known as a
transient fault, is one method of fault generation. A transient
issue has a short-term impact on the system it affects and can
either cause an error or be covered up through various mask-
ing strategies including electrical masking, logical masking,
and latch window masking.

A. BASIC MECHANISMS OF PHYSICAL FAULTS
Single event transients (SETs) are transient voltage pulses
generated at the output gates by a particle striking a chip
surface [37]. The resulting error from a SET propagating
to a memory element and stored in it is called a soft error.
According to [3] soft errors are caused by two main factors:
first, alpha particle emissions from radioactive contaminants
on packing materials, and second, cosmic rays, which are
high-energy rays that emanate from outer space and generate
a complicated chain of secondary particles in the environ-
ment [36]. Bulk CMOS affecting radiations such as SETs
and single event upsets (SEUs) are covered in [4], and
the effect on recent FinFET technology nodes is shown
in [5].

Other kinds of physical fault attacks include voltage
fault injection in the form of voltage glitches, Laser Fault
Injection (LFI), Electromagnetic fault injection (EMFI), and
software-induced hardware faults. Voltage fault injection is
an attack that focuses on creating disturbances in a stable
power supply or distribution system causing misbehavior in
the attacked system. ‘‘This is the result of setup time viola-
tions that can cause incorrect data to be captured allowing an
attacker to tamper with the regular control flow, e.g., by skip-
ping instructions, influencing a branch decision, corrupting
memory locations, or altering the result of an instruction or
its side effects’’ [7]. A type of this attack known as a voltage
glitch is a disturbance that is induced in the power supply line
which is a transient voltage drop within a very short duration.
Glitch timing is mathematically computed as latency from a
specific triggering event such as an I/O activity or power-
up [8]. Voltage glitch-based fault injection techniques are
inexpensive, simple, and typically don’t call for expensive
equipment. They can be accomplished remotely as well as
with the target device in hand. The attacker must, however,
have access to the device’s power supply line in order to use
this approach. Even the security enclaves of the Intel [9] and
AMD [10] were broken via voltage glitching attacks utilizing
the Teensy 4.0 board.

In LFI, the attacker injects a fault during a system operation
by using a laser module which also gives the flexibility of
precisely controlling the fault injection timing and position
in the system. ‘‘Compared to other injection approaches laser
fault injection has the highest time and space resolution for
the most efficient attack capability’’ [11]. A typical LFI
setup includes a laser source, an objective lens, a motorized
positioning table, and a controlling device. A digital oscillo-
scope can be utilized to accurately coordinate laser activation
with the device’s execution of the target procedure [12].
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LFI is a semi-invasive attack approach, which requires the
chip packaging to be removed using mechanical or chemical
de-capsulation techniques in order to expose the chip to the
laser source. This is the biggest disadvantage since it is not
always feasible to de-package the chip without destroying
the circuitry or bonding wires. The injection is normally done
on the backside of the chip, as the components are protected
from the front side. This creates another challenge as the
absorption depth of silicon varies for different wavelengths,
and therefore, the silicon substrate might need to be thinned
down to allow an attack [13].

EMFI is performed by generating a localized short-
duration high-intensity electromagnetic pulse that induces
currents within internal chip circuitry. The attacker generates
a stable sinusoidal signal at a given frequency that injects a
harmonic wave creating a parasitic signal [14]. Such a signal
can bias the clock behavior or inject additional power directly
and locally into the chip. Equipment for this type of EM
injection usually consists of a motorized positioning table,
a signal generation module, and an oscilloscope. Generally,
the equipment consists of a high-voltage pulse generator and
a coil with a ferrite core, serving as an injection probe. This
method provides a good trade-off between cost and precision.
Pulse injectors can be bought for a relatively inexpensive
price [15] and there are also more powerful and precise
equipment that are expensive to purchase. EMFI does not
need a device decapsulation for the chips enclosed and as
contrasted to voltage glitching, there is no need to attach any
wires to the power supply.

Considering software-induced hardware faults, the most
notable are rowhammer and CLKSCREW. A bit flip in the
dynamic random-access memory (DRAM) is introduced by
the system-level attack known as rowhammer, which may be
used to escalate user privileges [16] or perform other attacks.
Bit flips that are repeated and controlled pose a serious risk
to system security. In a DRAM memory, hammering a row
causes it to electrically interact with other rows, generating
variations in voltage levels. This influences the next row
and makes it discharge more quickly than normal; if the
memory refresh interval is reached, a bit flip will happen [17].
A shrink in device technology used in DRAM construction
has led to memory cells holding smaller charges, while also
being closely placed. This proximity results in the cells
being vulnerable to electromagnetic interactions among each
other, leading to memory errors. About 85% of the DDR3
memory modules from different manufacturers tested in [17]
were found to be vulnerable to the rowhammer attack. The
attack is also effective in recent DDR4 modules as pointed
out in [18]. CLKSCREW [19] is another software-induced
hardware fault that exploits the bugs in a dynamic voltage
and frequency scaling (DVFS) system. DVFS is a technique,
in which the voltage and frequency of a system processor
are scaled dynamically for power consumption minimization.
CLKSCREW fault occurs if the system is overclocked by
applying a higher frequency than that of the maximum desig-
nated system frequency or Undervoltage which is the result

of applying a voltage value lower than the rated minimum
voltage.

The occurrence of these faults is not deterministic in its
very nature. In addition, their natural occurrence takes a long
time to consider real-world scenarios for research purposes.
Hence, FI techniques become the go-to approaches to emulate
these faults.

B. FAULT INJECTION CHARACTERISTICS
• Fault Models: Fault models, models which are used to
simulate real-world fault occurrence scenarios, are clas-
sified into intermittent, permanent, and transient fault
models based on their persistence. In addition, a given
fault model can map fault effects to temporal and spa-
tial configurations depending on the abstraction level
under consideration. Hence, the provision of adjustable
temporal fault features, such as fault injection time,
fault release time, and spatial fault properties, may be
used to identify transient fault models. This allows the
modeling of single and multiple transient faults in sin-
gle and multiple bit-upsets in memory elements. This
significantly helps in the modeling of faults impacting
consecutive time intervals as well as the generalization
of descriptions for faults affecting both consecutive and
non-consecutive time intervals.
Bit-flip fault models are utilized to simulate real-world
physical fault attacks from a security perspective. Bit-
flip is a method of mimicking faulty behavior by
inverting the bit value of a component or system location
such as a stored value in a memory element. In contrast,
set and reset fault models simulate faulty scenarios by
setting a bit to either a logical ’0’ or logical’ 1’ regard-
less of the initial fault-free value which is pessimistic
because it results in the fault site changing its value
during a fault injection. After the application of a bit-
flip fault, the faulty value persists until it is overwritten.
Other fault types include stuck-at and set/reset faults
which emulate different scenarios in real-world fault
attacks.

• Fault Locations: Faults occur in components that com-
prise a system, including datapath logic, registers, and
memory. Temporary faults such as voltage changes,
magnetic fields, and radiation cause CPU errors in var-
ious components of the CPU such as data registers,
address registers, data-fetching units, control registers,
and arithmetic logic units (ALUs). A fault occurring in
the CPU causes a bit flip in data that is controlled and
processed by the CPU. The effect of a bit-flip can range
from having no effect on the execution of the program to
a system downstate in extreme cases. Furthermore, it is
challenging to pinpoint the root of the problem since the
circumstances in which a bit flip takes place are the same
as those in which a software fault modifies a value.
Memory components are also system components that
can get affected by faults. The effect can be on stored bits
in memory or the memory controller which manages the
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operation of the memory component. A particle strike
on a memory element can result in both SEU and MEU
by affecting single or multiple bits in the stored data in
that specific location. Thus, FI frameworks or platforms
consider both scenarios in simulating real-world fault
occurrences. TheMEU effect intensifies with the scaling
down of process technologies as newer smaller tech-
nology cells have an increased impact due to proximity
effects. Other system components that can be affected by
faults or result in bit-flip include I/O components, inter-
connections between various system components, and
data transfer mechanisms such as buses and controllers
for these components.

C. FAULT OUTCOMES
Previous researchers have attempted to classify transient
faults by their impact on the system [20], [21]. There are
4 major categories of outcomes that are the result of a fault in
a system. These are:

• Silent data corruption (SDC): The execution result dif-
fered from the correct output without detection by the
system and resulted in incorrect output.

• Detected an unrecoverable error (DUE): The fault effect
cause the workload to have an error which triggers a
fail-stop mechanism such as an exception that let the
system detect the error.

• Hang: After fault injection, the execution did not finish
within a given predefined time limit which is usually the
time duration the execution takes in a non-faulty opera-
tion scenario, for example, because it faultily entered an
infinite loop.

• Masked / no effect: The execution and output behaved
the same way as in a run without fault injection.

III. FAULT INJECTION SIMULATION & EMULATION
FI techniques can be categorized into hardware fault injec-
tion (HFI), emulation-based fault injection (EFI), software
fault injection (SWIFI), and simulation-based fault injection
(SFI). In hardware-based fault injection techniques, an actual
hardware or a hardware framework is needed to simulate the
faulty condition. There are two main categories of hardware-
based FI; fault injection with contact and fault injection
without contact. FI with contact is based on the idea of
perturbing the integrated circuits with faults introduced at the
pins that emulate both external and internal faults [6]. Tools
based on this approach include RIFLE [23], FOCUS [24]
and MESSALINE [25]. Fault injection without contact is
based on the idea that the injector has no direct physical
contact with the design under test and an external source
produces a physical phenomenon such as heavy ion radiation
that interacts with the circuit and produces the faults. Tools
based on this approach include FIST [26] and MARS [27].
These approaches are better in speed but are more difficult
to implement and have higher costs with respect to both the
equipment needed to induce a fault and the resulting damage
to the hardware being tested [6].

Emulation-based FI techniques combine hardware and
software-based approaches to gain better speed and accuracy.
They do not need any special facility making them more
cost-effective and there is no limitation in choosing the fault
locations. It is possible to validate the circuit in the initial
steps of the design. One of the most popular techniques in
the emulation-based fault injection approach is emulating
the behavior of the circuit using FPGAs in the presence
of faults [28]. They can be implemented using hardware
reconfiguration-based approaches or instrumentation-based
approaches. In the first scenario, faults are introduced into the
process by partially reconfiguring the prototype as it is being
executed. In the second scenario, the circuit is altered before
it is implemented on the re-configurable hardware so that the
errors in the chosenmodel can be introduced into the program
while it is being executed. Some example tools from this cate-
gory of fault injection include NETFI [29], a tool that injects
faults at the register-transfer level of a processor by adding
extra hardware to the sensitive registers of a target proces-
sor, and [30], a tool having three different techniques called
time-multiplexed, state-scan and mask-scan, which offer dif-
ferent trade-offs between area overhead and performance.
These two tools use the instrumentation-based approach of
EFI. Whereas, Fault Tolerant-University of Seville Hardware
DEbugging System (FT-UNSHADES) [31], which imple-
ments a read-modify-write approach, and its modified version
FT-UNSHADES2 [32] which speeds up the communications
by using PCIExpress, rather than USB transactions are exam-
ples of tools that implement hardware reconfiguration-based
approaches.

If an analysis is proposed to be done without the need
for special-purpose HW, SWIFI, and SFI tools can be used.
SWIFI is accomplished by modifying the software executing
on the system that the analysis is carried on. These modifica-
tions are errors inserted during compile time or run time. The
ones based on errors during compile time introduce the faults
into the source code or the assembly code of the program
under test. In the case of faults inserted during run time,
a trigger mechanism is necessary to insert the faults. The
usage of SWIFI tools overcomes the cost, controllability,
and repeatability issues of HFI. SWIFI modifies the con-
tents of registers and memory elements to emulate the effect
of real-world hardware faults. Notable SWIFI tools include
FERRARI [33], FTAPE [34] and XCEPTION [35]. The
drawbacks of SWIFI techniques include, accurately repro-
ducing the faulty behaviors of the actual hardware and their
definition for either specific operating systems or application
programming interfaces (API).

These drawbacks of SWIFIs are addressed by SFI tools.
SFI involves simulating the Design Under Test(DUT) using
a Hardware Description Language (HDL) and then injecting
faults into the simulated version of the design using soft-
ware. This can be accomplished by modifying the high-level
description of the target designwith a saboteurmodule, which
is in charge of the fault injection process, and by using the
built-in commands of a simulator to inject errors into the
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TABLE 1. Categories of FI techniques.

simulation of the design and not in the hardware descrip-
tion of the design itself [40]. Notable tools in SFI include
MEFISTO [41] and VERIFY [42]. These SFI approaches
should do a cost-benefit analysis of the trade-off between
analysis accuracy and simulation performance. Table 1
summarizes FI technique categories.

IV. QEMU-BASED FAULT INJECTION
The development of fault injection simulators based on the
QEMU platform allows designers to emulate soft errors and
verify the efficiency of fault tolerance solutions with low
overhead and higher repeatability. Due to the advantages
mentioned in the previous sections, the use of QEMU for
studying the effect of soft errors is increasing among the
research community. In this section, the works that leverage
QEMU features to inject faults in system components and
emulate soft errors are discussed.

FAIL* [39] is an architecture-level FI framework for con-
tinuously assessing and quantifying fault tolerance in iterative
software development processes. It is a FI tool for testing
and quantifying software-based fault tolerance mechanisms
deployed in software systems. It supports three simulators;
Bochs, QEMU, and Gem5 emulating x86 and ARM archi-
tectures. Looking at its architecture, FAIL* is organized in
a client/server architecture. It extends the back-end code
of instances. This gives the tool interception and control
power on the back-end execution in addition to its access
to the simulated system state. The Campaign Controller
component distributes parameter sets to the available FAIL*
instances that it has received from a user-defined cam-
paign. Each FI experiment uses a parameter set and uses
the execution-environment abstraction (EEA) layer to control
the target back end. By adding an interface module to this
abstraction, actual target backends may be switched. The
author’s tested the tool on dOSEK OS [79] to show how it
helps in helping the developer to converge to an optimally
protected software stack.

Another QEMU-based FI platform that permits soft error
introduction in emulated machine instructions is called F-
SEFI [44]. F-SEFI acts during the tiny code generation
(TCG) step and provides the structure to emulate soft errors
by corrupting data at run-time intercepting instructions and
replacing them with fault-injected versions. The F-SEFI bro-
ker is loaded dynamically after the QEMU hypervisor starts
a virtual machine image. Without altering the source code
of the application or the OS running on the kernel, F-SEFI
intercepts instructions sent by applications operating within
a guest OS, possibly corrupt them and then sends them to the

host kernel. The F-SEFI tool is comprised of five major com-
ponents: profiler, configurator, probe, injector, and tracker.
Faults can be injected into the combinational logic of the
CPU, register, and memory modules. The tool is demon-
strated for successful fault injection into three benchmark
applications: fast Fourier transform (FFT), Bit Matrix Mul-
tiplication, and K-Means Clustering. This tool is extended
in [45], dubbed parallel-FSEFI (P-FSEFI), to handle parallel
application execution.

In addition to the features of F-SEFI, P-FSEFI has the
following features:

• Tools to configure, launch, and manage multiple
sequential instances of F-SEFI.

• An extended, pluggable, and flexible interface for insert-
ing fault models so that a user can develop their own fault
injection techniques.

• The addition of permanent, high locality persistence, and
low locality persistence faults.

• The ability to inject faults into parallel programs running
on multiple virtual machines on the same, or different
physical hosts [45].

Considering performance, the QEMU emulation slows
down the application by about 10x, P-SEFI instrumentation
slows an additional 30x, and the virtual machine (VM) dis-
tributing across multiple nodes adds some 1.06x slowdown
on top. Overall, P-SEFI runs about 300x slower than under
no emulation on the host hardware.

In [61] the authors leveraged dynamic binary instrumenta-
tion in a virtual machine-based fault injection environment to
emulate soft errors and study the impact on the behavior of
applications by proposing Chaser, a framework that supports
two well-known virtual machines; QEMU and DECAF [62].
Chaser offers just-in-time (JIT) fault injection, the ability
to trace the fault propagation path and programmable inter-
faces that can be modified easily. The design of Chaser
is based on the P-FSEFI tool, [45] as an add-on function.
Chaser has two main components; a JIT fault injector and
a fault propagation tracer. The JIT fault injector component
injects faults into the target process using instructions that
are marked as target instructions by the tool user. The tool
then exports its fault injection capabilities as interfaces that
can be utilized by the user to define customized fault models.
The fault propagation tracer traces the propagation of faults
through a dynamic tainting technique. It leverages DECAF’s
bit-wise tainting [62] which is extended to support floating
point instruction tainting. Tainted memory access activity is
recorded by Chaser. Because instruction level tainting is not
taken into account in this approach, an appropriate amount
of fault propagation tracing completeness is sacrificed for the
sake of a little performance penalty. The authors implemented
three fault injectors described in F-SEFI [44] - a probabilis-
tic injector, a deterministic injector, and a group injector.
The tool is tested on various benchmarks from the Rodinia
benchmark suite including bfs, kmeans, and lud, Matvec, and
CLAMR.
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MH-QEMU, a memory fault injector that is memory
state-aware and implemented by extending a VM to inter-
cept memory accesses, is introduced in [47]. MH-QEMU
follows the same method as F-SEFI, [44], the only difference
between MH-QEMU and F-SEFI is that MH-QEMU focuses
on memory module faults that define memory state and mem-
ory access patterns. It has features that can be leveraged
to analyze memory access behaviors or patterns such as a
physical-to-virtual memory address mapping functionality
in memory controllers in real-time scenarios. MH-QEMU
consists of the following three modules, which are illustrated
in Fig. 1: (1) a memory-access handler (MH), a user-defined
handler function that can be registered and used as the hook
to load and store accesses to the target VM’s memory space,
(2) fault injection scheduler (FS), which manages the MM
and the MH by adhering to a scenario file that describes
the time of fault injection and configurations of MH, and
(3) memory mapper (MM), which is used to access the
VM’s memory from the host environment. The address-data
mapper (ADM) obtains data about the guest OS, including
information about processes and the memory page table.
Via an API, a user can utilize the ADM from the MH. The
target VM’s configuration script may additionally contact the
ADM to initialize additional MH-QEMU modules. With all
the functionalities of FI in place, MH-QEMU performance
evaluation shows that it is up to 3.4 times slower than a typical
native QEMU implementation. Narrowing down the moni-
tored memory region can reduce the overhead obtained [47].

FIGURE 1. MH-QEMU Architecture. ‘‘It gathers memory access patterns,
analyses them to create an appropriate fault injection plan, and applies it
to target VM memory which is done from the host to avoid side effects to
the target system’’ [47].

D-Cloud/FaultVM [46] is another fault injector that uses
QEMU for checking the reliability of the memory, hard disk,
and network controller system components. It is a software
testing environment for parallel and distributed systems lever-
aging cloud computing technology. By interpreting system
setup and test scenarios defined in XML in the D-Cloud
front-end, it enables test procedure automation employing
several cloud computing resources in a cloud computing
environment. Moreover, D-Cloud makes it possible to test
the hardware flaws by flexibly simulating hardware flaws

with FaultVM. By modifying QEMU, the fault injector of
FaultVM and the hardware are implemented at the same
layer. The fault is injected in accordance with the injection
command when it arrives at FaultVM through the network
from the D-Cloud front end.

In [48] another QEMU-based FI methodology that emu-
lates soft errors is proposed which accelerates the analysis
and debugging of complex systems and facilitates validation
of fault tolerance techniques. There are two levels of simula-
tion, the bootloader level, which damages the initialization
sequence and causes failures in the basic elements of the
system, and a system level fault injection which defines
faults injected in the operating system and is used to observe
problems in the execution of applications and hardware
management. A case study on an x-86 processor real-time
operating system (RTEMS) and benchmarks such as matrix
multiplication, sha1, and quicksort showed the vulnerability
level of general purpose registers (GPR) to faults and which
in turn can be leveraged by designers in evaluating fault
tolerance technique implementations at the software level.

Another method for abstracting various types of hardware
failure models within QEMU is proposed in [49]. It defines
a simulation environment that simulates hardware faults in
early dependability analysis of embedded software (ESW)
applications. The approach adopts a single fault analysis
using stuck-at, transient, and delay scenarios with multi-bit
faults being considered by a different fault in the system.
The approach disables the caching mechanism in QEMU and
this degrades the performance of the underlying system. Nev-
ertheless, the tool’s accuracy in injecting faults in registers
is shown to be good. This technique exhibits comparable
characteristics in simulation runs from the perspective of
dependability analysis accuracy compared to register-transfer
level (RTL) failure simulation, but it is quicker, as demon-
strated by experimental findings on bsearch, tcas, mandelbot,
and dhrystone benchmark applications [49].

A fault injection framework, called BitVaSim, which
requires a low overhead in comparison to a fault-free QEMU
execution, is described in [50]. The framework is designed
for embedded development boards powered by PowerPC
or ARM processors and has a built-in test (BIT) software
operating environment. BitVaSim operates as a simulator
which results in a smooth operation that does not affect the
underlying hardware or software systems. The reachability
of its simulated parts makes the integration of additional
fault models an easily reachable task. The framework uses
key-value pair abstractions to describe fault modes that the
simulator is utilizing to carry out its functions. Utilizing these
fault modes, it simulates the given hardware board in order
to monitor the activation and impact of these faults on the
hardware system in question focusing on the BIT system
behavior in detail. A modified version of QEMU that has
five additional modules built into it is utilized in BitVaSim.
The modeling and configuration module, the fault injector
module, themonitor module, and the feedbackmodule are the
additional modules. Due to the fault injection functionality,
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BitVaSim with the DBT exhibits a performance drop of 5%
to 7% when compared to a native QEMU environment exe-
cution performance. A similar work is also presented in [65].

The work, [51], presented FIG-QEMU (fault injection by
GDB for QEMU), an automated fault injection system that
simulates a variety of single event effects. The paper pro-
poses a hardware-implemented fault injection system based
on QEMU and evaluates the robustness of the target OS and
application software against soft errors from the CPU. When
we look at its implementation approach, this work uses the
approach of [52] to inject faults into the user-visible regis-
ters and memory units of the PowerPC750 virtual machine,
and the side effects of the faults at the application level are
evaluated. The difference between [52] and FIG-QEMU is
that FIG-QEMU can accept the source-free executable as the
input of the system, so as to inject faults without the source
code. FIG-QEMU has six main components; main controller,
fault-lib, trigger, monitor, injector, and collector. It is based
on Python extended GDB interface, so it has good perfor-
mance and portability and can run on the target platform
only with a small modification. The authors conducted a total
of 6.3 million single-bit flip fault simulation experiments,
among which 6.21% of the register faults and 3.53% of the
memory faults caused system crashes respectively. The main
drawback is that FIG-QEMU cannot be used on platforms
that do not support GDB debugging tools because it relies on
GDB.

FIGURE 2. FIG-QEMU Architecture. FIG-QEMU does FI via GDB debugger
without secondary exploration of QEMU [51].

Höller et. al presented a Fault Injection framework, FIES,
for the evaluation of software-based self-tests (SBSTs) [54]
according to the safety standard IEC 61508 [67]. This
framework is compatible with commonly used embedded
commercial off-the-shelf (COTS) processors and offers ana-
lytical feedback about the diagnostic coverage of self-tests
at the early design phases. It simulates faults in an ARM
processor’s control and execution paths and includes an
expanded fault model to mimic memory coupling problems.
The suggested approach evaluates SBSTs by hardly altering
them in order to raise the number of discovered defects.
Findings are presented as a concise list of the found flaws
and the associated diagnostic coverage, which demonstrates
the caliber of the SBST under examination. The framework
may also be utilized in the early phases of design since a
hardware prototype is not necessary for its utilization. The

framework allows for the interactive specification of auto-
matically inserted defects in XML. The authors used the
evaluation of a memory test to show the framework’s perfor-
mance and applicability.

In [63] a virtual FI framework that simulates safety-
standard aligned fault models and supports COTS software
implementations, as well as popular edge device embedded
processors is presented. The work also shows the proce-
dure for integrating the framework into various software
development stages. The framework extends the FI tool pre-
sented in [54] which is also based on QEMU. It supports
advanced memory and processor fault models that emulate
real-world fault occurrence scenarios. The tool proposes a
reliability assessment based on four steps: hardware usage
characteristics profiling, fault library creation, fault injection
and saving resulting application outputs, and interpretation
and reporting of outputs. A similar work is also presented by
Höller et.al. [64].

In [55] and [56] the authors presented a QEMU fault
injector (QEFI), which enhances service availability by
assessment of a computer system behavior in the presence of
memory faults and a method of handling exceptions caused
by disturbances in executable code. QEFI is designed as a tool
for system-wide and kernel-based FI. The chosen approach
allows the creation of a fault injection framework focused on
simulating hardware faults and testing software reactions to
them. Faults can be triggered and injected in CPU, RAM, and
peripherals system components in a user-defined probability.
Its three major parts are the fault injection control framework,
the QEMU emulator, and a fault injection control library used
as a proxy between the two other layers, responsible mainly
for communication and QEMU execution management. The
authors made modifications to TCG in QEMU which may
affect the speed of QEMU. In addition, QEFI supports FI
through GDB, and to integrate QEMU FI execution frame-
work and GDB, the support for GDB server protocol that is
already present in QEMU has been used. The protocol has
been enhanced to support not only breakpoints and watch
points but also injection points. The quality of this approach
is legitimized by the works presented in [57] where the same
real device fault injection framework was run on a real device
and an emulated one with similar results.

The work by Ferraretto and Pravadell presented an
approach for simulating hardware faults on CPU system com-
ponents [58]. Fault abstractions are used for permanent and
transient fault models that preserve the quality of software
dependability analysis. The DBT feature of QEMU is lever-
aged by this approach in order to minimize the impact on
the performance of the fault injection procedure on the emu-
lator. Faults can be injected into GPRs, instruction registers
(IR), and program status registers (PSR). The experiment has
been conducted on three benchmarks; btrees, mandelbrot, and
dhrystone. The fault injection mechanism that is developed in
this work is shown in Fig. 3.

Amarnath et al. proposed a FI framework that can be used
to emulate OS fault propagation that injects random hardware
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FIGURE 3. Simulation-based Fault Injection with QEMU Architecture. ‘‘The
approach minimizes the impact of the fault injection procedure on the
emulator performance by preserving the original DBT mechanism in
QEMU’’ [58].

FIGURE 4. Schematic overview of the FI framework proposed in [53].
‘‘The implementation dynamically reduces the translation block size to
one instruction only when injecting the fault and otherwise keeps this
speedup feature of QEMU enabled’’ [53].

faults into the CPU and measures the span these faults prop-
agate and surface as application-level side effects [53]. This
QEMU-based framework simulates bit flips in x86 general
and special purpose registers during the execution of sys-
tem calls of Linux 4.10 and classifies the injection effects
at the application level. The approach extends QEMU ver-
sion 2.9.1 [59]. It modifies a given register’s value with FI
before the intermediate DBT stage to inject a specific user or
framework-selected fault from the fault library. Using Linux
kernel test programs, the authors assessed and categorized the
consequences of soft errors inserted during the execution of
the clone, futex, mmap, mprotect, and pipe syscalls. Results
reveal that, on average, 76.3% of the injected faults are benign
and do not appear at the application level as shown by carry-
ing out 4.48 million FI simulations for various syscalls on the
x86 architecture.

In [60], the authors presented the soft error fault injection
(SEFI) framework, a software system profiling framework for
soft error vulnerability assessment. In particular, the paper
focuses on logic soft error injection. The authors used QEMU
to demonstrate themodification of emulatedmachine instruc-
tions in order to introduce hardware faults as soft errors. With
this technique, the paper shows the possibility and feasibility
of injecting soft error simulations in the logic operations of a

FIGURE 5. Distribution of surveyed works’ focus areas.

target application without impact on other applications or the
underlying operating system. SEFI operates in three steps.

1) Booting guest environment and starting FI application.
2) The intended target application’s code region is probed

by the guest OS, which then alerts the virtual machine
which code regions to monitor.

3) Application is released, allowing it to run.

The VM then monitors the system instructions running on
the given machine and supplements the ones it identifies as
crucial.

In [66], Wanner et al. designed VarEMU, a framework
for QEMU extension for assessing variability-aware software
methods. VarEMU gives system users a platform to simulate
variations in system power consumption and fault character-
istics so they can detect and adjust to these changes in the
software. Fault injections have the possibility to be carried
out before or after, or completely replace the execution of any
instruction with precise control over faults. Fault injection is
done through a guest OS system call. Faults are injected using
an imported library that can interface with system calls. The
framework is used to inject faults in register components of a
system CPU.

V. CATEGORIZATION OF QEMU-BASED FAULT INJECTION
APPROACHES
The previous section provided a general summary of the
works that leverage various features of QEMU for fault injec-
tion emulation experiments. In this section, the works are
categorized based on:

• The components that are affected by FI or tested for
reliability

• The fault modeling approach taken
• The evaluation methodology used to evaluate the perfor-
mance or functionality of the tool

A. COMPONENTS TESTED FOR RELIABILITY
When it comes to the types of components tested for reliabil-
ity or fault being injected, generally, the components can fall
into the following categories:

• CPU - Here the CPU components which include
functional units [44], logic units [45], instruction
decoders [54], and related components are tested [45],
[55].

• Memory - The memory cells such as RAM and related
parts are tested [44], [45], [46], [47], [50], [51], [54],
[55], [63].
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TABLE 2. Summary of QEMU-based FI tools and techniques.

• Registers - General purpose and special purpose regis-
ters are tested in [44], [45], [48], [49], [50], [51], [53],
[54], [58], and [66].

In addition to these components; instructions, network inter-
faces, controllers for the hard disk, USB, and network and
block devices are tested.

B. FAULT MODELING APPROACH
Although the main aim of all the tools discussed here is to
induce faults via FI, they differ in the faults or fault models
they have taken. These can be broadly classified as

• Transient [39], [48], [49], [53], [58], [63]
• Intermittent [48], [58], [63]
• Permanent [45], [48], [49], [50], [54], [58], [63], [66]
faults.

There are faults such as packet drop and packet modi-
fication [55], memory-state-aware faults [47], and faulty
instructions [44] used by different tools.

C. EVALUATION METHODOLOGY
The evaluation methodologies used in the FI tools or frame-
works basically serve two purposes; evaluate the functionality

of the tool and evaluate the performance characteristics of
the same. These methodologies generally fall into two main
categories. These are:

• Standard benchmark applications used by academia and
industry and available free of cost or commercially
such as NAS Parallel benchmark suite [68], MiBench
benchmark suite [69].

• In-house or industry-specific benchmarks developed by
the tool authors themselves or acquired from a third
party.

Table 2 shows the type of components tested and the
fault modeling approaches taken by the tools discussed in
Section IV. The tools or approaches surveyed span a range
in the type of components that they evaluate and the method-
ology they employ. Hence, a user can select from those
tools based on the specific application requirements. In using
the tools, if there is no need for a specific need for func-
tionality, using the original tools is recommended as there
are additional overheads incurred by the modified tools. For
instance, [63] is an extension of [54] with additional over-
head and support for advanced memory and processor fault
models. Similarly, [61] is an add-on functionality on [44]
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with an additional overhead of about 10X of normal QEMU
environment and JIT fault injection added functionality. If an
application is a parallel or multi-thread application, [45] is a
choice for physical fault emulation.

Fig. 5 shows the distributions of fault locations and fault
models in the surveyedworks. As can be seen, the recent trend
in QEMU-based FI tools and techniques is on register system
component fault injections and using bit flips as prominent
fault models.

VI. FUTURE RESEARCH DIRECTIONS
Although the tools or frameworks developed so far went
a long way in attaining this goal, there are still potential
areas to enhance these tools or develop new tools with the
same purpose but using more robust approaches. These areas
include:

• Parallel applications’ reliability analysis: There are a
few tools that are used to assess the reliability of parallel
applications and high-performance computing (HPC).
Of the tools developed so far, only P-FSEFI [45] uses
QEMU-based FI on parallel applications. As parallel
execution of applications is becoming dominant, devis-
ing ways to assess their reliability leveraging QEMU
features can be one huge research direction.

• Reliability analysis of hardware accelerators: Cur-
rently, hardware accelerators such as FPGAs are in
widespread use for performance enhancement and are
part of major projects and data warehouses. Hence,
reliability analysis of these accelerators and their com-
ponents using QEMU-based FI is also one area to
consider for further research.

• Performance overhead improvement: Although the
discussed tools meet the main criteria of FI for reliability
analysis, most of them cause severe performance degra-
dation on the systems they are deployed on. For instance,
P-FSEFI runs at about 30X slower than QEMU run [45]
and SASSIFI [80] showed a 1.02× to 166× slowdown
at the application level and a 5.2× to 488× at the kernel
level. Thus one major area to focus on is developing
tools with the same purpose and with less performance
overhead or modifying existing tools by enhancing their
operational performance and reducing overheads.

• Comparison with approaches at other layers: There
are FI techniques at other layers of a system and a
comparison study to performance metrics for comparing
fault handling at the software or hardware level can be
one area of focus.

VII. SUMMARY
This work is a survey of virtualization-based fault injection
tools and techniques focusing on those based on the QEMU
platform. As can be seen from the discussion on the tools or
frameworks, there are various approaches to attain the goal
of reliability analysis using QEMU-based FI. The works also
show the progress in performance and other metrics in using
QEMU for FI-based reliability analysis.We also tried to point

out future potential areas of research in expanding the use and
improving the performance of these techniques.
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