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ABSTRACT In order to achievemore optimal resource scheduling effect for logistics networks, it is essential
to collaboratively predict throughput amount of different network nodes in future timestamps. However, the
logistics networks are actually a kind of connected complex networks, in which a node denotes a single
logistics station and all nodes are associated by implicit relationships. When it comes to collaborative
forecasting towards logistics network throughput, all the nodes are required to be integrated together as
a whole research object. Therefore, this work introduces graph learning to extract graph-level features
of logistics networks, and proposes a data-driven collaborative forecasting method for logistics network
throughput based on graph learning. Firstly, information characteristics of graph-level logistics networks is
defined as vectorized format. Then, the graph learning framework is formulated, so as to fit the nonlinear
relationship between logistics networks and dynamic throughput amount. At last, some simulations are
also taken to testify performance of the proposal. The research results show that the graph neural network
can find the temporal correlation between data and combine preprocessed multi-layer feature vector with
temporal attention weight vectors. And the proposal is able to well implement collaborative forecasting
towards logistics networks, with the assistance of graph learning.

INDEX TERMS Graph learning, collaborative forecasting, data mining, logistics network throughput.

I. INTRODUCTION
Throughput is a very important data in logistics activities.
Scientific forecasting of it will help to provide more accu-
rate and reliable data for logistics network planning, ensure
the relative balance between freight supply and demand,
and keep logistics network activities relatively stable and
highly efficient [1]. Because there is a continuous growth
trend in the time series curve of logistics volume, and its
growth law is close to a certain curve, collaborative fore-
casting presents a time series with a nonlinear trend [2].
The logistics cargo throughput system has the characteristics
of high noise, non-stationary and nonlinear time series [3].
According to the characteristics of the data, when choosing
a forecasting model, the influence of the past input and
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output on the current output should be considered [4]. The
neural network itself has nonlinear dynamic characteristics
and has self-organization, self-adaptation and self-learning
capabilities, so the application of neural network model fore-
casting will be more advantageous [5]. Therefore, the larger
the sampling data selection time span and the denser the
sampling time points, the more the data-driven forecasting
results can reflect the change process of the logistics network
throughput after the system fails, and the more it can reflect
the time correlation between the sampling data at different
times, and thus can more accurately judge the collaborative
state of logistics throughput [6]. The forecasting of business
amount inside logistics networks can help logistics com-
panies know the future business amount in advance. This
can further guide the logistics companies to make optimal
planning for future business decision. The collaborative fore-
casting towards all the nodes inside logistics networks can
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provide clearer and more comprehensive results for relevant
companies.

There are many factors that affect the throughput of the
logistics network, and there are complex nonlinear relation-
ships among the factors [7]. The graph neural network can
combine multi-layer feature vector and the time attention
weight vector, and the number of input and output variables
is arbitrary [8]. Therefore, the method of neural network
overcomes the defects in common methods, can conduct
dynamic research on many influencing factors, and estab-
lish a forecasting model of logistics network throughput [9].
The logistics network is a one-way propagation multi-layer
forward network, and the data-driven use is a collaborative
algorithm [10]. Data-driven forecasting model describes the
throughput and the correlation between the throughput by
providing more system details, defines the collaborative fore-
casting as the time series node and classification problem
in the proposed scheme, and uses the important information
set to model the logistics network driven by data. At this
point, there is neither spatial nor temporal correlation within
the data [11]. In the collaborative forecasting method of
logistics network throughput, the collaborative forecasting
of logistics network throughput is to transmit information
through the reply connection, so that the graph neural network
can maintain a certain memory for describing its dynamic
behavior [12]. The collaborative forecasting model can use
a small amount of data to simulate the laws of reality, and
overcome the shortcomings of the logistics network with little
data and short cycles [13].

Data-driven describes the relationship between throughput
through the parameters and controlling factors [14]. Col-
laborative forecasting is aimed at the affected parameters
and classification problems in the graph neural network, and
uses the graph neural network to simulate the logistics net-
work driven by data. After aggregating neighbors throughput
embeddings, the model performs collaborative processing on
the throughput embeddings according to the factor vector,
and then multiplies the throughput embeddings at the pre-
vious moment to obtain the time series embedding of the
throughput, so as to model the time series in the logistics
network [15]. Throughput collaborative forecasting uses the
graph neural network as the center, it uses data to drive and
optimize the comprehensive model of the changed inflectors
and imputed computations of the graph neural network [16].
This can not only improve the forecasting accuracy of the
model, but also better screen out the factors that affect
throughput forecasting of logistics network, improve the effi-
ciency of the model operation, and save the model running
time. The detailed chapters are arranged as follows. Section II
introduces the method and principle of the data-driven
model and graph convolutional network, Section III con-
ducts the information characterization of logistics network
throughput, Section IV proposes the result evaluation pro-
cess for throughput forecasting, Section V carries out a case
simulation and its result analysis, and Section VI is the
conclusion.

II. METHODS AND PRINCIPLES
A. DATA-DRIVEN MODEL
The data-driven model constructs networks for the subsys-
tems in system separately: first, the selected factors of the
targeted system a1x are corresponding to the logistics infor-
mation; according to the visual criterion, any two point data
c1 in the time series b1x (a1, a1x) and c1 (b1 , b1x) can be seen
to establish a connection edge, and any point c1 (a1x , b1x)
between two points, when a1 < cc1 < b1x , all satisfy:

a1x = b1x + (c1x − c1)
b1x − b1
b1x − a1

(1)

In the formula, the forecasting accuracy of the logistics net-
work throughput represents seeks the spatial correlation that
exists inside the eigenvectors endowed with temporal atten-
tion weights, and combines the eigenvectors endowed with
temporal attention weights with the spatial attention weight
matrix, so that the eigenvectors are endowed with spatial
attention weight.

The correlation coefficient d1x is used to measure the
degree of linear correlation between the reconstructed logis-
tics network and the original logistics network, which is
defined as:

d1x =
g1x − h1x
n
√
e1x − f1x

(2)

In the formula, e1x is the covariance; f1x is the mean vari-
ance; g1x and h1x are the throughput in the x-th grid in the
image of the reconstructed logistics network and the origi-
nal logistics network, respectively; n is the total number of
sub-grids in the graph neural network. The gradient infor-
mation is back-transmitted from the top-level linear support
vector machine to learn the weights of the lower layer; the
neural network usesmassive heterogeneous data for sufficient
training and learning. Therefore, it is necessary to distinguish
the objective effect on the activation of penultimate layer:

a1x
d1x

=

n∑
x=1

[
b1x
c1x

−
e1x − f1x
g1x − h1x

]
(3)

The collaborative forecasting method preprocesses the
input data sequence for data normalization. At this point,
there is neither spatial nor temporal correlation within the
data. Therefore, the graph neural network can find the time
correlation between the data and combine the preprocessed
multi-layer feature vector and the time attention weight vec-
tor, so that the feature vector is given the time attention
weight. The logistics network throughput seeks the spatial
correlation that exists inside the eigenvectors endowed with
temporal attention weights, and combines the eigenvectors
endowed with temporal attention weights with the spatial
attention weight matrix, so that the eigenvectors are endowed
with spatial attention weight [17]. The collaborative forecast-
ing method combines the topological graph of the system
network to perform graph convolution operations, and a graph
neural network including a spatiotemporal attention mecha-
nism can be extracted. Therefore, the larger the sampling data

61060 VOLUME 11, 2023



Y. Hou, M. Jia: Data-Driven Collaborative Forecasting Method

FIGURE 1. Construction of input feature set in the Information characterization of
logistics network throughput.

FIGURE 2. Neural network features in the evaluation process of logistics
network forecasting result.

selection time span and the denser the sampling time points,
the more the data-driven forecasting results can reflect the
change process of the logistics network throughput after the
system fails, and the more it can reflect the time correlation
between the sampling data at different times, and thus can
more accurately judge the collaborative state of logistics
throughput.

B. GRAPH CONVOLUTIONAL NETWORKS
The sample contains three dimensions: time domain, space
domain, and feature quantity and the samples need to be
normalized before being input into the model. Assuming that
a certain feature quantity of a certain node under a certain
time slice in the sample is i, the normalization process of the
sample is:

k1i =
a1x − k1j
c1x − k1j

−
b1x − k1j
d1x − k1j

−
e1x − k1j
f1x − k1j

(4)

In the formula, k1i is the average value of the current feature
quantity of the current node under the current time slice of the
samples under all fault sets; k1i is the variance of the current
feature quantity of the current node of the current node under
the current time slice of all data-driven samples.

Assuming that all possible measurement results of the
research object satisfy the probability distribution l1x(i, j),
then the training and forecasting risk error under this con-
dition is:

l1x(i, j) =

∫ n

x=1
(m1x − n1x)2 (5)

In the formula, m1x is a function trained by a certain method;
the minimization of n1x can only make the obtained l1x
achieve a small error on the training sample, which does not
mean that forecasting error is also small.

The proposed function of the graph layer speed provides a
local response to the changing stimulus. The closer the input
vector is to the interest of the forecasting model, the greater
the response of the graph layer speed is, and the accuracy
response of the x-th sub-graph in the system is:

O1x =

n∑
x=1

q1x − r1x
p1x − r1x

(6)

In the formula, O1x is the multidimensional input vector
formed after normalization; p1 x is the center vector of the
x-th graph layer speed; q1 x is the width of the x-th graph
layer speed; r1 x is the number of graph layer speed.

The data-driven model is based on a limited understanding
of the physical knowledge of the system, only uses the system
state variables as the model input and output, analyzes the
characteristics of the system data, and establishes the cor-
responding relationship between the system state variables.
Data-driven models are implemented with methods such as
artificial neural networks, fuzzy logic, expert systems, and
machine learning. The data-driven model simply establishes
the mapping relationship between input and output data,
which is different from the knowledge-driven model that

VOLUME 11, 2023 61061



Y. Hou, M. Jia: Data-Driven Collaborative Forecasting Method

establishes equations that reflect the physical laws between
the two [18]. Compared with the data-driven model, the
process-driven model requires detailed knowledge of system
physics to describe the physical process of the system.

The important part of the graph neural network is directly
composed of signal source nodes, and its function is only
to accept the input signal and transmit it to the graph layer
speed; the graph layer speed is the most important layer
in the logistics network, and the number of units is deter-
mined by the problem to be solved. Depending on the
specific situation, the dispatching function of neurons in this
speed is a non-negative system that is locally distributed
and attenuates symmetrically to the center point. Data-driven
collaborative forecasting of logistics network throughput
requires the combination of statistical principles and meth-
ods, machine learning methods and data-driven features to
deal with data-driven complexity and uncertainty, which is
different from previous published works.

III. INFORMATION CHARACTERIZATION OF LOGISTICS
NETWORK THROUGHPUT
A. CONSTRUCTION OF INPUT FEATURE SET
The task of designing the controller of graph neural network
is tomake the actual output signal of collaborative forecasting
as close as possible to the expected output signal. According
to the data-driven algorithm, the mean square error function
s1x between the input of the logistics network throughput and
the actual output of the designed controller is expressed as:

s1x =

√√√√[
n∑

x=1

(
t1x − u1x
v1x − w1x

)2
]

/n (7)

In the formula, t1x is the error of the x-th, neuron in the net-
work output layer; u1x is the open-loop stable linear process;
v1x is the controller of the closed-loop system; w1 x is the
selfdefined weight function.

The training algorithm of the logistics network throughput
collaborative forecasting model includes the modeling of the
training sample set: assume yl be the sample set of the histor-
ical data set, which is composed of the historical throughput
data of the i, layer, and each layer is composed of j data, then
the sample set of the historical data set y1x can be expressed
as:

y1x =


y1×1
y1×1
M
y1xn

 =


y11 y12 . . . y1n
y21 y22 . . . y2n
M M M M
yn1 yn2 L ynn

 (8)

This formula uses the data of the first i layer as the input
parameters of model training to complete the training, and
then uses the data of the i-1 layer as the input data of
the forecasting model test, which is used to predict the
load data of the x-th layer, and compares it with the actual
data.

In the collaborative forecasting method of logistics net-
work throughput, the neurons of the same layer transmit

information through the reply connection, so that the graph
neural network can maintain a certain memory for describ-
ing its dynamic behavior, so the graph neural network
can efficiently extract the time series characteristics of
sequence data, good at handling dynamic data. Data-driven
collaborative forecasting of logistics network throughput
requires the combination of statistical principles and meth-
ods, machine learning methods and data-driven features to
deal with data-driven complexity and uncertainty [19]. The
problems that need to be solved in information technol-
ogy are multi-source heterogeneous data-driven integration,
visual analysis and understanding, and data-driven privacy
and security issues, including data-driven preprocessing and
quality control technology, semantic search engine and large-
scale high-precision text data analysis (Figure 1). The greater
the difference in the number of neurons between the hidden
layers, the worse the performance of the graph neural net-
work structure will be, that is, the training convergence speed
will slow down, and sometimes it will not even converge,
so the output graph error will also increase accordingly.
However, when their neuron numbers are the same or have
little difference, the network training can achieve the ideal
effect.

The pooling layer of the graph neural network is used for
data compression. The hyper-parameters used in the proposed
model requires the combination of statistical principles and
methods, machine learning methods and data-driven features
to deal with data-driven complexity and uncertainty. The
hyper-parameters need to set a larger window to obtain more
spatial information, which are too large to introduce inter-
ference images element. The hyper-parameters are based on
short-step walk sampling and node merging to construct a
calculation graph to adapt to large-scale logistics networks.
However, compared with local parameter forecasting, the
complexity and calculation amount of simulating the entire
logistics network will be greatly increased. The experimental
results show that the rules are consistent with the previous
ones. Within a certain range, increasing the number of convo-
lution layers or convolution kernels will increase the accuracy
of collaborative forecasting of logistics network throughput,
but once a certain critical value is reached, increasing the
number of convolutional layers or kernels is no longer help-
ful. The graph neural network can perform more accurate
classification because it can extract the characteristics and
dimensionality reduction of the logistics network throughput
through continuous convolution and sampling operations, and
filter out the essential features through stochastic gradient
descent [20].

B. EVALUATION PROCESS OF FORECASTING RESULT
The operation of the diffusion convolution kernel makes the
input of the homogeneous graph get the same forecasting
result, so it has translation invariance. For each node i in the
graph z, the feature z1ij after each hop j, its activation function
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FIGURE 3. Training regression framework in the collaborative forecasting model for logistics network throughput.

FIGURE 4. Flowchart of graph structure conversion in the collaborative
forecasting model for logistics network throughput.

can be summarized as:

z1jj =

n∑
i=1

n∑
j=1

a2jj − b2jj
c2j − d2jj

(9)

In the formula, a2ij is the node probability transition matrix;
b2ij is the feature matrix; c2ij is the weight matrix; the core
of α2ij is the probability transition matrix, which can identify
isomorphic graphs to a certain extent. Collaborative forecast-
ing can find a function e2x as a node convolution, and apply it
to the current node and neighbor nodes at the same time. The
weight f2x of central node can be adjusted through a learnable

parameter:

f2x =
√
e2x =

g2x − h2x
k2x − l2x

(10)

In the formula, g2x is node information; h2x can be fitted by
multi-layer perception k2x; l2x is used to adjust the weight of
the central node.

When the graph structure is unknown, the graph correla-
tion matrix is used as the similarity matrix to estimate the
transition probability, and then the weight of the convolution
operator and the inner product of the neighbor node are
used as the convolution result, and this process can filter out
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FIGURE 5. Data-driven information characterization process of logistics network
throughput.

redundant information and improve the forecasting accuracy
of the results. The size of the receptive field has always
been a key parameter in spatial graph convolution, which
involves the selection of the number of neighbor nodes. Since
spatial graph convolution usually calculates neighbor nodes
recursively, the size of the receptive field increases exponen-
tially while the number of network layers increases linearly.
In order to reduce the complexity of training, corresponding
sampling methods are proposed [21]. The first step is to
select the important neighbor throughput for the throughput
to be encoded, and the neighbor throughput is calculated by
the structure compactness function. The second step is to
obtain a fixed number of core neighbor throughputs from
the candidate neighbor throughput by hierarchical sampling,
after encoding the feature matrix of throughput and its neigh-
borhood into logistics network. Spectral decomposition graph
convolution and spatial graph convolution both aggregate
the features of neighbor nodes to generate an output repre-
sentation with a fixed dimension size, and then achieve the
purpose of disseminating neighbor node information. Data-
driven constructs a heterogeneous graph filter with graph
pooling operation, which can learn the eigenvalues of nodes
and edges in the graph. Figure 2 shows the neural network
features in the evaluation process of logistics network fore-
casting result.

The logistics network throughput collaborative forecasting
method uses deformable sampling points to compress the
adjacent structure information of each pixel into a fixed grid,
and further applying regular convolution on the deformable
feature graph can effectively reflect the complex structure,
thereby improving the feature expression ability. However,

data-driven model only uses two-dimensional deformable
convolution to extract spatial features, ignoring throughput
features; in addition, the model needs to set a larger win-
dow to obtain more spatial information, but the window
setting is too large to introduce interference images element,
resulting in blurred boundaries and loss of detail. Since the
learned offset is usually not an integer, the bilinear interpola-
tion method is used to obtain the eigenvalues of the offset
sampling points, and the offset feature graph is generated.
Data-driven constructs a heterogeneous graph filter, which
can learn the eigenvalues of nodes and edges in the graph;
finally, deformable convolution can be realized by perform-
ing regular convolution on the shifted feature graph [22].
However, the sampling interval of dilated convolution is fixed
and cannot be adjusted adaptively. The effect on different
data sets is different, and the generalization of samples is
not strong; while the deformable convolution of the logistics
network can be adaptive to different feature graphs. Adjust-
ing the receptive field can effectively explore the difference
information between samples, and achieved good results on
multiple data sets, which proves the effectiveness of spectral
deformable convolution.

IV. COLLABORATIVE FORECASTING MODEL FOR
LOGISTICS NETWORK THROUGHPUT
A. TRAINING REGRESSION FRAMEWORK
Within a certain range, increasing the number of convolution
layers will increase the accuracy of collaborative forecasting
of logistics network throughput, but once a certain critical
value is reached, increasing the number of convolutional
kernels is no longer helpful. The exponential smoothing fore-
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FIGURE 6. Data-driven model (a) and graph convolutional networks (b) for logistics network throughput based on
graph neural network.

casting method is a forecasting method developed on the
basis of the moving average forecasting method, and its basic
formula is:

m2x = o2x +

n∑
x=1

p2xq2x (11)

In the formula,m2x is the exponential smoothing value at time
x; p2x is the smoothing index at time x; q2x is the actual value
at time x.

Substituting the estimated valuem2x calculated by formula
(4.1) into formula (3.4) for solution, the predicted value of the
accumulated data sequence r2x can be obtained. According to
the time response function model of the graph neural network
algorithm, which is a specific calculation formula for the
collaborative forecasting of logistics network throughput, the
predicted value of the cumulative sequence is:

r2x =

(
s2x −

t2x
u2x

)
ex +

u2x
s2x

(12)

The meaning of this formula is to use the estimated parame-
ters s2x , t2x and the original data u2x at the initial moment to
obtain the solution of the previous formula.

As shown in Figure 3, smaller neighborhood ranges in the
local graph represent local dependencies, and larger ranges
tend to capture higher-order logistics network throughput
characteristics, and different ranges of data contribute dif-
ferently to the logistics network. In order to make better use
of multi-range data and obtain the best graph representation,
the collaborative forecasting method proposes the average
pooling readout importance of the graph neural network to
operate on the set of hidden states of each node, and the
hidden state arrangement of these nodes is kept changeless.
Throughput collaborative forecasting is based on short-step
walk sampling and node merging to construct a calculation
graph to adapt to large-scale logistics networks. Through
the hybrid of data-driven graph isomorphism operators and
edge convolution operators and over-average pooling oper-
ations, effective using multi-scale data is efficient to learn
the characteristics of logistics network throughput [23]. The
graph convolution layer consists of several node convolution
operators and edge convolution operators, which model the

interaction between users and extract fused data of different
scopes. The edges in the local graph represent the dependency
between two nodes, and update the state of the node through
the surrounding state, so as to solve the problem of mining
the throughput of the logistics network and iterative update
based on the strength of the correlation between nodes.

B. GRAPH STRUCTURE CONVERSION
Each individual contains several node convolution operators
and edge convolution operators, which model the interaction
between users and extract fused data of different scopes. After
training the graph neural network with the selected sample
data, the individual fitness value v2x is calculated, and its
calculation formula is:

v2x =

∑n
x=1 (w2x − y2x)2

z2x
(13)

In the formula, z2x is the number of training data; w2x and y2x
are the measured output value and predicted output value of
logistics network throughput respectively.

Meanwhile, in order to align the independent Gaussian
distribution of each sub-graph in the auto-encoder component
of the single-view graph of logistics network throughput with
the standard Gaussian distribution, divergence is introduced
to measure the loss. Specifically, the total loss function a3x of
the model is defined as:

a3x =
b3x − c3x
d3x − c3x

−
e3x − c3x
f3x − c3x

(14)

In the formula, b3x is the hidden representation learned in
the logistics network throughput; c3x is the standard Gaussian
distribution prior; d3x is the total number of nodes; e3x and f3x
are the hidden representation of the x-th, node in the logistics
network and the standard Gaussian distribution respectively.

Data-driven forecasting model describes the throughput
and the correlation between the throughput by providing
more system details, defines the collaborative forecasting
as the time series node and classification problem in the
proposed scheme, and uses the important information set to
model the logistics network driven by data. After aggregating
the neighbor throughput embeddings, the model performs
co-processing on the throughput embeddings according to the
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FIGURE 7. Throughput forecasting accuracy with different numbers of nodes when feature z1ij equals 0.3
(a) and 0.6 (b), respectively.

FIGURE 8. Relationship between throughput forecasting errors and
correlation coefficients in the data-driven model and graph convolutional
network.

factor vector, and then multiplies the throughput embeddings
at the previous moment to obtain the time series embedding
of the throughput. In this way, each collaborative forecasting
is equivalent to collaborative forecasting of a sub-network
of the original network, and the two data do not necessarily
appear in the same iterative process every time, so that the
update of the throughput weight does not depend on the
commonality of data with a fixed relationship (Figure 4).
However, the data structure becomes relatively simple, and
the accuracy of collaborative forecasting will be affected to
a certain extent. During the test period, the logistics will be
closed and all the data of the logistics network will be allowed
to be used, which can give the importance of the test set. Data-
driven forecasting model is the core layer of the graph neural
network, whose function is to extract features from the input
data. Each logistics network contains several throughputs.
The weight coefficient of the throughput is weighted and
summed to the visible range of the input layer plus the bias
value can be used to provide the data-driven actual value, and
then the actual value of this speed can be obtained through
collaborative forecasting processing [24].

V. SIMULATION APPLICATION AND RESULT ANALYSIS
A. DATASET
The dataset used in this paper was collected from a Chinese
logistics company named as ‘‘Zhongtong’’ through the way
of project research. The dataset records logistics business
amount of totally 16 cities in the Shandong Province, and
their amount data is from the whole year of 2021. The
16 cities are viewed as a graph-level logistics network. In the
dataset, one day is set as the minimum time unit. In other
words, for each city, its business amount concerning each day
is recorded. And the business object for a city is the other
15 cities inside this province. Thus, each piece of data for
one city is the business interaction amount between itself and
other 15 cities. It is with the format of a 15-dimensional tuple.
Being extended to all the 16 cities, each piece of data is with
the format of a 16-dimensional matrix. For each city, it has
365 pieces of data in the dataset, and 16 cities have totally
5840 pieces of data.

B. SIMULATION APPLICATION DESIGN
The time series network similarity can reflect the mapping
relationship of value conversion parameter vectors, and its
maximum similarity reflects the degree of value conversion,
that is, the hysteresis effect, and the corresponding time
reflects the lag period; by constructing the time series network
of each subsystem and using The cosine similarity theorem
measures the similarity of the system over time, and solves
the optimal mapping relationship to determine the lag effect
and lag period. The larger sampling data selection time span
and the denser sampling time points are generated in the
simulation. The data-driven forecasting results can reflect the
change process of the logistics network throughput after the
system fails, and the more it can reflect the time correlation
between the sampling data at different times, and thus can
more accurately judge the collaborative state of logistics
throughput. As shown in Figure 5, the lag period distribu-
tion of urban collaboration is also different, which indirectly
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FIGURE 9. Throughput forecasting efficiencies and their relative errors with different numbers of iterations when date dimension
of nodes (n) is 400 (a) and 800 (b), respectively.

proves that the method of measuring lag period based on time
series network and cosine similarity theorem has good sta-
bility, which has guiding significance for the formulation of
logistics network collaboration policy. However, data-driven
model only uses two-dimensional deformable convolution
to extract spatial features, ignoring throughput features; in
addition, the model needs to set a larger window to obtain
more spatial information, but the window setting is too large
to introduce interference images element, resulting in blurred
boundaries and loss of detail.

Since the data drives have the same resolution, there is
no need for up-sampling with transposed convolutions. The
data driver can use the network to solve the output value of
other input quantities in the sample area. A global guided path
enables precise optimization and training of feature graphs
from low-resolution to high-resolution. Secondly, the output
of the modules is further spliced and fused to make a final
forecasting, which helps to improve output accuracy. The
total loss g3x of the network training process is:

g3x = h3x +

n∑
x=1

k3x l3x
m3x

(15)

In the formula, h3x is the data-driven input vector; h3x is the
data-driven output vector; l3x is the activation function of the
transposed convolution; m3x is the negative slope coefficient
of the logistics network.

As shown in Figure 6 (a), the factors that affect the through-
put of logistics network can be divided into quantifiable and
non-quantifiable factors. Among them, indicators such as the
economic level of the region where the logistics network
is located are quantifiable, but other factors such as policy
factors, natural conditions of the logistics network, world
economic situation, management factors, service factors and
other indicators are not quantifiable. As shown in Figure 6
(b), after aggregating the neighbor throughput embeddings,
the model performs co-processing on the throughput embed-
dings according to the factor vector, and then multiplies the

FIGURE 10. Relationship between throughput response and date time
dimension in the data-driven model (a) and graph convolutional network
(b).

throughput embeddings at the previous moment to obtain
the time series embedding of the throughput. However, the
data structure becomes relatively simple, and the accuracy
of collaborative forecasting will be affected to a certain
extent [25]. In addition to considering the dataset for the
last layer, this algorithm also considers the changes in the
weight parameters of other layers in the network, making the
algorithm suitable for multi-layer networks. The graph neural
network can maintain a certain memory for describing its
dataset, so the graph neural network can efficiently extract the
time series characteristics of sequence data, good at handling
dynamic data. The graph neural network allows large errors
or even individual errors in the input samples, because the
process is also a process of extracting statistical features from
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a large number of samples, reflecting the correct law from all
samples, and the errors in individual samples cannot have a
great impact on the adjustment of the weight.

C. RESULT ANALYSIS
Through sample training, the collaborative forecasting
method establishes a graph neural network forecastingmodel,
and performs sample testing on the trained model to verify
its forecasting effect. If the forecasting result of the model is
relatively stable after inputting new samples, the model can
be applied to predict the throughput of the logistics network
in the future years [26]. The results predicted by the graph
neural network model are more ideal than those predicted
by the multiple linear regression models. When feature z1ij
equals 0.3, the forecasting accuracy shows an increasing
trend from 0.35 to 0.85 when the number of nodes arranges
from 100 to 500; When feature z1ij equals 0.6, the forecasting
accuracy shows a increasing trend from 0.25 to 0.85 when the
number of nodes arranges from 100 to 500 (Figure 7).
As shown in Figure 8, when the throughput forecasting

error increases from 0.01 to 0.09, the correlation coefficient
ranges from 0.47 to 0.75 in the data-driven model and ranges
from 0.26 to 0.68 in the graph convolutional network. If the
test effect is not good, the graph neural network model
must be readjusted and trained again until meet forecast
requirements. This is the easiest way to eliminate the impact
of dimension and variation factors, so that after processing
the data and inputting it into the graph neural network, the
problem of large numerical differences between various influ-
encing factors and the throughput of the logistics network can
be eliminated, which canmake the forecasting accuracy of the
model is further improved.

As shown in Figure 9, when the date dimension of nodes
is 400, the forecasting efficiency of forecasting value ranges
from 0.71 to 0.87 and actual value ranges from 0.77 to 0.84;
when the date dimension of nodes is 800, the forecasting
efficiency of forecasting value ranges from 0.69 to 0.84 and
actual value ranges from 0.72 to 0.88. Graph neural network
is a neural network that imitates the activation and trans-
fer process of human neurons, which has the characteristics
of self-learning and self-adaptation, distributed storage, and
parallel processing of information. Compared with tradi-
tional optimization methods, data-driven model has excellent
heuristic search capabilities in the multi-parameter optimiza-
tion process.

In the data-driven model, when data time dimension ranges
from 0.01 to 0.09, throughput response increases from 0.13 to
0.69; in the graph convolutional network, when data time
dimension ranges from 0.01 to 0.09, throughput response
increases from 0.11 to 0.75 (Figure 10). Data-driven model
optimizes the connection weights between the output layers
of the graph neural network and the threshold of the hidden
layer, and finally outputs the network [27]. The forecast
output performance of the collaborative forecasting method
is better than that of the other two models, indicating that the

collaborative forecasting method has higher accuracy in fore-
casting the throughput of the logistics network. The logistics
network throughput forecasting method can not only improve
the forecasting accuracy of the model, but also better screen
out the factors that affect the logistics network throughput
forecasting, improve the model operation efficiency, and save
the model running time.

Firstly, the proposed model seeks the spatial correlation
that exists inside the eigenvectors endowed with temporal
attention weights. Previous models combine the eigenvectors
endowed with temporal attention weights with the spatial
attention weight matrix. Secondly, the proposed model is
directly composed of signal source nodes, and its function
is only to accept the input signal. Previous models are locally
distributed and attenuate symmetrically to the center point.
Finally, the proposed model can efficiently extract the time
series characteristics of sequence data, good at handling
dynamic data. Previous models cannot extract the character-
istics and dimensionality reduction of the logistics network
throughput through continuous convolution. The results pre-
dicted by the graph neural network model are more ideal
than those predicted by the multiple linear regression models.
There may be two reasons: one is that the overall deviation of
the graph neural network forecasting is small; the other is that
there are many limitations in the multiple linear regression
analysis models forecasting, such as linear establishment of
the relationship, the correlation between the variables, the
assumption of the error term [28]. Since the graph model can
be a multi-input and multi-output network model, it can be
used for multi-factor and multi-objective predictive analysis.
In addition, other types of neural networks can also predict
the throughput of logistics networks.

VI. CONCLUSION
This paper introduces the method and principle of the
data-driven model and graph convolutional network, con-
ducts the information characterization of logistics network
throughput, constructs data-driven input feature sets, pro-
poses the result evaluation process for throughput forecasting,
analyzes the collaborative forecasting model of logistics net-
work throughput, discusses the training regression framework
of graph neural network, performs the graph structure con-
version of logistics network, and finally carries out a case
simulation and its result analysis. Through sample train-
ing, the collaborative forecasting method establishes a graph
neural network forecasting model, and performs sample test-
ing on the trained model to verify its forecasting effect.
If the forecasting result of the model is relatively stable
after inputting new samples, the model can be applied to
predict the throughput of the logistics network in the future
years. If the test effect is not good, the graph neural network
model must be readjusted and trained again until meet fore-
cast requirements. Smaller neighborhood ranges in the local
graph represent local dependencies, and larger ranges tend
to capture higher-order logistics network throughput char-
acteristics. The research results show that the graph neural
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network can find the temporal correlation between data and
combine preprocessed multi-layer feature vector with tempo-
ral attention weight vector, so that the feature vector can be
given temporal attention weight. The data-driven collabora-
tive forecasting method takes the classification standard and
level of data-driven factors as sample data, inputs them into
graph neural network model, and obtains the nonlinear rela-
tionship between logistics network model and its throughput
through fitting. The data-driven control method opens up a
newway for the optimal design of controllers; it does not need
any information about the mathematical model of controlled
object, and only needs the input and output data to realize the
control of logistics network.
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