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ABSTRACT In order to improve the tracking ability of the vehicle mounted photoelectric tracking platform,
and make its tracking system has the characteristics of rapid response, small overshoot, high-precision
position tracking, strong anti-interference and good robustness. In this paper, a joint active disturbance
rejection control (ADRC) and sliding mode control (SMC) method is proposed, which can effectively
improve the tracking ability of the equipment. Firstly, the mathematical model of the DC motor is analyzed,
and then the sliding mode control based on the linear extended state observer (LESO) and the third-order
tracking differentiator is established as the speed loop control of the system. Finally, the parameters of the
nonlinear ADRC which built control system’s position loop are optimized by the improved differential
evolution (DE) algorithm. The speed loop simulation results show that the proposed algorithm has better
control effect than PID control algorithm, Robust control algorithm, and ADRC control algorithm;The
simulation of position loop demonstrates that the performance of the controller optimized by DE algorithm
is better than the parameter tuning based on experience. The experimental results illustrate that the proposed
control algorithm can ensure that the optoelectronic tracking equipment can track the target which 3km away
with 0.1 mrad accuracy.

INDEX TERMS ADRC, SMC, differential evolution, DC-motor, opto-electronic tracking and pointing servo
control.

I. INTRODUCTION
The Optoelectronic tracking platform is widely used in mil-
itary, astronomical observation, laser communication and
other fields [1], [2], [3]. The task requires that the posi-
tion accuracy of the equipment is getting higher and higher,
and the equipment also needs to have fast response capa-
bility when facing high-speed and highly mobile targets.
When undertaking the tracking task on the moving plat-
form, the equipment will inevitably be affected by external
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disturbances, so the servo control algorithm needs to have the
anti-interference ability. These increasingly demanding index
requirements and complex and changeable use environments
bring great challenges to the design of control algorithms.

Han’s ADRC [4] consists of the tracking differentiator
(TD), the extended state observer (ESO) and the nonlinear
state error feedback law (NLSEF). TD not only arranges the
transition process, but also reduces the impact of noise on the
numerical derivation. ESO is a new idea for compensating
system disturbances. Then, Gao [5] successfully associated
the linearly extended state observer (LESO) with the fre-
quency domain, using the concept of observer bandwidth to
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reduce the number of observer parameters and increase the
engineering practicality. Nonlinear extended state observers
can be more efficient than LESO in estimating the system,
but their parameters are difficult to tune. Therefore, there
are neural network-based methods [6], [7], [8] to tune the
system parameters online, making the system adaptive and
improving the robustness of the system, but this also puts
high demands on the hardware computing power. In addition,
there are a large number of examples of optimization-based
algorithms for parameter tuning, such as genetic algorithm
(GA) [9], [10], [11], differential evolutionary (DE) algorithm
[12], [13], [14] and particle swarm algorithm [15]. The
system performance is significantly improved with these
methods.

A well-parameterized extended state observer can esti-
mate the system state with high accuracy, which provides
effective information for the controller. In [16], a velocity
loop controller for permanent magnet synchronous motor
(PMSM) is designed using ESO joint sliding mode control
(SMC), and its results indicate that the robustness and control
efficiency of the system are greatly enhanced. Reference [17]
also demonstrated that ESO-based sliding mode control is
more efficient thanADRC and slidingmode control.while not
increasing the complexity of the control law. Reference [18]
improved the ESO-based SMC using Smith predictor. Com-
paring the ADRC controller, improved controller response
is faster and the system robustness and stability is better.
Reference [19] Added known information to ESO for observ-
ing disturbances. The SMC controller performs a promising
behavior using the observed information. These studies all
illustrate that using SMC instead of the NLSEF in ADRC can
improve the general behavior of the control system.

Thus, this paper proposes a SMC law based on ESO and
TD and an ADRC control algorithm using an improved dif-
ferential evolutionary algorithm to optimize the parameters
of controller. This paper is organized as follows. Section II is
the establishment of themathematical model of the controlled
object. Section III is the design of the control algorithm for
the optoelectronic tracking equipment, in which the velocity
loop uses a sliding mode control combining ESO and third-
order TD, and the position loop is an ADRC controller with
parameter tuning based on an improved differential evolu-
tionary algorithm. Section IV is a computer simulation based
on Matlab/simulink. Section V is to conduct experiments to
verify the effectiveness of the control algorithm. The final
summary is in section VI.

II. ANALYSIS OF THE MATHEMATICAL MODEL OF THE
CONTROLLED OBJECT
The establishment and analysis of the controlled object model
is the most important step in designing a control system.
DC torque motor has the advantages of large torque, low
speed, good linearity, no need to equip with reducer, etc., and
considering the demand of miniaturization of optoelectronic
equipment, so DC torque motor is used as the actuator of

optoelectronic platform. The equation of motion of a DC
torque motor can be described as:

Ua(t) = RaIa(t) + La
dIa(t)
dt

+ Kbω

Jm
dω

dt
= KmIa(t) − T (1)

where Ua(t), Ia(t),Ra and La are voltage, current, resistance
and inductance of armature, respectively; Kb and Km denote
back EMF coefficient and torque coefficient. ω and Jm rep-
resent DC motor rotor’s angle speed and moment of inertia
of the rotor and frames. T represents external torque distur-
bance.

According to (1), the transfer function of the DCmotor can
be obtained:

G(s) =
ω(s)
ua(s)

=
1/Kb

TeTms2 + Tms+ 1

Te =
La
Ra

, Tm =
JmRa
KbKm

(2)

where Te,Tm represent Electrical time constant and Mechan-
ical time constant. Let system’s states X = [ω, ω̇]′, input
u = ua,d(t) is perturbations such as system model ingestion,
external disturbances and combined external torques. Then
the DC motor state space equation from (2) can be described
as:

Ẋ = A · X + B · u+ D

Y = C · X

A =

[
0, 1

−
1

Te·Tm
, −

1
Te

]
B =

[
0
1

Kb∗Tm∗Te

]
C =

[
1 , 0

]
D = [0, d(t)]′ ||d(t)||2 < ∞ (3)

III. CONTROLLER DESIGN FOR TRACKING SYSTEMS
A. SPEED LOOP
Design the sliding mode control law according to the con-
trolled object (3), and the sliding surface is selected as:

s = c · e+ ė, c > 0

e = ω − ωr (4)

where ω, ωr are the rotor’s angle speed and desired speed.
To satisfy the sliding mode existence and approachability
conditions, the time derivative of the sliding variable is [20]:

ṡ = −η · sgn(s) − k · s (η > 0, k > 0) (5)

According to sliding mode control theory [21], decreasing
η and increasing k can accelerate the convergence process.
Let the Lyapunov function of the system is:

V (t) =
1
2

· s2 (6)

V̇ (t) = s · ṡ

= s · (c · ė+ ë)

= s · (c · ė−
1

Te · Tm
· ω −

1
Te

· ω̇
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FIGURE 1. Block diagram of DC motor system.

FIGURE 2. Double closed-loop control system.

+
1

Kb · Tm · Te
· u(t) − ω̈r + d(t)) (7)

Then, from equations (7) and (5), we can deduce that the
system input is:

u(t) = KbTmTe · [−c · ė+
1

Te · Tm
· ω +

1
Te

· ω̇

+ ẅd − d(t) − η · sgn(s) − k · s] (8)

And (7) becomes:

V̇ = s · ṡ

= s · (−η · sgn(s) − k · s)

= −η · |s| − k · s2 ≤ 0 ∀η > 0and∀k > 0 (9)

From (9), it can be seen that the system is stable when the
input takes(8). However, the input u(t) contains an unknown
perturbation term d(t) and the derivative term of the feedback
signal, which poses a greater difficulty in implementing the
control law. This requires, first, that the external disturbance
of the system needs to be estimated in real time, and second,

that the derivative of the feedback signal is accurately calcu-
lated.

From the ADRC theory [22], it is known that the LESO is:
e = z1 − y
ż1 = z2 − 3ω0e
ż2 = z3 − 3ω2

0e+ bu
ż3 = −ω3

0e

(10)

where z1, z2 are the observed values of the state variables in
(3), respectively. z3 represents the general perturbation in the
ideal series integration system (11):

ẋ1 = x2
ẋ2 = x3 + bu
x3 = f (x1, x2, t)

(11)

z3 = −
1

Te · Tm
· x1 −

1
Te

· x2 + d(t) (12)

ω0 is denoted as the bandwidth of the LESO.b = 1/(Kb ·Tm ·

Te). When the state of the system is observed by LESO, the
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system speed loop input becomes:

u(t) =
1
b

· [−c · ė+ ẅd − z3 − η · sgn(s) − k · s] (13)

For the control law shown in (13), a third-order TD is also
required to implement the derivative calculation of its input
signal. The third-order TD is given by [23]:

˙̂x1 = x̂2
˙̂x2 = x̂3
˙̂x3 = −R · sat(x̂1 − ud −

x̂23
6R2

+ A( x̂3R + S
√

A
R ), δ)

S = sign(x̂2 +
|x̂3|x̂3
2R )

A = S · x̂2 +
x̂23
2R

(14)

where R and δ are parameters to be regulated. ud is the
input to be tracked. x̂1, x̂2, x̂3 are the trace value of the input
instruction, the derivative of the input instruction and the
second-order derivative of the input instruction, respectively.
So the control law of the speed loop becomes:

u(t) =
1
b

· [−c · (z2 − x̂2) + x̂3 − z3 − η · sign(ŝ) − k · ŝ]

ŝ = c · (z1 − x̂1) + z2 − x̂2 (15)

B. POSITION LOOP
1) ADRC
ADRC is the compensation of the system into a series-integral
type by ESO and NLSEF. The second-order discrete TD can
be expressed as:

x̄1(k + 1) = x̄1(k) + h · x̄2(k)
x̄2(k + 1) = x̄2(k) + h · fh
fh = fhan(x̄1(k) − v0, x̄2(k), r, h0)

(16)

fhan = −

{
r · sign(α0) |α0| > rh0
α0/h |α0| ≤ rh0

α0 =


x̄2 +

1
2 (

√
8r|y| + r2h20−

rh0) · sign(y) |y| > rh20
x̄2 +

y
h0

|y| ≤ rh20
y = x̄1 − v0 + h0x̄2

(17)

The third-order ESO can be shown as:
e1(k) = ẑ1(k) − y(k)
ẑ1(k + 1) = ẑ1(k) + h · (−β̂1e1(k) + ẑ2(k))
ẑ2(k + 1) = ẑ2(k) + h · (−β̂2fal(e1(k), 0.5, h)

+ b̂u(k) + ẑ3(k))
ẑ3(k + 1) = ẑ3 − hβ̂3fal(e1(k), 0.25, h)

(18)

fal(e1, α, δ) =

{ e1
δ1−α |e1| ≤ δ

|e1|αsign(e1) |e1| > δ
(19)

The NLSEF can be given as:
ê1 = x̄1 − ẑ1
ê2 = x̄2 − ẑ2
u0 = β̄1fal(ê1, α1, δ) + β̄2fal(ê2, α2, δ)
ud (k) =

u0−z̄3
b

(20)

When compensated by the speed loop and output limiting,
the model of the system has become complex. However, the
system can be approximated as a second-order system with
respect to x1, x2. The controlled object is:{

ẋ1 = x2
ẋ2 = f (x1, x2, t) + b̂ud

(21)

Therefore, the position loop of the controlled system can
be designed as second-order ADRC, and the structure of
its control system is shown in Fig.2. For nonlinear ADRC,
although the control capability of the system is improved, the
parameter tuning also becomes very troublesome. To simplify
the process of parameter tuning and to obtain the approximate
distribution ranges of parameters for the reference of actual
parameter tuning, the differential evolution algorithm is used
for the tuning of system parameters.

2) DIFFERENTIAL EVOLUTION ALGORITHM
The differential evolutionary algorithm is inspired by the
survival of the fittest in nature, where individuals in a popula-
tion are mutated, crossed and selected to simulate population
evolution, and evolve generation by generation until a global
optimal solution is found.

Xi,G = (x1,i,G, x2,i,G, . . . , xL,i,G) (22)

The formula (22) represents the i-th individual in the
Gth generation of the population, meaning a solution in the
solution space, while L represents the dimensionality of the
problem, which means the number of independent solution
variables.

The population initialization can be described as:

xj,i,0 = xminj,i + rand(0, 1) × (xmaxj,i − xminj,i ) (23)

In formula (23), xmaxj,i andxminj,i mean the optimization zone
for the j-th optimization parameter. Once the initial pop-
ulation is established, the population can begin to evolve
iteratively. The most critical part of this process is the muta-
tion and crossover.

Vi,G = Xr1,G + F · (Xr2,G − Xr3,G) (24)

Equation (24) represents the mutation process, where
Xr1,G,Xr2,G,Xr3,G are the random individuals in the popula-
tion, and F is the scaling factor.

uj,i,G =

{
Vj,i,G, rand(0,1)≤ CR
Xj,i,G, otherother

(25)

where CR denotes the crossover factor. The next generation
is selected based on the fitness function, and those with high
fitness are inherited to the next generation.

Xi,GC1 =

{
Ui,G, f(Xi,G) ≤ f(Ui,G)
Xi,G, other

(26)

The fitness function is taken to be:

f =

∑
ωiJi (

∑
ωi = 1) (27)
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J1 =

∫
t|e|dt (28)

J2 = 2 ∗
1

1 + rise time/total time
− 1 (29)

J3 =
1

1 + 100 · overshoot
(30)

J4 = 2 ∗
1

1 + settling time/total time
− 1 (31)

Equation (28) is criterion of the integral of time and abso-
lute error (ITAE). Equation (29) is to measure the rapid
response capability of the system. The formula (30) is to
ensure that the overshoot of the system is as small as possible
with the rapid response. The equation (31) is to guarantee
that the settling time during the system response is as long as
possible. total time indicates the total running time. The linear
accumulation of them together constitutes the fitness function
of the differential evolutionary algorithm. By adjusting the
weights ωi in (27), the focus on different indicators can be
achieved.

When the differential evolution algorithm is designed, the
faster the population changes when the crossover factor CR
is selected, but the damage to the best adapted individuals is
also greater. Conversely, the population evolves slowly and
the search speed of the solution decreases. Thus, the cross
factor CR reflects the global search ability and local search
ability of the algorithm. The scaling factor F is related to the
convergence speed of the algorithm. Referring to [24], change
CR and F to be about generational adaptive change.

CR =
CRmin

1 + (CRmin/CRmax − 1) × exp(−k1 · G)
(32)

F =
Fmin

1 + (Fmin/Fmax − 1) × exp(−k2 · G)
(33)

Considering that there may be a relatively large range of
controller parameters to choose from, roughly five orders of
magnitude. Thus, for the optimized parameters the transfor-
mation is as follows:

xopt = 10Xi,G (34)

where xopt is the parameter to be optimized in the controller.
Such a transformation allows the solution to be distributed
as widely as possible throughout the solution space for a
finite population size. At the same time, a small change in
Xi,G causes a large variation in xopt , which can increase the
solution accuracy.

IV. SIMULATION AND ANALYSIS
A. SIMULATION OF SPEED LOOP
In order to verify the proposed method, this simulation is
run on matlabR2020b/SIMULINK.The motor parameters are
shown in Table 1. Controller parameters are shown in Table 2.
Assume that the unknown perturbation d(t) = sin(4 · π t).
ADRC feedback control law uses linear PD form, where
u(t) = ((β̂s1·e1+β̂s2·e2)−z3)/b. The designmethodology for
PID controller is based on [25]. Robust controller is designed

TABLE 1. Parameters of DC motor.

TABLE 2. Parameters of controller.

TABLE 3. IAE values for different controllers.

TABLE 4. Time domain indicators of the step response.

with reference to [26]. The noise in the speed feedback value
is given according to the actual gyro situation, and the out-
put is limited considering the actual situation. Tracking the
given signal separately:1.Tracing sin(20π t) and sin(120π t) at
d(t) = 0. Tracking a unit step signal at d(t) = 0.5 ·1(t−0.5)
where 1(t) is unit step. 3. Tracking the unit step signal and
sin(20π t) at d(t) = sin(4π t). To compare the differences
in performance of the simulation algorithms more accurately,
the integral absolute value of the tracking error (IAE,

∫
|e|dt),

the overshoot, the settling time (error less than 4% of the
given value), and the rise time (the difference between the
time to first reach 10% of the given value and the time to
first reach 90% of the given value) are used to quantify the
analysis.

As shown in Fig.3, Fig. 4, and Table 3, the robust control
algorithm performs best when tracking sinusoidal signals.
Both the ADRC controller and the SMC controller amplify
the amplitude when tracking low frequency signals. Whereas
all of the above algorithms show a noticeable decrease in
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FIGURE 3. The response results of the tracking sin20πt .

FIGURE 4. The response results of the tracking sin120πt .

tracking accuracy when tracking high frequency sinusoidal
signals, where the PID and ADRC controllers have signifi-
cantly less bandwidth than the SMC and robust controllers.
The enhancement of the speed loop bandwidth by the SMC
and robust controller will greatly improve the tracking capa-
bility of the phototracking system. It is worth noting that in
this, the SMC controller is less accurate than the robust con-
troller, due to the phase and accuracy losses in the estimates
calculated by TD and ESO compared to the true values.

The controller parameters are held constant and the unit
step signal is tracked without applying a disturbance. The

FIGURE 5. The response results of the tracking unit step.

tracking results are shown in Table3, Table4, and Fig.5.
In terms of rise time, the robust controller responds the
fastest, but it also causes the greatest overshoot, and it is
found in the tuning that no matter how the parameters are
tuned there is a large overshoot and oscillation in the case of
guaranteed stable accuracy. The excessive overshoot of the
robust controller does not facilitate the tracking of the target
by the optoelectronic system. The PID controller and SMC
response times are similar, but the response results for the PID
controller show a conflict between rapidity and overshoot.
The ADRC algorithm has a short response time to enter the
steady state quickly, but its accuracy is comparable to that of
the PID, indicating that its error after stabilisation does not
converge to a small value.

The results shown in Fig.7, Fig.6, and Fig.8 illustrate the
ability of the controller against external disturbances. ADRC
and SMC show similar anti-perturbative effects in the face of
step disturbances, while both robust controller and PID con-
troller show large oscillationswhen suppressing disturbances,
which is not conducive to system stability. Comparing before
and after the application of the periodic perturbation, it can
be seen that the perturbation has no significant effect on the
tracking accuracy. This illustrates that the control algorithms
are all able to suppress the disturbances well in the face of low
frequency periodic disturbances. The above simulation com-
parison demonstrates that the SMC controller proposed in this
paper can absorb the advantages of the ADRC controller and
improve the tracking capability of the system dramatically.

B. SIMULATION OF POSITION LOOP AND DE ALGORITHM
The control system is built up in Matlab/Simulink and white
noise is added to the model according to the noise intensity of
the actual position sensors used. The M-file is then written to
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FIGURE 6. The response results of the tracking at d (t) = 0 with an
impulse perturbation of amplitude 0.5 applied at 0.5 seconds.

FIGURE 7. The response results of the tracking sin(20πt) with
d (t) = sin(4πt).

implement the external DE algorithm and Simulink is called
to complete the algorithm to tune the parameters of controller.
The parameters of the DE algorithm are set as shown in
Table 5, and the controller search range is shown in Table 6.

The fitness of optimal individuals at each generation during
progression is shown in Fig. 10, from which it can be seen
that the population clearly stops evolving after the 40th gen-
eration. According to the selection of the fitness function, the
maximum value of the fitness is clearly 1, while the current

FIGURE 8. The response results of the tracking unit step with
d (t) = sin(4πt).

TABLE 5. Parameters of the DE algorithm.

TABLE 6. Optimisation range for position loop ADRC parameters.

fitness is stable at 0.88992007. The main reason is that the
adaptation cannot reach 1 even when the control is at its best
due to the limitations of the physical characteristics of the
system itself.

The purpose of the position loop is to filter out low
frequency vibrations from the vehicle using the ADRC
algorithm with its good anti-disturbance capability. Thus,
when tracking a given signal sin(0.1 ·2π t) as shown in Fig. 9,
the signal 0.5sin(4π t) is added to simulate the actual tracking
situation. As can be seen from the graphs, the controllers
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FIGURE 9. Comparing the tracking results of the empirical tuning and DE algorithms.

FIGURE 10. Evolutionary optimal individual fitness per generation.

TABLE 7. Parameters of the simulated target and the AIM-9X.

are close to each other in terms of control capability under
both tuning methods, but the controller with the parameters
rectified by the DE algorithm will have a better suppression
of disturbances.

V. EXPERIMENTS
To verify the effectiveness of the proposed algorithm, exper-
iments were executed using the equipment shown in Fig. 11
and Fig. 12. Optoelectronic tracking equipment on the carrier

FIGURE 11. Simulated target.

TABLE 8. Results of the experiment.

vehicle carries out tasks such as target tracking and laser
firing. The simulated target consists mainly of a target with
infrared characteristics and an optical seeker. A comparison
of the performance parameters of the simulated guidance
head and the AIM-9X is shown in Table 7. When the
equipment is in operation, the infrared characteristics of the
simulated target are first captured by the infrared camera and
the off-target values are generated and transmitted to the servo
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FIGURE 12. Optoelectronic tracking equipment.

FIGURE 13. Azimuthal tracking error of experiment A.

FIGURE 14. Pitch tracking error of experiment A.

system. The servo system drives the motor on the azimuth
axis and the motor on the pitch axis to turn the corresponding
angle according to the value of the off-target quantity, and
the line of sight (LOS) of optoelectronic tracking equipment

FIGURE 15. Azimuthal tracking error of experiment B.

FIGURE 16. Pitch tracking error of experiment B.

FIGURE 17. Azimuthal tracking error of experiment C.

pointing at the target. When the target is locked on by the
system, a blinding laser is fired to strike the optical seeker of
the simulated target.
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FIGURE 18. Pitch tracking error of experiment C.

FIGURE 19. Azimuthal tracking error of experiment D.

FIGURE 20. Pitch tracking error of experiment D.

A. EXPERIMENT A
The optoelectronic tracking equipment tracks the target from
a distance of 1.5Km, with both the target and the equipment
remaining stationary. The variation of the off-target during
tracking is shown in Fig. 13 and Fig. 14. The tracking results

FIGURE 21. Tracking images of equipment.

FIGURE 22. Image of optical seeker after laser hit.

for the azimuth (ARMS ) and pitch (ERMS ) axis are shown in
Table 8. The results reveal that the proposed control algorithm
is able to achieve a high level of accuracy, with both the target
and the device stationary.

B. EXPERIMENT B
The optoelectronic tracking device tracks the target at a
distance of 4Km, where both the target and the device are
stationary. The device only tracks by virtue of the infrared
characteristics of the simulated target. The variation of the
tracking error is shown in Fig.15 and Fig. 16. The tracking
results for the azimuth and pitch axes are shown in Table 8.
Compared to experiment A, there is a large fluctuation in
the tracking accuracy of the device at four kilometres. The
main reason is the weaker infrared characteristics of the
simulated target, which causes several frames over a period
of time to fail to capture the target, thus affecting the tracking
effectiveness over the whole period of time.

C. EXPERIMENT C
The opto-electronic tracking facility starts at 1.5Km from the
target and moves at a speed of 30Km/h to a distance of 3Km
from the target. The variation of off-target during vehicle
movement is shown in Fig. 17 and Fig. 18. The tracking
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results for the azimuth and pitch axes are shown in Table8.
During movement, the unevenness of the road surface and
the vibration of the vehicle body cause the tracking error to
showwide fluctuations. In contrast to experiment A, the pitch
axis tracking error varies more dramatically than the azimuth
tracking axis error because the disturbance from the road is
mostly superimposed on the pitch axis of the device. The
road surface is rougher in the latter part of the experiment,
resulting in an increase in tracking error in the later moments
compared to the earlier ones.

D. EXPERIMENT D
The photoelectric tracking system tracks the target at a dis-
tance of 3Km, with both the vehicle and the target at rest.
During tracking, the device emits an illuminating laser to
actively detect the target optical seeker and emits a blinding
laser, the imaging of the target seeker is shown in Fig. 22.The
variation of off-target during tracking is shown in Fig. 19 and
Fig. 20, and the tracking results for the azimuth and pitch axes
are shown in Table 8. The experiments have demonstrated
the tracking accuracy of the electro-optical tracking device
at 3Km can meet the requirements of the launched laser to
accurately hit the missile’s optical seeker. Comparing Exper-
iment B and Experiment D, it can be seen that the tracking
accuracy at 3Km and 4Km are not very different. This is
partly due to the instability of the detector in capturing the
target, and partly due to the fact that the water cooler inside
the laser is required to work when the main laser is switched
on, and the vibrations generated by thewater cooler can create
a disturbance in the tracking.

VI. CONCLUSION
To improve the tracking accuracy and enhance the robustness
of the photoelectric tracking system, this paper proposes
a dual closed-loop control method based on ADRC and
SMC.And a differential evolutionary algorithm is used to
optimise the control algorithm parameters, providing a ref-
erence with important implications for parameter tuning.
By comparing it with the rest of the commonly used meth-
ods, the proposed algorithm shows a high tracking accuracy,
a strong tracking capability and a strong robustness. Finally,
the effectiveness of the algorithm is strongly proved through
experiments, with the system being able to achieve a tracking
accuracy of 0.1mrad under the specified tracking conditions.
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