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ABSTRACT In the process of cucumber cultivation, the quantity and appearance time of cucumber flowers
are important factors influencing the final yields. However, it is labor-intensive to timely record and count the
flowers. An optional method is to identify and count cucumber flowers automatically using computer vision
technologies based on images taken by cameras installed in greenhouses. However, there are severe problems
in images taken with a large field of view in a greenhouse environment, that is, foreground-background
imbalance, which renders significant gaps between the detection accuracy and the application requirements
even for state-of-the-art computer vision models like Faster-RCNN, SSD and YOLO. This problem can be
improved by providing specific datasets and suitable models. Hence, in this paper, two cucumber flower
datasets with a wide and medium field of view in greenhouses are constructed. Four attention mechanisms:
SE, CA, CBAM and SimAM, are compared and incorporated into YOLOv5s algorithm to improve the
detection performance of cucumber flowers during growing states in the greenhouse. The results indicated
that our improved model with a SE attention mechanism reached the highest recognition rate than other
three methods. The AP@.5 value of the YOLOv5s-SE7 model reached 0.905, which was 3.5% higher than
that of the benchmark model YOLOv5s. Meanwhile, it outperformed other state-of-the-art methods such
as Faster-RCNN and SSD. The classification detection results of cucumber flowers in three stages, namely
bud, bloom and faded flower, reached as high as 0.847 in mAP, suggesting that the proposed model had a
good effect in application.

INDEX TERMS Cucumber flower, greenhouse, object detection, YOLO.

I. INTRODUCTION
Cucumber (Cucumis sativus L.) is a major vegetable crop
cultivated worldwide, which is also a model system for
studies on flower development owing to its diversity of floral
sex types [1], [2]. In China, it is one of the main green-
house crops with large planting areas and productions [3].

The associate editor coordinating the review of this manuscript and
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Cucumber flowers are important reproductive organs, which
not only reflect the nutritional status of the plants, but also
have a great influence on the total plant productivity [4].
The quantity and appearance time of flowers are usually
strictly observed in the process of cucumber cultivations
for timely management, so as to achieve a high yield.
With the rapid development of facility agriculture in recent
years, more and more intelligent systems have been put into
use while planting cucumbers in greenhouses [5], [6], [7].
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Automatic and intelligent detection of cucumber fruits,
cucumber diseases and insect pests has become an important
trend in cucumber cultivations [8], [9], [10], [11], [12]. With
continuous innovations of machine vision technologies, more
and more crop organs and observable phenotypes such as
cucumber flowers can be identified automatically, which
greatly reduces the labor cost and improves the efficiency of
field work [13], [14].

At present, there has been a considerable amount of
research on the recognition of plant flowers through computer
vision technologies, in most of which classification models
are used to detect a specific flower from hundreds of
plants or to detect different stages of one kind of flower.
For example, Dias et al. [15] proposed a refined CNN-based
network to perform automated semantic segment of fruit
flowers with images collected in orchards on sunny or
overcast days. Cheng and Zhang [16] presented an end-to-
end flower detectionmethod with a deep convolutional neural
network, which could be integrated into a mobile device to
detect more than 100 categories of flowers. Ye et al. [17]
designed a polyphyletic loss function to recognize and
detect occlusive litchi flowers, which had an inflorescence
of corymbose cyme. Tian et al. [18] proposed an improved
R-CNN model to segment apple flowers in different growth
stages; Johanna et al. [19] used a light-weight convolutional
neural network to recognize and classify cactus flowers in
complex scenes.

Despite these achievements, there has been little research
reported on cucumber flower detection in an environment
of facility greenhouses. The challenges may primarily come
from two aspects: datasets and models.

On the one hand, there are few public datasets on cucumber
flowers. It is time-consuming and labor-intensive to build
large-scale annotated datasets from scratch for all the novel
categories. It is more difficult to obtain the images of
greenhouse cucumbers than those of field crops because of
the limited space and planting density. For example, a camera
can be set up on a high support rod for imaging in a field while
avoiding occlusion [20], but the support rod cannot be set up
high enough in an ordinary plastic greenhouse. Furthermore,
some cucumber flowers are at a low position close to
the ground, which requires specific camera positions and
angles. Therefore, occlusion will be a severe and unavoidable
problem for datasets. For obtaining high-quality datasets in
greenhouse environments, one method is to shoot manually,
which is costly with a quantity of images. An alternative
method is to obtain images automatically by monitoring
cameras installed in greenhouses. Images in large quantities
can be obtained at any time, which canmeet the data demands
of complex models such as deep learning models. However,
since the spatial constraints, the location of fixed cameras is
critical for obtaining high-quality images. Improper locations
may cause serious occlusion of crops in the photos, which
makes it difficult to identify targets. A feasible solution is
to set up enough cameras to capture images in different

growth periods of the crops. But a balance is needed between
economic spending and image quality.

On the other hand, suitable models for cucumber flower
detection in real-world greenhouse environments are still
deficient. Detection models used for field plants or crops
are hardly suitable for greenhouse vegetables due to their
different characteristics. During cucumber cultivation, plants
in the flowering stage grow with exuberant foliage and
a high density, but the size of flowers is rather small
compared with that of leaves. With existing technologies,
it has been more difficult to detect small objects, and the
detection rate is also lower than that of larger objects [21].
Images taken in in-field scenarios always have a complex
and noisy background, which incurs an imbalance between
the focused objects (foreground) and the background.
Besides, occlusion is another challenging task. All these
problems prevent the models from achieving a high detection
accuracy.

In recent years, researchers have proposed a great
number of methods for dealing with the problem of
foreground-background imbalance and small object detection
in the field of image processing [22], [23], [24], [25],
[26], [27]. Data augmentation is one of the useful methods
that has been used to increase the number of small object
samples. Regular augmentation methods include rotation,
translation and scaling of images. Some other technologies
such as copy-pasting strategies and oversampling are also
used for augmentation [28]. To alleviate the foreground-
background imbalance, researchers have proposed new loss
functions to improve the feature quality of images containing
small objects [24], [29], [30]. Incorporating contextual
information of small objects in images is another method to
improve detection accuracy [31], [32]. However, it is still a
challenge for technology communities to promote the low
average precision of small object detection compared with
large object detection.

In order to improve the final yield and conduct flower
thinning, we attempt to detect cucumber flowers in this
research to timely detect the number of flowers and identify
flowers that are not growing well with computer vision tech-
nologies. In order to overcome the problems of occlusion and
small target recognition, we have carried out the following
work in this research: 1) Two cucumber flower datasets are
built based on real-world greenhouse environments, which
provide images taken by both monitoring cameras and hands.
2) Online and offline data augmentation methods are used for
improving the sample number. 3) YOLO-based models with
different attention mechanisms are proposed and compared
in the detection of cucumber flowers. The main contributions
of this paper are as follows:

(1) Datasets with cucumber flowers are provided, which
enrich the current datasets of cucumber phenotypes in
greenhouses.

(2) A newly designed model YOLOv5s-SE7 was used in
the greenhouse environment to detect and classify cucumber
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FIGURE 1. Image samples in the two datasets. (a) An image captured by
camera with a complex background. (b) Images captured through manual
photography with a white background.

flowers in different stages with an improved detection
accuracy than reference models.

II. DATA
In this research, we investigated several public datasets for
object detection, such as the famous Pascal VOC and MS
COCO. Although these datasets contain plenty of categories
of things including plants and flowers, there are few images
of cucumber flowers in greenhouse environments. Hence, it is
necessary to establish a novel dataset of cucumber flowers
from scratch for the detection task.

A. DATASET
The images used in this work were taken under natural
illumination conditions in April and May, 2022 in a
greenhouse of the vegetable base in Yangzhou University
(32.29◦N , 119.48◦E), Jiangsu Province, China. Two image
datasets were established for this research. One was collected
by monitoring cameras (TL-IPC642-A4), which were set
upon a movable support to simulate the effect at different
locations. After adjusting the locations of the cameras, five
or six plants could be shown in each image. Due to the actual
production environment, all images in this dataset contained
complex backgrounds, which contained greenhouse films and
slings, as well as other vegetables and weeds, etc. The dataset
included 100 JPG pictures of 30 cucumber plants in the
field, the resolution of each of which was 2560*1440 pixels
(Figure 1(a)).

Another dataset was collected through manual photogra-
phy in September, 2022 in the same greenhouse. To shield the
noisy background of the foreground plants, whiteboards were
placed behind them, so that each crop could be more clearly
presented in the images. Cameras of smart phones were fixed
on a movable support to simulate the eyes of an observation
robot. The whiteboards were moved manually to cover the
complex background. The dataset included 380 JPG pictures
with one plant in each. The resolution of each picture was
2560*1506 pixels (Figure 1(b)).

The images were labeled manually by bounding and
tagging the cucumber flowers with an open-source tool
named MAKESENSE (https://www.makesense.ai/), which
helped to edit the labels across various platforms online.
Because of the severe occlusion of cucumber leaves, stems
and slings, a considerable proportion of flowers were only
partially visible. Therefore, flowers in the pictures were
labeled according to visible parts, which were annotated as
much as possible in a way that people could identify.

B. DATA AUGMENTATION
The data volume of the first dataset was rather small for a
deep learning (DL) network. To improve the performance of
the DL model, data augmentation was used in this research
to increase the diversity of samples. Several augmentation
technologies were used, such as rotation, resize, shift, blur
and noise, etc. After an offline augmentation, the number of
images in the dataset increased to 1200, all of which were
labeled by tools.

III. METHODS
A. DETECTION MODEL
In this study, cucumber flower detection depends on a
deep learning model based on YOLOv5 (https://github.com/
ultralytics/YOLOv5), which is one of the most widely-used
algorithms in the YOLO family [33], [34], [35], [36], [37],
[38], [39]. Different from the two stage models like the
R-CNN family, YOLO is an end-to-end model with one
stage for classification and regression [40], [41], [42]. Having
advantages including a high speed and a small size, it is
suitable to deploy YOLO on a mobile end [43], [44]. This
merit makes it applicable for its operation in the field, which
can be equipped on an intelligent agricultural robot such as
an observation robot or a picking robot, so as to work in
greenhouses.

B. MODEL ARCHITECTURE
YOLOv5 includes four different versions: YOLOv5s,
YOLOv5m, YOLOv5l and YOLOv5x, the difference among
which is the number of residual components and convolution
kernels. In order to use a light model applicable for mobile
terminals in the greenhouse, we selected YOLOv5s as a
baseline model (Figure 2), finetuned it and added attention
models to improve the performance of our datasets.

The architecture of our improved model added an attention
mechanism to the backbone network of YOLOv5s, so as to
pay more attention to the features of the targets. The whole
network consists of four parts: an input layer, a backbone,
a neck and a head. The input images are adjusted to a specified
size of 640*640 pixels in the input layer and the initial anchor
size is set, which supports online augmentation technologies
such as Mosaic. The backbone network includes a new
CSP-Darknet network and SPPF to obtain the features of
different depths within the images. There are four C3 blocks
in the backbone, which have a similar effect to standard CSP
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FIGURE 2. Model architecture.

FIGURE 3. (a) C3 Block. (b) SPPF Block.

blocks. A C3 block includes three standard CBS layers and
several bottleneck blocks to simplify the network structure
and reduce the computation as well as reasoning time of
models (Figure 3(a)).

The SPPF (Spatial Pyramid Pooling - Fast) layer is an
improved version of the spatial pyramid pooling (SPP)
network [45], [46], which improves the speed of models
by changing the convolution kernel size of max-pooling to
5*5 and adjusting the concatenation of three max-pooling
blocks (Figure 3(b)). The neck network includes an FPN-PAN
structure to collect more complex semantic and location
features [47], [48]. The head layer is used to predict the
classes and locations of objects with feature maps of three
sizes: 80*80, 40*40 and 20*20 pixels.

C. ATTENTION MODEL
An attention model is derived from the study on the
selective characteristics of human vision, which has now
been enormously popular as a component of neural networks
leading to significant gains in the performance of a large
number of applications [49]. More attention can be paid to
the feature channels relevant to the objects while ignoring
other irrelevant information. Network parameters will be
updated by giving different attention weights for features in
the propagation process

In order to overcome the problem of low detection accuracy
of small objects with severe occlusion and a complex

background in production environments, four attention
models: SE, CA, CBAM and SimAM are adopted and
compared in this research. SE means squeeze and excitation
networks, which focus on the importance of different
channels [50], [51]. CA refers to coordinate attention,
which enhances the features in the width and height of an
image respectively [52]. CBAM refers to a convolutional
block attention model with two independent sub modules,
namely the channel attention module (CAM) and the spatial
attention module (SAM) [53]. CBAM focuses on not only
channels but also spatial features. SimAM is another simple
attention model of solutions with an energy function, which
indicates the importance of a neuron in convolutional neural
networks [54]. The attention models were deployed in a
backbone network to improve feature extraction.

D. LOSS FUNCTION
The loss function is used to measure the difference between
the predicted and real value of the model. The result of the
loss function can be back-propagated and then the model
parameters are updated. In YOLOv5s, the loss function
is composed in three parts: the classification loss, the
localization loss and the confidence loss.

The binary cross-entropy between the category label of the
anchor box and the real category label is calculated based on
the classification loss. The loss function of classification can
be expressed as:

Lcls = −

N∑
i=1

(yi ln(σi) + (1 − yi) ln(1 − σi)) (1)

σi = sigmoid(P(yi = 1|xi)) (2)

where xi and yi denote the predicted category label and the
real label respectively. N is the number of samples.

Localization loss reflects the offset of the predicted
bounding box position from that of the ground truth bounding
box, which is calculated through the complete-IoU (CIoU)
method [55]. Through CIoU loss, the generalized IoU (GIoU)
loss and distance-IoU (DIoU) loss are improved, both of
which are used in the previous YOLO versions and good
precisions have been achieved in YOLO as well as other
visual processing models, such as Faster-RCNN [56].
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Confidence loss is the loss function of object score of the
model. The higher the score is, the greater the possibility
for an object to appear in the bounding box will be. The
loss of confidence is computed based on the same binary
cross-entropy function as that of the classification loss.

The total loss is the weighted sum of the three losses
above, where the weight coefficients λ1, λ2, and λ3 are
hyperparameters of the model. Letting Lcls, Lloc and Lobj
denote the loss of classification, localization and confidence
respectively, the formular of the total loss is:

Loss = λ1Lcls + λ2Lloc + λ3Lobj (3)

When there is only one class to be detected, and the first
term is zero in the total loss function.

E. MODEL TRAINING
In the task of object detection, models like YOLO always
have numerous parameters to be determined through training.
Therefore, a commonly-used method named transfer learning
is adopted, that is, pre-train the model with a big dataset
and then finetune it and its parameters to adapt to specific
applications on the basis of the saved model. In our
research, we used a pre-trainedYOLOv5-6.0model involving
118287 images of 80 COCO dataset classes and then
finetuned the architecture as well as its parameters to achieve
the best performance in our application.

In order to detect the cucumber flowers in the natural
status of the greenhouse, we tested the detection effect of
ourmodel under the complex background of the environment.
We divided our first dataset into the training set, the validation
set and the test set according to the ratio of 8:1:1. Then our
model was trained and tested based on the test set. 90% of
the images in the second dataset were used as the training
set and 10% were used as the validation set. No image was
used for the test set because the complex background of the
plants was shielded by a whiteboard in this dataset, which
was inappropriate for the detection task in a natural growth
environment. The dataset is just used to improve the accuracy
of our model and reduce the labeling work of the images.

Furthermore, three stages of cucumber flowers are clas-
sified to investigate the classification effect beyond the
detection. The three stages are defined as bud, bloom and
faded flower, which represent that blooming takes less than
one quarter, one quarter is taken for full blooming and after
full blooming respectively. Different blooming stages reflect
different statuses of cucumber growth, which is helpful for
corresponding cultivation and management.

F. METRICS
Precision, recall and AP are adopted as the performance
metrics of the models. Precision is the correct ratio of the
samples, which is predicted to be positive. Recall refers to the
correct ratio of the true positive samples. AP is the precision
averaged across all recall values between 0 and 1 [57], which
can be calculated based on the area under the precisionc ×

recall curve (AUC-PR). When there is only one category for

TABLE 1. Detection results of the two datasets.

detection, the metric mAP commonly used for multi-category
detections is degraded to AP [58]. The value of the three
metrics is between 0 and 1. The higher the values are, the
better the detection performance of the model is. Formulars
of the metrics are as follows:

Precision =
TP

TP+ FP
(4)

Recall =
TP

TP+ FN
(5)

AP =
1
N

N∑
i=0

(ri+1 − ri)P(ri+1) (6)

P(ri+1) = max̃r≥ri+1P(̃r) (7)

In Formular 6, ri is the ith different recall value of the
detected object sorted by confidence. N means the number
of different recall values. Note that N is usually less than the
number of detected objects.P(ri+1) is themaximum precision
value among the precision values of the detected objects,
whose recall value is larger than ri+1. Usually, a positive
sample is determined by IoU threshold, which is the ratio of
intersections and unions between the candidate bound and the
ground truth bound. In this research, the IoU threshold is set
as 0.50 and the AP value is recorded as AP@.5.

IV. RESULTS
A. COMPARISON OF THE DETECTION EFFECT ON TWO
DATASETS
The first dataset includes 100 images and the second includes
380. We tested the detection effect on the two datasets
separately and jointly. When testing separately, the two
datasets were both divided into 8:1:1. When training with
the two datasets jointly, the second dataset was divided into
9:1:0. As it can be seen in Table 1, the result of precision,
recall and AP@.5 is between 0.31 and 0.92. Although the
AP@.5 value on the second test set (Test 2) is as high as 0.914,
the performance of the model on the first test set (Test 1) is
very poor with an AP@.5 of less than 0.32, which indicates
that cucumber flowers in natural growth state with complex
background interference cannot be accurately detected using
the second dataset alone. However, when adding the first
and second dataset to training the model, the detection
result of Test 1 is improved significantly with AP@.5 from
0.755 to 0.853.
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FIGURE 4. Comparison of detection results of the three images in the test set of the first dataset. The three images are displayed in three columns
and D is the flower number detected in the images. On the left side of each row is the dataset corresponding to the model used by all images in the
line.

Three images are presented intuitively in columns to
display the detection results of the same test set (Test 1) with
different models trained based on the datasets displayed in
Table 1 (Figure 4).

The number of flowers detected in each image is provided
below with letter D, which indicates that the model trained
based on the second dataset (Line 2) has the worst detection
effect with the smallest D in the column, while the model
trained based on the first and second dataset jointly (Line 3)
has the best effect. Some interference objects, such as the
yellow sticky paper hanging above the plants in Image 2, are
very similar to flowers in color and have caused misjudgment
for the second model. Meanwhile through the model trained
based on the first + second dataset, the number of flowers
detected based on the first model with additional 4, 4 and 2
flowers are improved respectively in the three images, which
reaches 40%, 50% and 25% in proportion. The results
suggest that although the images in the second dataset have
simple backgrounds with medium fields of view, they are
effective in improving the recognition effect on complex
scenes and large fields of view by increasing the diversity of
samples.

B. EFFECT OF DATA AUGMENTATION
In this research, small datasets are used to reduce the
work of manual labeling. Only 100 images containing
cucumber flowers are selected in the first dataset, for which

two augmentation methods are used, one is the online
augmentation technologies provided by YOLOv5s, including
mosaic, copy-paste and mix-up, etc., the other is offline
augmentation applied manually. To investigate the effect
of augmentation and provide clues for data preparations
in similar research, different augmentation technologies are
compared.

For online data augmentation, YOLOv5 provides several
default options such as low-level augmentation, and we
choose high-level data augmentation to achieve the best
performance. For offline augmentation, two augmentation
methods are compared: one is position-dependent, including:
rotating 90◦, 180◦ and 270◦ as well as flipping horizontally
and vertically. The other is position-independent, including:
blur, brighter, darker, scale and salt.

The results (Figure 5) of data augmentation show
that high-level online augmentation provides obvious
improvement in performance. The value of AP@.5 reaches
0.763 and 0.744 on the validation set and test set
of online augmentation, which improves by 0.09 and
0.02 respectively compared with the original datasets with no
augmentation.

Through location-dependent and -independent offline
augmentation, the data volume is expanded by 5 times on the
training, validation and test set individually. The AP value
in Figure 6 indicates that location-dependent augmentation
method is less effective than location-independent method,
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FIGURE 5. Comparison of online augmentation and no augmentation. Val
and Test denote the validation set and the test set.

FIGURE 6. Comparison of location-dependent and -independent
augmentation methods. Val and Test denote the validation set and the
test set.

whose reason may lie in the characteristics of the images. For
images captured in greenhouses, the generalization ability
of the model may not be greatly improved due to position
reversal or large angle rotation.

C. RESULTS OF ATTENTION MECHANISM
1) COMPARISON OF FOUR ATTENTION MODULES
To compare the effect of the four attention mechanisms
added in YOLOv5s, both online and offline augmentation
are used in the first dataset to achieve the best performance.
Meanwhile the second dataset is used as the training and
validation set. The total number of images reached 1580 with
the first dataset expanded to 1200 (8:1:1) and the second
dataset to 380 (9:1:0).

To focus the features of images in the backbone network
and then transfer them to the neck of YOLOv5s, attention
models are first deployed as Layer 9 in our improved model.
The precision, recall and AP@.5 (Table 2) of the test set
suggest that the SE attention mechanism deployed as Layer
9 has the best performance with an AP@.5 value that is
0.887 and 0.017 higher than that of baseline YOLOv5s
model.

2) COMPARISON OF ATTENTION MODULES DEPLOYED ON
DIFFERENT LAYERS
Through different layers of the backbone network of
YOLOv5s, features of different depths in the images can
be obtained. Adding attention models in different layers
can help to focus on these features and get optimized

TABLE 2. Performance comparison of the models with different attention
mechanisms.

results. Therefore, we investigated the effect of the four
attention mechanisms placed on the early layers of Layer 7
and 5 of backbone network. As can be seen in Table 2,
deployed as Layer 7, the SE model has the best effect
among all attention mechanisms, then follow CBAM and
CA. In addition, the effect of all the four attention mech-
anisms is better than that of baseline when deployed as
Layer 7. However, the mechanism placed on Layer 5 is less
effective.

The actual detected results of the test set (Figure 7)
show that some flowers are not recognized by the models.
For example, in Figure 8, a certain number of cucumber
flowers on the left part of the image are not recognized
because of their small size, and some others in the center
and right part of the image are ignored by the models
due to occlusion caused by leaves or stems. Meanwhile,
the more complete the flowers are detected, the higher the
confidence is. Among the four attention mechanisms, the best
performance is achieved through the SE attentionmodel, with
14 flowers detected. 11 flowers are detected through the CA
and CBAM attention model. The same flowers are detected
as the baseline YOLOv5s model with 10 flowers through
SimAM attention models.

D. COMPARISON WITH OTHER MODELS
We compared the SE attention model (YOLOv5s-SE7) with
other mainstream models in performance. The results in
Table 3 indicate that YOLOv5s-SE7 model reaches the
highest AP@.5 value among all the four models. Meanwhile,
we investigated the average detection speed of each model
with 10 images selected randomly from the test set, and the
result showed that the baseline YOLOv5s model had the
fastest speed, which was 0.01s for each image. As a two-stage
model, the Faster-RCNN model was slightly slow, whose
detection accuracy was lower than that of other models. The
speed of YOLOv5s-SE7 model was next to that of the SSD
model, but the accuracy of SSD was much worse than that of
YOLOv5s and YOLOv5s-SE7.

Furthermore, the flower number observed by human and
detected by YOLOv5s-SE7 model is fitted to investigate the
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FIGURE 7. The detection results of YOLOv5s based on different attention models deployed as Layer 7.

quantitative performance. The result presented in Figure 8
shows that 0.9 is achieved as the goodness of fit R2, which
indicates that the accuracy of the proposed model is close to
that of manual detection.

E. DETECTION RESULTS OF CUCUMBER FLOWERS IN
THREE STAGES
The three stages of cucumber flowers are identified to
investigate the classification effect of the detection model.
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TABLE 3. Comparison of the detection accuracy and speed of mainstream
models.

FIGURE 8. Comparison of flower numbers detected by human and
YOLOv5s-SE7 model.

The classified results of 120 images in the test set are
displayed in Table 4, which indicates that the detection
performance in the bloom stage is better than that in the other
two stages with AP@.5 of 0.92. The sample number in the
faded flower stage is small and the accuracy is the lowest
among the three classes. The mAP of all the three classes is
approximately 0.85 with an IoU threshold of 0.5. Figure 9 is
an example of detection results with three classifications.

V. DISCUSSION
A. DATASETS
Two datasets are used in this research. The first one is the
primary dataset with a wide field of view, which reflects
the actual growth environment captured by the cameras in
the greenhouse. However, the images are full of complex
backgrounds, making it difficult to identify the target flowers
because of their small sizes. On the other hand, manual
annotations in the images are also time-consuming and labor-
intensive in the case of serious occlusion. Our previous
experiments on COCO datasets show that the recognition
effect will be reduced when labels are tagged incompletely
(Figure 10). We selected 24919 from 30000 images in
COCO datasets, each of which involves more than 10 labels.
By deleting 10%, 30% and 50% of labels among them,
we find that the average precision mAP of object detection
is decreasing continuously from 0.409 to 0.182. The values
of precision and recall also decrease significantly by 0.2 and

FIGURE 9. Example of detection results with three classifications. The red
annotations represent buds, the purple ones represent blooms and the
green ones represent faded flowers.

0.1 respectively. Therefore, when the first dataset is used
alone, the annotations are likely to be incomplete because of
the complex in-field environment, so the performance of the
model is not very good.

The second dataset is an auxiliary dataset used for model
training, and images have been obtained with a medium
field of view. As the background of plants is covered by
a white board, it is easy for humans and models to detect
flowers when labeling the images. Nevertheless, the actual
scenes of vegetable growth are not so ideal. To create such
photographic conditions, additional equipment such as a
smart car with a white board on it could automatically move
in the greenhouse to cooperate with the cameras. But it is
difficult for planters to apply such equipment in ordinary
plastic greenhouses due to extra costs and deployment
difficulties. For example, the uneven ground in greenhouses
requires smart cars to have a special caterpillar band for their
ability to travel on this kind of ground. In addition, it requires
certain techniques and skills to synchronize whiteboards with
cameras. Therefore, we just take a small number of pictures
manually to improve the recognition effect of models in terms
of cucumber flowers in complex background environments.
Nevertheless, the two datasets can be automatically collected
in some sophisticated greenhouses.

B. DATA AUGMENTATION
The results of this study show that the accuracy of the model
is effectively improved through data augmentation. Online
augmentation is a key feature of YOLOv5. In this research,
we tried high-level and low-level online augmentation,
both of which demonstrated to be effective. But low-level
augmentation is the default option for pre-trained models,
therefore, it was more effective in our task. The AP@.5 value
of the test set with low-level augmentation is 0.755 in the
first dataset, which is 0.011 higher than that of high-level
augmentation.

Different from online augmentation, offline data aug-
mentation requires additional target annotations, which is
time-consuming for manual labeling and quality inspection.
Hence, it is necessary and labor saving for offline augmenta-
tion to label the targets automatically after data augmentation,
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TABLE 4. The multi-classification results of YOLOv5s-SE7 detection.

FIGURE 10. The detection effect of YOLOv5s on COCO dataset when the
label incompletion is 10%, 30% and 50%. The dataset includes
24919 images selected from 30000 images, each of which contains more
than 10 labels.

which is conducive to adding more images into the training
set, so as to improve the accuracy of the models remarkably.
On the other hand, the methods used for augmentation also
need to be focused. By comparing the results of different
augmentation, we found that the characteristics of the data
needing to be considered when designing data augmentation
methods and that more diversity features of the datasets
should be provided in augmented data, which would help to
improve the model performance.

C. ATTENTION MECHANISM
As attention mechanisms are deployed in the backbone
network, different mechanisms and layers have different
effect on the final detection results. The best performance
is achieved by adding SE attention modules to Layer 7 of the
backbone network in YOLOv5s. The reason may be that the
color of cucumber flowers is very distinct from that of other
objects such as green leaves in the images. Therefore, the SE
attention, which has different importance in the feature maps
of each channel, helps to extract the color features of flowers.
In contrast, in CA and CBAM mechanism, more attention is
paid to spatial features, which may make it more difficult to
extract on account of the heavy occlusion and small size of
flowers.

For three different layers deployed on the four attention
mechanisms, the best performance appears in Layer 7. The
reason may be related to the detection head of small, medium
and large objects of the YOLOv5s model. Although the
detection head of small objects is related to early layers of
the backbone network, the comparison results in Table 2
show that the attention mechanism added to Layer 5 doesn’t
improve the performance obviously compared with that
of the baseline. By observing the images in our datasets,
we find that most flowers are less than 30×30 pixels
within 640×640 images. Numerous literatures indicate that
small objects (< 32×32 pixels) or extremely small objects

(< 16×16 pixels) show a lower detection accuracy than larger
objects [21]. The results of our study show an approximate
performance in terms of cucumber flowers. The smaller the
flowers are, the harder they are to be detected. But the
difference is that in our task, only a very small part of many
flowers can be shown due to the severe occlusion caused by
leaves and other things in the greenhouse, which need some
semantic information to increase the detection rate. Maybe
it can explain why we can’t simply extract shallow-level
features to obtain good results. Stronger semantic information
in the latter layers may also works.

VI. CONCLUSION
In order to intellectualize vegetable planting and reduce labor
costs, automatic monitoring the growth and phenology of
vegetables based on images becomes a promising method.
In this work, we investigated the detection performance of
YOLOv5s in terms of cucumber flowers in the environment
of a real-world plastic greenhouse. Since there were no
existing cucumber flower datasets for the task, we collected
images and labeled flowers manually to create two datasets.
Through online and offline data augmentation, attention
mechanisms were added to the YOLOv5s network to improve
the feature extraction of backbone network. The results
showed that the SE attention module deployed as Layer
7 of the backbone network (YOLOv5s-SE7) presented the
best performance when detecting small flowers from the
noisy background of the greenhouse. This work can provide
references for object recognition in agricultural production
scenarios and support for intelligent counting as well as
picking through smart robots in greenhouses.

The novelty of this research is that cucumber flower
detection is a novel problem and the detection method
under large field of view in greenhouse environments has
not been reported before. This research aims to provide
beneficial exploration by addressing the in-field recognition
and classification of cucumber flowers. The images with
medium field of view can effectively compensates for the
issue of insufficient sample size of images with the large
field of view, which provides a new approach for solving
small sample problems by enriching data source for model
construction. And the process of adding different attention
mechanisms in different layers of the YOLO model to
improve the recognition accuracy will provide valuable
references for similar task when using attention mechanisms.

In summary, this work proposed a solution for small
object recognition in agricultural production scenarios with
complex background. In the future, the model can be used
for intelligent flower counting and automatic flower thinning
in greenhouses by smart robots.
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