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ABSTRACT Current target detection methods have achieved high accuracy for detecting large and medium-
sized targets. However, due to factors such as the small number of pixels and features available for targets in
images, the detection performance for small targets is generally unsatisfactory. In addition, the real-time per-
formance of target detection is also critical. In conclusion, a modified lightweight architecture for real-time
small target detection, i.e., MBAB-YOLO, is proposed based on You Only Look Once (YOLO) model by
combining channel-wise attention block, space-attention block and multi-branch-ConvNet (Convolutional
Neural network) structure. Specifically, our method is more suitable for the rich scale information of small
targets through proposed adaptive multi-receptive-field focusing, and then combines proposed blended
attention block (BAB) to re-calibrate small target information to make it more prominent and improve the
discriminability of small target features. Finally, extensive experiments have been conducted on the open
source data set for the proposed real-time small target detection method, i.e., MBAB-YOLO. The results
of ablation experiment and contrast experiment show that our method has excellent performance, not only
with high detection accuracy, but also with fast detection speed. Compared with the various benchmark
methods, it achieves a good trade-off between the two aspects mentioned above. In addition, this paper gives
a comprehensive and detailed review of the current work about small target detection from different several
perspectives, which can be used as a reference for future researchers.

INDEX TERMS Deep learning, target detection, channel-wise attention, space-attention, YOLO.

I. INTRODUCTION

With the continuous development of deep learning and the
constant reduction of hardware cost, deep learning-based
target detection methods have made significant progress.
Compared to medium and large target detection, small tar-
get detection has the characteristics of less target feature
information, imbalanced data distribution, and susceptibility
to environment, which lead to low accuracy in small target
detection. Small target detection has extensive applications
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in tasks such as maritime rescue, surveillance recognition,
unmanned aerial vehicle (UAV) identification, remote sens-
ing satellite, and marine life detection. Therefore, studying
the small target detection method and improving its accuracy
and efficiency is of great significance.

Due to the successive down-sampling operation, deep
learning-based target detection method filters the correlated
noise during feature extraction, enhancing the feature repre-
sentation of the target, while also causing small targets to lose
information in the forward propagation of the network. To this
end, some scholars have proposed different multi-scale fea-
ture fusion structures based on feature pyramid network
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(FPN) [1], such as path aggregation network (PANet) [2],
neural architecture search network (NAS-Net) [3], deep
feature pyramid networks (DFPN) [4], Bidirectional Feature
Pyramid Networks (BiFPN) [5], etc. However, among these
networks, the fusion between different layers is only simple
summation, ignoring the relevance of the target in the scene,
which has limited improvement for small target detection.
Specifically, squeeze excitation network (SE-Net) [6], convo-
lutional block attention module (CBAM) [7], frequency chan-
nel attention network (FcaNet) [8] and other methods model
small targets from different perspectives of channel-wise
attention and space-attention to obtain attention weight matri-
ces in two dimensions, thus enhancing small target feature
representation and suppressing other targets and complex
environmental information. However, these attention network
designs ignore the effect of different convolutional kernels on
small target detection.

To address the above problems and enhance the real-time
performance of the network, this paper proposes a lightweight
architecture for real-time small target detection, i.e., MBAB-
YOLO. Specifically, the method uses YOLOVS5s (the s ver-
sion of You Only Look Once model) as the baseline structure
for small target detection, and then improves it with proposed
blended attention block (BAB) and multi-branch-ConvNet
(Convolutional Neural network) structure. The main contri-
butions of this paper are as follows:

1) We combined channel-wise attention (CA) block and
space-attention (SA) block, and reorganized the connection
structure to propose BAB. BAB can obtain the rich global
spatial attention weight matrix, enhance small target feature
information, and suppress irrelevant information such as the
background.

2) We proposed a novel multi-branching blended atten-
tion block (MBAB) by combining multi-branch-ConvNet
structure and BAB mechanism. MBAB can adaptively adjust
the receptive field size based on the scale of the input
target, and enhance the feature representation of small
targets.

3) To improve the feature extraction capability for small
targets, we improved the core residual block, i.e., C3,
of YOLOvS and combined MBAB with C3 to propose a fea-
ture extraction residual block based on CSPNet (cross stage
partial network) (CSP-MBAB, abbr, CMBAB). CMBAB
can focus more attention on small targets during feature
extraction, enhancing the feature information of small tar-
gets. Meanwhile, a new prediction branch and small target
detection head are introduced in the P2 layer, which has
more shallow information and is beneficial for small target
detection.

4) This paper comprehensively introduced the general and
the specific research status of small target detection, as well as
YOLO family, which can undoubtedly serve as a significant
reference for later researchers.

5) Extensive contrast experiments and ablation experi-
ments have verified the trade-off between accuracy and

VOLUME 11, 2023

efficiency of proposed method, demonstrating its superior-
ity as a lightweight architecture for real-time small target
detection.

Il. RELATED WORKS

The small target in the COCO dataset is an absolute defini-
tion, which refers to the target that smaller than 32 x 32 pixels
in an image. However, in practical applications, a more com-
mon approach is to use the ratio of the target size to the
original image, which is referred to as a relative definition.
For example, the target with a ratio smaller than 0.1 can be
considered the small. In general, there is no strict definition
for the small target, and it needs to be determined based on
the actual engineering application.

In the development of target detection, it has been gradu-
ally discovered that detecting the small target is more chal-
lenging than detecting the medium to large target.

Regardless of whether it is a relative or absolute definition,
the small target typically has fewer pixels, lower resolution,
and lack feature information. After continuous exploration,
several reasons that contribute to the low detection accuracy
of small target have been revealed:

(1) Lack of feature information: Due to the small number
of pixels in the small target, deep neural networks, which
undergo dozens or hundreds of convolution and pooling
operations, will down-sample the image to reduce the com-
putational cost and expand the receptive field, generating the
thumbnail image. However, this will cause a significant loss
of information in the small target, making the information of
the small target in the feature map less and less.

(2) Information loss in forward propagation of neural
networks: During the forward propagation procedure, the
semantic information of the feature map becomes stronger
while the positional information gradually gets lost, making
it difficult to locate the coordinates of the target.

(3) Unequal distribution of sample quantities in the dataset:
If the number of small target in the training set is distributed
unevenly compared to the medium and large target, it will
result in the network having lower adaptability to different
sizes of the target during learning, leading to a decrease in
detection accuracy. In the COCO dataset, images containing
targets of all three sizes (small, medium, and large) account
for 52.3% of the total samples, with the proportion of large
& medium targets and small targets being 70.7%, 83.0%,
respectively. This reasonable distribution of samples makes
the COCO a common dataset for small target detection.
Obtaining an class-balanced dataset is also a major challenge
in practical applications.

(4) Setting of anchors: Due to the varying sizes and aspect
ratios of targets to be detected, it is difficult to set anchors that
match the actual situation. Existing methods use multiple sets
of anchors or calculate anchors based on the training data set,
but the generalization ability is poor when detecting unseen
targets.
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(5) Inappropriate loss function: In deep learning models,
the loss function is used to perform gradient descent to opti-
mize the model parameters. Choosing an appropriate loss
function is particularly important. In existing algorithms, IoU
(Intersection over Union) is an important part of the loss
function, which determines the accuracy of target localiza-
tion in detection. However, the sensitivity of IoU for small
targets is different from that of medium and large targets.
As shown in Figure 1, when the predicted bounding box for
small targets and large targets deviate from the ground truth
diagonal by 1 and 4 pixels, respectively, the IoU of small
targets drops sharply from 0.53 to 0.06, while that of large
targets drops from 0.90 to 0.65, with a slower rate of change
compared to small targets. To comprehensively and in detail
summarize the current status of small target detection meth-
ods, this section is divided into three parts: general small
target detection methods, small target detection methods in
specific field, and commonly used industrial target detection
methods, which are also the baseline method of this paper,
i.e. YOLO.
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FIGURE 1. The sensitivity analysis about loU.

A. GENERAL SMALL TARGET DETECTION METHODS

n target detection methods, it is common to start from the
aspects of multi-scale features, contextual information, loss
functions, etc. Bell et al. [9] proposed the Inside-Outside Net
(ION), a target detection network that utilizes information
inside and outside the Region of Interest (ROI), integrates
context information outside the ROI using spatial recursive
neural networks, and extracts feature information using skip
pooling. Girshick et al. [10] proposed variable convolution,
which improves on the limitations of fixed convolution in
extracting spatial information. Li et al. [11] proposed Focal
Loss, which dynamically adjusts the contribution of detec-
tion results to the loss function based on their confidence,
solving the problem of imbalance between positive and neg-
ative samples encountered during training of single-stage
detectors. Yao et al. [12] proposed SNIPER, a method that
solves the problem of long training time and high resource
consumption associated with image pyramids in multi-scale
training. By appropriately processing context areas around
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the annotated values at a suitable scale, training speed is
greatly improved. Liu et al. [13] proposed DetNet, a back-
bone network specifically designed for target detection. Com-
pared with ResNet-50, DetNet-59 significantly improves the
detection of small targets on the COCO dataset, with AP_50
increasing by 6.4 to reach 66.4. Vu et al. [14] pointed out that
most current target detection algorithms use an IoU threshold
of 0.5 to determine positive and negative samples. However,
using such a wide threshold can lead to a lot of interference,
and increasing the threshold can lead to a decrease in detec-
tion performance. Therefore, they proposed Cascade R-CNN,
a multi-stage target detection architecture that trains using
different stages and IoU thresholds in a cascaded manner,
avoiding the overfitting problem during training and the mis-
matching problem during inference.

As the factors limiting the detection performance of small
target are increasingly cognized, various methods have been
proposed in recent years to improve the accuracy. The fol-
lowing is a comprehensive introduction according to different
principles.

1) MULTI-SCALE FEATURE FUSION METHODS

In the target detection task, as the network infers, the fea-
tures and locational information of the small target gradu-
ally get lost in the feature map. The feature pyramid can
produce multi-scale features, in which all layers, including
the high-resolution layer, have strong semantic information.
However, because the multi-scale features in the feature pyra-
mid network are independently computed, the speed is slow.
In addition, as deep convolutional networks compute feature
hierarchy layer by layer, significant semantic differences are
introduced due to the difference in depth. Overall, as the
network deepens, it becomes increasingly difficult to pre-
serve the features of small targets, which greatly affects their
detection performance. The features of shallow networks
have more detailed locational and small target information.
Therefore, multi-scale feature fusion of shallow and deep
features is an effective solution.

Ma et al. [15] proposed the Feature Pyramid Networks
(FPN) for target detection. The FPN structure, as shown in
Figure 2, consists of three main parts: the bottom-up path,
the top-down path, and the lateral connection. The bottom-up
path is the forward propagation process in neural networks.
After the continuous convolution operations, the feature maps
usually become smaller, achieving the goal of producing
multi-scale features. The top-down path uses upsampling
operations to extract strong semantic features from high-level
feature maps and then fuses them with the original feature
maps through the lateral connection. FPN, which combines
high-resolution and high-semantic information, was applied
to Faster RCNN for small target detection, achieving an
average precision of 17.8.

Before feature fusion, FPN performs the 1 x 1 convolution
on the features of different layers to reduce the feature chan-
nels. However, since the large semantic gap between features
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FIGURE 2. FPN.

is not considered, the directly fused features would reduce the
ability of multi-scale representation. Specifically, the feature
fusion of FPN is performed top-down, leading to the loss
of feature information in the highest layer due to channel
reduction. After feature fusion, the features of each candidate
region are selected from one layer of feature maps based
on the scale of the proposal, ignoring other layers that also
contain rich information, thus affecting the final detection
performance.

PANet [16] is a structure that adds the bottom-up path, the
adaptive feature pooling, and the final detection and segmen-
tation block to the backbone of FPN, as shown in Figure 3.
For models that use the regression method for prediction,
such as R-CNN, FPN, YOLOVv3, and YOLOvV4, the detailed
information in the low-level feature map is important for
coordinate regression. However, most models perform coor-
dinate regression on high-level feature maps and lose a lot of
detailed information after passing through the backbone net-
work. In FPN, different feature levels are assigned to different
sizes of the proposal regions, with smaller proposal regions
assigned to lower-level features and larger proposal regions
assigned to higher-level features. Although the prediction of
FPN is based on multi-level features, each ROI still extracts
features based on a single layer.

To address this problem, PANet adds the bottom-up
enhancement branch, as shown by the green dashed line in
Figure 3, which provides the detailed information required for
the coordinate regression, while the original path indicated by
the red dashed line is used to transmit semantic information
about categories, fully utilizing both low-level and high-level
features. In addition, the adaptive feature pooling replaces
single-layer features with multi-layer features, and the ROI
features obtained from different layers are fused together to
obtain the final feature, which is used for subsequent predic-
tion. Specifically, PANet is selected as one of the baseline
modules in this paper.

FIGURE 3. PANet. (a) FPN. (b) bottom-up path. (c) adaptive feature
pooling. (d) detection branch. (e) fusion layer.
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2) DATA AUGMENTATION METHODS

In [17], the data augmentation method is used to improve
the accuracy of small target detection. The authors analyzed
the detection performance of Mask R-CNN [18] on the
MS-COCO dataset and identified two reasons for the poor
performance of the model on small targets: 1) there are few
images containing small targets and 2) even if the images
contain small targets, the proportion is too small. Therefore,
the authors over-sampled small target samples and enhanced
each image by repeatedly copying and pasting small
targets.

During the training phase, images containing small targets
were over-sampled to solve the problem of a small number of
images containing small targets in the dataset. The sample
size was balanced by controlling the number of times the
image was copied, that is, the oversampling rate. Since the
MS-COCO dataset provides instance segmentation masks,
itis convenient to copy from the original location of the target.
Therefore, based on oversampling, the copy-and-paste idea
was adopted to paste small targets to any other location in
the image while generating new labels, and the pasted small
targets could be randomly transformed by scaling, rotating,
and so on.

The data augmentation method starts with the data level
to solve the problem of uneven sample distribution in the
dataset. By augmenting the data, the number of small targets
in the image is increased, thereby increasing the number of
matching anchors and improving the contribution of the loss
function calculation during the training phase, resulting in
better small target detection. The experimental results show
that the accuracy of small target detection was improved
by 7.1%.

3) SUPER-RESOLUTION METHODS

In order to improve the localization ability of small-sized
images, Jingetal. [19] proposed a new super-resolution
method, i.e., Feature Super-Resolution (FSR), which is
different from traditional image super-resolution method.
Zhang et al. [20] was the first to apply GAN (Generative
Adversarial Network) to small target detection tasks, propos-
ing Perceptual GAN. The generator, composed of multiple
residual blocks, learns residual representations between tar-
gets of different sizes to reduce the gap between small and
large targets by enhancing the representation of small targets.
The discriminator is composed of the adversarial branch and
the perceptual branch. Specifically, the adversarial branch
distinguishes between the reconstructed small targets and the
large targets, while the perceptual branch is used for classi-
fication and regression for target detection. The perceptual
branch is first trained with large target features, followed
by training the generator with small targets and training the
adversarial branch with both large and small targets. How-
ever, this method only considers images containing either
small or large targets, and adversarial training is difficult for
the discriminator to distinguish between the features of large
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targets and the small target super-resolution representations
output by the generator.

Sun et al. [21] pointed out that small targets are difficult to
distinguish from the background or other similar targets due
to the lack of feature information, and proposed Multi-Task
Generative Adversarial Network (MTGAN). The generator
is the super-resolution network that reconstructs small and
blurry images by the upsampling operation to restore detailed
information in the image. The multi-task module of dis-
criminator includes judging the authenticity of the image,
classification, and regression. During training, the loss from
classification and regression is backpropagated to the gener-
ator, enabling it to reconstruct more details. This method first
uses the baseline detector to obtain the target and background
of the image. Since the generator performs super-resolution
operation on the image, the reconstructed image is not the
feature map, so it is necessary to extract features again,
resulting in a expensive computational cost.

Deng et al. [22] pointed out the issues of Perceptual
GAN network lacking direct supervised signals and MTGAN
having excessive computational complexity. They consid-
ered that using appropriate high-resolution target features
as supervised signals for training the SR (Super-Resolution)
model, and the receptive field that matches the input
low-resolution features and target high-resolution features
can improve the performance of feature super-resolution. The
authors added four additional parts on base of the Faster
R-CNN base detector: SR feature generator, SR feature dis-
criminator, SR target extractor, and small predictor. As the
SR feature generator based on GAN model, it generates
high-resolution features with the features extracted by the
SR target extractor as the target, under the guidance of SR
feature discriminator. The small predictor is used to predict
the category and location confidence of small targets, while
the original large predictor is used to detect large targets. The
authors elaborated on the mismatching problem between the
receptive fields of high and low-resolution features and used
dilated convolutions to match the receptive field, but did not
experimentally explain the matching process, so there may
still be the mismatching in receptive fields.

Rabbi et al. [23] proposed an improvement to the S?A-
NET [24] called the S2ANET-SR model, where both the
original image and the reduced image are simultaneously
inputted to the detection network. To enhance the fea-
ture extraction ability of small targets, a SR enhancement
module for the reduced image is designed, and perceptual
loss & texture matching loss are proposed as the super-
vision. The mean Average Precision (mAP) on the DOTA
dataset reached 74.47%. Yietal. [25], [26] combined the
CycleGAN and Residual Feature Aggregation (RFA) to
improve the current SR framework for enhancing detection
performance.

The method of small object detection based on
super-resolution adds an SR module to the base detector,
resulting in the increasing computational cost. The use of
the lookup table can reduce the computational cost, but the
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single-layer based lookup table method limits the scalability
and generalization ability of model. Therefore, Ma et al. [27]
proposed a serial-parallel lookup table framework to address
this problem and achieve efficient image super-resolution
framework. In response to the non-local operation in the
image SR algorithm, which tends to be global in the receptive
field of deep networks, resulting in inaccurate correlation
calculations between deep features, and the problem of large
computational complexity based on full-image calculation of
feature similarity, Li et al. [28] proposed Non-Local Sparse
Attention (NLSA), which significantly reduces the computa-
tional cost and increases the effectiveness of the non-locality
operation. Yang et al. [29] proposed an efficient non-local
contrast attention module to address the influence of noise
on image super-resolution.

The relative independence of reconstruction and detection
algorithms and the computational cost limit their integration
to some extent. In addition, the SR network is difficult to
train and relies heavily on massive datasets. Therefore, small
target detection based on SR still has significant development
potential in the future.

B. SMALL TARGET DETECTION METHODS

IN SPECIFIC FIELD

Detection of small targets in pedestrian, face, and remote
sensing images is an application about specific field. Similar
to the general task of small target detection, it also faces
challenges such as small scale and limited features, but there
are also some differences. Specifically, the distribution of
targets in the specific field is usually more dense. In addition,
the detection targets for pedestrians and faces are relatively
singular, only needing to judge whether the target is the object
to be detected, without classification loss. However, detection
of small targets in remote sensing images is more complex,
as the images are taken from the air angle, and there are
difficulties such as target rotation angles.

1) SMALL TARGET DETECTION IN PEDESTRIAN AND FACE
Chen et al. [30] proposed the FSAF (Feature Selective
Anchor-Free) module by adding an anchor-free branch after
each layer of FPN. Each added branch predicts the same
target, and during the backpropagation phase, the layer with
the smallest loss is selected to establish the supervision signal,
avoiding the defect of anchor-based detectors only dividing
the belonging layer based on the target scale during the
prediction process. Liu et al. [31] abandoned the anchor and
sliding window-based methods and used extracted high-level
semantic features to predict the center and scale of pedestri-
ans. Since the scale of small targets is too small, predicting
the center point is conducive to locating small targets and is
a valuable idea for small target detection. Spyrou et al. [32]
proposed a scale matching method for detecting small pedes-
trians to address the problem of scale mismatch between the
data used for detector learning and the data used for network
pre-training.
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Zhu et al. [33] proposed a scale-balanced face detection
architecture to better handle the issue of varying face scales.
The used VGG16 occupies about 80% of the inference time,
and using a more efficient network can improve detection
speed. Christel et al. [34] discussed the problem of detecting
small faces from three aspects: scale, resolution, and con-
text. Zhu et al. [35] pointed out that the low IoU between
anchors and faces resulting in poor detection performance,
so they proposed the EMO (Expected Max Overlapping)
score to evaluate the degree of matching between the two
and proposed a new anchor design strategy to achieve a
high IoU.

Liu et al. [36] used the generator of GAN to reconstruct and
deblur high-resolution faces, and the discriminator of GAN
was used to identify faces. Smeaton et al. [37] proposed a
strategy to dynamically adjust the training weight based on
the difficulty of detection. A score representing the difficulty
level of each image was assigned during the training phase,
and images with high scores were included in a subset for the
next round of training.

Unlike small target detection method in remote sensing
images, pedestrian and face detection do not need to con-
sider the rotation direction of the target, which reduces the
difficulty of detection to some extent. When the general
target detector is applied to small and dense face detection
tasks, the size of the anchor will not match the recep-
tive field, and small anchors will produce a large number
of negative samples during the matching process. There-
fore, most scholars tend to study the matching and setting
strategies of anchors, and face detection has achieved good
results now.

2) SMALL TARGET DETECTION IN THE REMOTE
SENSING IMAGE
Remote sensing images are captured from a high altitude
perspective and have complex spatial scenes with various
target types. Target detection in the remote sensing images
faces difficulties such as small and dense target scales,
complex backgrounds, and arbitrary distribution directions.
Ding et al. [38] proposed a Dataset of Object deTection in
Aerial images, i.e., DOTA. Pang et al. [39] proposed a uni-
fied self-enhanced network called the Remote Sensing-based
Convolutional Neural Network (R2-CNN), which consists of
the lightweight network Tinny-Net, the global attention mod-
ule, the classifier, and the detector. The Tinny-Net makes the
network highly efficient in terms of computation and memory
consumption, and the global attention module provides strong
robustness against false positives. Yang et al. [40] proposed
a feature fusion structure to solve the problem of small
targets by exploring anchor sampling angles and feature
fusion.

Li et al. [41] proposed a new semantic representation
method to improve the performance of detecting remote
sensing images. They first designed an enhanced feature
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pyramid network to better extract visual features with hier-
archical differences, then introduced semantic segmentation
to guide the detection of horizontal proposals, and finally
proposed an ROI module that fuses multiple-layer features
to learn target-based semantic representations on the existing
features.

Yang et al. [42] observed that targets in aerial images are
clustered, so they integrated clustering with target detection
and proposed the ClusDet network. Han et al. [43] incor-
porated the rotation-equivariant network into the detec-
tor, enabling it to predict the direction of the target
when extracting rotation-invariant features. The proposed
rotation-equivariant detector ReDet can solve the problem of
arbitrary distribution directions of aerial targets.

Qin et al. [44] proposed a multi-head rotated target detec-
tor called MRDet to predict the classification confidence,
location, scale, and direction of the final bounding box sepa-
rately. They divided the detection task into multiple sub-tasks,
and each detection head was specially designed to learn
the features that were most suitable for the corresponding
task.

Yi et al. [45] extended the horizontal landmark-based
target detector to the directional target detection task to
address the severe imbalance problem between positive and
negative anchors encountered by current anchor-based two-
stage detectors when detecting targets in aerial images with
arbitrary and densely arranged directions. The authors first
detected the center landmark of the target and then regressed
the bounding box aware vectors (BBAVectors) to capture the
directional bounding box.

Wei et al. [46] applied Transformers to small target detec-
tion and proposed CG-Net (Calibrated-Guidance) to enhance
the relationship between channels in a feature transformer
manner. This method can adaptively determine the cali-
bration weights of each channel, and by aggregating all
weighted channels together, it can represent each channel
again. Wang et al. [47] proposed a visual model for remote
sensing tasks based on ViT (Vision Transformer) and a new
rotation-variable window attention to replace the full atten-
tion in the original Transformers. This method learns better
target representations by extracting rich context from the
generated different windows.

Shamsolmoali et al. [48] introduced the image pyramid
into SSD (Single Shot MultiBox Detector) and proposed
IPSSD (Image Pyramid Single-Shot Detector) for detecting
small targets in remote sensing images. Although image pyra-
mids can extract more semantic features, they inevitably bring
additional computational and memory costs.

Target detection in the remote sensing images belongs to
the scope of specific small target detection. The methods
in the above literature include commonly used techniques
such as attention mechanism and feature fusion, as well as
unconventional methods such as introducing Transformers
and using multiple detection heads to predict classification
confidence and location separately. Overall, remote sensing
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image detection is a rapidly developing field with vast poten-
tial for further growth.

C. YOLO FAMILY

Target detection based on deep learning can be divided into
two categories: two-stage detection and single-stage detec-
tion [49]. The former is a coarse-to-fine process, while the
latter is an end-to-end one-step process [50]. Generally, the
localization and classfication accuracy of two-stage detection
is higher, while the speed of single-stage detection is faster.
Typically, single-stage detection attempts to directly classify
each Rol as either background or target [51]. That is, it can
directly give the category probability and location coordi-
nates of the target through the single stage, and the typical
representatives include YOLO family [52].

1) FUNDAMENTAL THEORY

The basic framework of YOLOV1, as shown in Figure 4, first
adjusts the size of the input image to 448 x 448, and then
sends it to the backbone structure to extract features. Then, the
network predicts the results and achieves end-to-end target
detection. YOLOvV1 abandons the traditional sliding window
technique. It divides the input image into S x S grids, and each
grid is responsible for detecting the targets whose centers fall
within that grid. Each grid predicts B bounding boxes and
their confidence scores. The confidence score includes the
probability of the bounding box containing an target and the
accuracy of the bounding box. Each bounding box predicts
5 elements, i.e., (x, y, w, h, ¢), representing the location, size,
and confidence score of the bounding box. Each grid predicts
(Bx54C) values, where C is the number of categories. Then,
the network prediction is performed using the Non-Maximum
Suppression (NMS) algorithm. Subsequent models in YOLO
family have inherited this basic idea.

FIGURE 4. YOLOv1 architecture.

2) EVOLUTION OF BACKBONE NETWORK
Detectors typically consist of two parts: the Backbone net-
work, which is the basic network used for extracting fea-
tures and is usually pre-trained on the ImageNet dataset,
and the Head for predicting target categories and bound-
ing boxes [53], [54]. In recent years, the Neck has been
constructed between the Backbone and Head to aggregate
different feature maps. The following will provide a detailed
analysis of the evolution of the backbone network in YOLO
family.

YOLO VI1. YOLOv1 [52] uses the Backbone network
similar to GoogleNet [55], consisting of 24 convolutional
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layers and 2 fully connected layers. It is pre-trained on Ima-
geNet dataset and then transferred to the detection task, and
validated on the VOC (Visual Object Classes) dataset [56].

YOLOV1 divides the input image into the grids of 7x 7, and
predicts two bounding boxes for each grid, resulting in a total
of 7 x 7x2 bounding boxes. It can detect up to 49 targets,
which makes it less effective at detecting dense and small
targets.

YOLO V2. YOLOV2 [57] uses the VGG network as the
reference and constructs a new Backbone network called
Darknet-19 based on YOLOvI. YOLOv1 directly predicts
bounding boxes using fully connected layers, which causes
inaccurate localization due to significant loss of spatial infor-
mation. Therefore, YOLOV2 introduces anchors to replace
the fully connected layers in vl for predicting bounding
boxes. Meanwhile, YOLOV2 resizes the input to 416 x
416 and obtained the feature map of 13 x 13 with odd
dimensions, resulting in only one center for each grid. This
center point is used to predict the target falling into that
location, making it easier to detect that particular class of
targets. Figure 5 shows the method in YOLOV2 used to
predict bounding boxes.

T
t=(G,~c,)/p,
« t=(G,c)/p
v t=In(G,p,)
Pot=In(Gp)
|

: }
Inw P ob=o(t)te,

1ob=o(t)+e,
a(t) v b=pe"

P ob=pet

FIGURE 5. Bounding box with scale prior and location prediction. The
dashed rectangle represents the anchor, while the solid rectangle
represents the predicted bounding box obtained by offsetting the anchor
through the network. In addition, (cx, cy) represents the coordinates of
the upper-left corner of the grid, (pw, ph) represents the width and height
of the anchor, and (tx, ty) and (tw, th) represent the center offset and
width-to-height ratio of the predicted bounding box, respectively. The
ground truth coordinates in the feature map are denoted as (Gx, Gy, Gw,
Gh), and (bx, by, bw, bh) represents the final predicted bounding box
about target. The conversion process from the proposal bounding box to
the predicted bounding box is shown in the right-hand side, where ¢ is
the sigmoid function used to scale the predicted offsets to the range of
0 to 1, accelerating the convergence of the network.

YOLOV2 [57] proposes a groundbreaking method that
jointly training classification and detection, extending detec-
tion to targets with a lack of samples. This work significantly
improves prediction accuracy while maintaining the advan-
tage of fast inference.

YOLO V3. The basic network of YOLOv3 [53] is Darknet-
53, which borrows the residual structure of ResNet [58] to
deepen the network structure while preventing the problem
of convergence difficulty caused by the gradient explosion.
During forward propagation process, the pooling layer and
fully connected layer are removed, and the size of the tensor
is changed by changing the stride of the convolution kernel.
Similar to v2, Darknet-53 reduces the output features to
1/28 of the input, so it is usually required that the resolu-
tion of input image be a multiple of 32. At the same time,
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YOLOv3 uses tensor concatenation to expand the dimension
of the tensor and extract more information. Specifically, the
intermediate layer and the later layer of Darknet-53 are con-
catenated after upsampling. Darknet-53 has 53 convolutional
layers from the Oth to the 74th layer, and the rest are residual
layers [53]. The 75th to 105th are the feature fusion layers
of YOLOV3, which adds multiscale detection (equivalent
to the Neck) using 3 scales. The output of each scale is
52 x 52,26 x 26, and 13 x 13, respectively, for detecting
small, medium, and large targets, in which each scale predicts
3 anchors.

In summary, the number of predicted anchors in YOLOvV3
is more than 10 times that of YOLOV2, and they are per-
formed at different scales, so the overall precision of detecting
small targets have been greatly improved. Therefore, it has
become one of the milestone architectures in single-stage
detection.

YOLO V4. YOLOv4 [54] summarizes various improve-
ment methods after v3, which are divided into free and spe-
cial packages. The former represents modules that improve
training without affecting inference speed, while the latter
represents modules that have little impact on inference time
but offer higher performance return, such as the CSP (Cross
Stage Partial) [59] structure used in the Backbone, which
maintains high inference speed while still having high accu-
racy. Meanwhile, YOLOV4 is more suitable for training on a
single GPU.

Bochkovskiy et al. [54] found that when the model
is optimal for classification, it is not necessarily optimal
for detection. For example, the classification accuracy of
CSPResNeXt-50 is higher than that of CSPDarknet-53, but
the latter has higher detection accuracy. Therefore, YOLOv4
chooses CSPDarknet-53 as the backbone network.

Regarding the Backbone, the overall architecture of
YOLOV4 is the same as YOLOv3, but improvements have
been made to each substructure. Figure 6 shows two network
structures: Darknet-53 and CSPDarknet-53 [59]. The black
color represents Darknet-53, and the CSPDarknet-53 network
only needs to be replaced with the structure in the red box, and
the filter values are changed to the red values in parentheses.
YOLOvV4 removes the last pooling layer, fully connected
layer, and Softmax layer, and its Backbone has five CSP
modules [54].

For the Neck, YOLOv4 introduces the Spatial Pyra-
mid Pooling (SPP) and PANet modules. SPP significantly
increases the receptive field and separates important con-
textual features without reducing running speed. PANet
replaces FPN used in YOLOv3 for parameter aggregation
and uses tensor connections instead of the original short
connections.

For the Head, YOLOvV4 inherits the multi-scale structure
from YOLOV3 for prediction.

YOLO V5. YOLOVS [60] has a similar basic structure
to YOLOv4, with the main difference being the scaling of
different channel sizes. Based on model size, YOLOVS offers
five different models: YOLOvS5-n/s/m/l/x.
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FIGURE 6. Detailed information of Darknet-53 and CSPDarknet-53.

As mentioned above, it can be seen that the methods
in the YOLO family directly divide the image into several
regions and predict the bounding box and probability for each
region at the same time, which greatly improves the detection
speed.

lil. THE PROPOSED METHOD

A. OVERALL ARCHITECTURE

Compared with the background region, small targets are very
small in size and lack self-information. Directly inputting
images containing small targets into YOLOvS will cause
the network to treat them as common targets and ignore
their special characteristics. Firstly, inspired by [7] and [61],
this paper improves the channel-spatial attention mechanism
under a single receptive field and proposes a multi-branching
blended attention block, i.e., MBAB, combined with the
multi-branch-ConvNet structure. Compared with [7], the pro-
posed module can more effectively mine the feature informa-
tion of small targets with a tiny increase in computational cost
and dynamically allocate blended attention weights accord-
ing to the contribution of feature maps of different scales to
small targets. Then, an improved feature extraction module
CMBARB is introduced at the end of the Backbone to enhance
the feature extraction capability of the core network, and
MBAB and CMBAB are introduced in the up-sampling and
down-sampling operations of the Neck’s multi-scale fusion
to enhance the feature expression ability about small targets.
Finally, the P2 detection branch is added to the PANet for
detecting small targets. In summary, the overall architecture
of the MBAB-YOLO is shown in Figure 7.

B. MULTI-BRANCHING BLENDED ATTENTION
BLOCK-MBAM

Most deep learning-based target detection methods use
ConvNets, but different convolution kernels have differ-
ent sensitivities to targets of different sizes. Specifically,
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FIGURE 7. The proposed YOLO architecture.

Szeqedy et al. [62] proposed GoogleNet, which achieved
certain superiority by using the Inception structure, consisting
of four network blocks with different convolution kernels.
Later, Xie et al. [63] proposed ResNeXt, which introduced
group convolution in the bottleneck of ResNet and used a
multi-branching structure in the base architecture, demon-
strating the effectiveness through extensive experiments.
SE-Net enhanced effective target features and suppressed
background information by adding channel-wise attention
mechanisms to adaptively re-calibrate features. SK-Net
(Selective Kernel Network) [64] used two different convo-
lutional kernel branches, also introduced channel-wise atten-
tion mechanisms for fusion features, and then adaptively split
the branch network for re-calibration. ResNeSt [61] improved
SK-Net by using different n convolution kernels and using
the dilated convolution to share computations. After intro-
ducing the channel-wise attention block, the features were
re-calibrated with n attention mechanisms for different recep-
tive fields. CBAM (Convolutional Block Attention Module)
redefined channel-wise attention block by adding the sum of
the mean and maximum values between channels, and intro-
duced spatial-attention in the same way. The concatenated
and blended channel and spatial attention mechanisms were
used to re-calibrate the feature map. Experimental results
showed that its effect was superior to that of a single attention
mechanism. Inspired by these methods, this paper improves
the blended attention block and combines the multi-branch-
ConvNet structure with the blended attention mechanism, and
verifies the effectiveness of the proposed method through
extensive experiments.
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The main design inspirations of the proposed MBAB in
this paper is as follows: First, the input feature map F is
processed with different convolution kernels to obtain mul-
tiple branches, and then the multiple branches are summed
to obtain the blended feature map F(b). Then, the attention
weight matrices Xs4 and X¢y are separately calculated along
the spatial and channel dimensions of the blended feature
map F(b), and the weights are fused along the spatial and
channel dimensions to obtain the mixed attention weight
matrix Xpap. The blended attention weight is then redis-
tributed according to the contribution of each branch, and
the feature map under different convolution kernels is re-
calibrated. Finally, the weighted feature maps are summed to
obtain the blended attention-weighted feature map. For small
targets, during the multi-branching stage, with the training
of the network, the features of small targets will be assigned
different weights on branches with different receptive fields,
where positive targets will be assigned larger weights while
negative targets will be assigned smaller weights. Through
this multi-branching structure, the model will focus more
attention on learning effective features, thereby enhancing
its generalization ability. Inspired by [7], two convolutional
attention modules, channel-wise attention (CA) block and
space-attention (SA) block, are designed.

The structure of CA is shown in Figure 8, and its calcula-
tion is shown in (1):

Xca = Sig mod {f, (AdaAvgPooling(F))
+fc(AdaMaxPooling(F))} €))

in which, the size of the input feature map F is Nx CxHxW;
Sigmod is the activation function; AdaAvgPooling is the
global adaptive average pooling; AdaMaxPooling is the
global adaptive max pooling; and f; is the fully connected
network. First, global adaptive average pooling and max pool-
ing are applied to the feature map F, then the two obtained
channel weights are passed through the fully connected layer
fe (Conv & Relu & Conv), and finally the two different
weights of the fully connected are summed and Sigmod is
activated to obtain the channel attention Xc4, whose size is
NxCx1 x 1.

The structure of SA is shown in Figure 9, and its calculation
is shown in (2):

Xsa = Sig mod {f; (cat(mean(F), max(F) ))} 2)

in which, the input feature map F has a size of NxCxHxW,
where mean is the mean function, max is the max function,
and cat is the matrix concatenation function. Firstly, the mean
and maximum are computed spatially for the feature map F,
resulting in the size of NxIxHxW. Then, the weight matri-
ces for the mean and maximum are concatenated spatially to
obtain the double-channel spatial attention weight. Finally,
double-channel composite spatial attention Xs4 is obtained
through the 1 x 1 fully connected convolution layer, resulting
in the size of NxIxHxW.

In reference to [7], after the channel-wise atten-
tion is applied, the feature space is re-calibrated, then

VOLUME 11, 2023



J. Zhang et al.: MBAB-YOLO: A Modified Lightweight Architecture for Real-Time Small Target Detection

IEEE Access

Input

AdaAvgPool AdaMaxPool

»

NxCxIx] PRERIE

Sigmoid

NxCx1x1
-
|l

Output X,

FIGURE 8. Channel-wise attention block.
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FIGURE 9. Space-attention block.

space-attention is concatenated and the feature space is re-
calibrated again, resulting in two rounds of attention-weighted
feature maps. However, the output is the weighted feature
map that is not conducive to combining the multi-branch-
ConvNet. In addition, the concatenation operation is sim-
ple and effective, but it does not adequately consider the
impact of reasonable connection methods on small targets.
To improve the CBAM network structure and facilitate its
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FIGURE 10. Proposed blended attention block.

combination with the multi-branch-ConvNet without increas-
ing computational complexity, we propose a blended atten-
tion block (BAB), as shown in Figure 10.

The calculation of BAB is shown in (3):

Xpap = mul(CA(F), SA(F ® CA(F))) 3)

in which, the input feature map F has a size of NxCxHxW,
CA is channel-wise attention block, output size is Nx Cx 1 x
1; SA is space-attention block, output size is Nx 1 xHxW;
mul is matrix multiplication, and Xgap is the uncalibrated
blended attention weights of CA and SA, with the output size
of NxCxHxW.

The multi-branching attention module in [61] only uses
channel-wise attention and has certain effect on feature
extraction for small targets, but lacks consideration of spatial
dimensions and is not comprehensive. Therefore, the blended
attention module is introduced into the multi-branching net-
work in this paper, and the multi-branching blended attention
block MBAB is proposed, whose network structure is shown
in Figure 11.

Assuming that the input feature map F has a size
of NxCxHxW and the number of split branches is S,
a series of mappings {Fi , F», ..., Fs} are obtained
through transformations with different convolution ker-
nels. In addition, for each mapping, the element-wise sum
fusion is performed to obtain the multi-branching blended
feature map, denoted as Fyp, with the formula shown
in (4):

S
Fup = ZFi 4)
i=1

Then, the Fyp is used as the input of the proposed
BAB, and the output is the multi-branching blended attention
weight matrix, denoted as Xyp, where Xyp= BMB(Fyp),
with a size of NxCxHxW. Xyp is then divided into d
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FIGURE 11. Proposed MBAB.

groups (d is the hyperparameter), and each group is called
a base, denoted as Xyps, where Xyps = f(Xup), and f is the
1 x 1 convolution with a size of Nx C/dxHx W. Therefore,
the multi-branching blended attention weight matrix now
has Sxd groups. Then, the global context attention weight
matrix is fused to obtain S groups of blended attention weight
matrix, denoted as Xysps, where Xysps = fiXympa), and fis the
1 x 1 convolution with a size of Nx CxSxHx W. Finally, the
blended attention weight is allocated to each branch. In [61],
the allocation weight is calculated using softmax function.
On the contrast, in order to reduce computation complexity,
the Faster Normalization (FN) method is used instead of the
original softmax method, with negligible additional cost. The
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FN is shown in (5):
W(F;)

0j=— 2
! S

Yy + Zi W(Fi)
i=

in which, O; represents the contribution of different receptive
field branches to the overall blended attention size. The over-
all blended attention size reassigns the blended attention of
each branch based on O;, where y is the constant, usually
taken as a very small value of 0.00001 to prevent regular-
ization failure caused by a denominator of zero. After the
weights of each branch are allocated, the multi-branching
feature map is re-scaled and the corresponding elements
are summed to obtain the feature map F,,, weighted by
multi-branching blended attention. F,,,is shown in (6).

ie{l,2,3...5} 4)

N
Fou = Y (FN(Xjps) ® Fy) 6)
i=1
in which, S is the number of branches; i is the rescaled branch;
and F; is the i-th branch. The final output size is N x C x
H x W.

C. FEATURE EXTRACTION MODULE-CMBAB

The core module C3 for feature extraction in YOLOVS mainly
uses the CSPNet network structure to stack Bottleneck resid-
ual blocks. To improve its structure, the 3 x 3 convolution
in the residual block is replaced with the multi-branching
blended attention block, i.e., MBAB. To reduce the number
of parameters, the modified residual blocks are no longer
stacked, and the feature extraction module called CMBAB,
based on CSPNet and MBAB, is proposed. Its network struc-
ture is shown in Figure 12.

Firstly, assuming the input feature map Fj, has a size
of NxCxHxW. Then, after 1 x 1 convolution, it is used
as the input of the residual block and denoted as Fps—ip.
After passing through the residual connection with MBAB,
the output feature map is denoted as Fres—oyr = add(Fres—in,
MBAB(f(F res—in))), Where add represents element-wise sum-
mation, and f is the 1 x 1 convolution. Finally, by combining
with the CSPNet structure, CMBAB is obtained with an
output denoted as Fou=f(cat(f(Fin), Fres—out)), Where cat
denotes matrix concatenation operation. In terms of module
size, when the C3 stacks more than one Bottleneck residual
block, the number of parameters in CMBAB is lower than
that of C3. In feature extraction and processing for small
targets, CMBAB can utilize the proposed MBAB mecha-
nism to obtain more abundant features of small targets than
C3, thereby enhancing feature representation and improving
detection performance.

IV. EXPERIMENT

A. DATASET

The dataset used in the experiment is the TinyPerson dataset,
which is a small target dataset with high-quality annota-
tions [66]. The images in this dataset are mostly taken by
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FIGURE 12. Proposed CMBAB.

aerial photography at a long distance with the large back-
ground, which is the typical small target detection scenario.
The TinyPerson dataset contains two categories, i.e., earth
person and sea person, with a total of 1,610 images, in which
794 in the training set and 816 in the testing set, including
72,651 human target annotations.

B. EVALUATION METRICS

In order to evaluate the effectiveness of the model, this
paper uses Average Precision (AP), mean Average Preci-
sion (mAP), Giga Floating-point Operations Per Second
(GFLOP/s), and Frame Per Second (FPS) as the evaluation
criteria.

Assuming that the number of correctly detected targets in
the results is 7P, the number of incorrectly detected targets
in the results is FP, and the number of targets that were
not detected among the correct targets is FN, the precision
rate P (Precision) and recall rate R (Recall) are defined by
(7) and (8):

TP
P=—— (7
TP + FP
TP
R=——t ®)
TP + FN

To establish a two-dimensional coordinate axis with the
x-axis as recall rate and the y-axis as precision rate, simul-
taneously draw the Precision-Recall (PR) curve, and the area
surrounded by the PR curve is the size of the AP, as shown
in (9):

Iap = [ PdR )

mAP is the mean average precision of multiple categories,
where n represents the total number of categories, and the
formula is shown in (10):

1 n
1, = — IAp. 10
map = - ; AP; (10)
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FIGURE 13. Training loss.

GFLOP/s is the floating-point operation per second, usu-
ally used to measure the computational complexity of the
model.

Frame rate represents the number of images that can be
detected per second (unit: frame/s), which is used to mea-
sure whether the algorithm has real-time performance. It is
generally believed that FPS greater than 30 frame/s indicates
real-time detection effect.

AP50 and mAP50 represent the average precision and
mean average precision when IoU threshold is 0.5. Generally,
the higher the IoU, the larger the intersection between the
predicted target and the ground truth, and the closer to the
expected target. At this time, the larger the detection accuracy
indicates the stronger the prediction ability of model. It is
obvious that small targets have fewer pixels, and if a larger
IoU is used, the accuracy will be very low, which cannot
measure the effect of small target detection algorithms well.
Therefore, this paper chooses the compromise solution of IoU
of 0.5.

C. EXPERIMENT SETTINGS

The hardware environment for the experiment consists of an
Intel Core i7-10750H CPU @ 2.60GHz, 16GB RAM, and
NVIDIA GeForce GTX 1660Ti GPU. The software environ-
ment consists of Windows 11 system, python3.7, PyTorch
1.8.3, and cudall.2. Figure 13 shows the curve of regression
loss during training. The batch size is set to 4, the training is
conducted for 150 epochs, with the first three epochs being
warm-up. The optimizer used is SGD with an initial learning
rate of 0.01, momentum of 0.937, and learning rate decay
using the cosine strategy. As can be seen from Figure 13,
the regression loss during training can smoothly decrease
and achieve the desired effect. Except for necessary improve-
ments, all hyper-parameters for the models in this experiment
are set to default (not necessarily optimal) and training, vali-
dation, and testing are performed under this setting.

D. ABLATION EXPERIMENTS

Since the default input size of YOLOVS5s is 640 x 640, but the
targets in the TinyPerson dataset are small targets in aerial
images with distant backgrounds, and the image sizes are
much larger than the default size. Obviously, the larger the
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input resolution, the more advantageous it is for detecting
small targets, but larger resolutions will result in more expen-
sive computational costs, and the FPS for detecting images
will also be lower.

Therefore, this paper tests YOLOvSs and proposed method
at different resolutions, and the test results are shown in
TABLE 1. Based on the TinyPerson dataset, when the res-
olution of YOLOVS5s trained is 960 x 960 and 1280 x 1280,
the mAP5( has increased by 9.07% and 15.65% respectively
compared to 640 x 640, and the FPS is 122 frames per
second at a testing resolution of 1280 x 1280. As a con-
trast, MBAB-YOLO has increased the mAP5g by 7.66% and
13.91% respectively compared to 640 x 640 at resolutions
of 960 x 960 and 1280 x 1280, and the FPS is 74 frames
per second at a testing resolution of 1280 x 1280. This
indicates that increasing the image resolution of the model
can improve its accuracy under the same target detection
network structure. However, increasing the resolution will
increase the computational cost several times, and the train-
ing time will also increase significantly. For example, under
the experimental configuration of MBAB-YOLO, if 1280 x
1280 resolution is used as the network input, one epoch of
training takes 26 minutes, and the computation complexity is
74.AGFLOP/s, while for input at a resolution of 640 x 640,
it only takes about 9 minutes for one epoch of training and the
computation complexity is 19.9GFLOP/s. Correspondingly,
the size of the generated weight file will also increase, making
it more difficult to deploy the model. However, if different
models trained with different resolutions are used for the
same network structure, and the input resolution for detection
is the same, it will not affect FPS, which means that the input
resolution of the model can be appropriately increased during
training to improve detection accuracy. In addition, exces-
sively high resolutions can also cause overfitting, so blindly
increasing the resolution is not recommended.

TABLE 1. Influence of different input resolutions on ablation
experiments. the value in the input resolution field represents width only,
and height equals width. in fps1280, 1280 means that the resolution of
the image during the testing is 1280 x 1280.

Methods YOLOvVS5s MBAB-YOLO
Input_resolutions 640 960 1280 640 960 1280
Num_params(10%) 7.02 7.02 7.02 737 737 137

Sizes(MB) 56.8 57.0 573 605 614 62.6
1 2 1 9 4 2

GFLOP/s 158 339 573 199 426 744

mAP50(%) 322 413 479 381 458 520
7 4 2 6 2 7

FPS!280 122 122 122 74 74 74

To validate the effectiveness of proposed MBAB and
CMBAB, and to investigate the impact of additional small
target detection head on the results, experiments are con-
ducted to evaluate the effects of different modules on the
results. As usual, YOLOVSs is used as the baseline model,
with the training resolution of 1280 x 1280 and the testing
resolution of 1280 x 1280. A total of 150 epochs are trained
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TABLE 2. The results of the ablation experiments.

Methods o B Y S
Baseline T T T T
P2 F T T T
MBAB F F T T
CMBAB F F F T
Layer count 270 328 496 587
Num_params(10%)  7.02  7.17 7.62 7.37
Sizes(MB) 5731 60.63 64.43 62.62
GFLOP/s 5727 6539 76.16 74.4
mAPs0(%) 4792 49.70 51.71 52.07
FPS!280 122 91 78 74

with pre-trained weights to accelerate training process, and
the experimental results are shown in TABLE 2.

1) IMPACT OF ADDITIONAL DETECTION HEAD

From TABLE 2, it can be seen that « is the baseline model
without improvement, and 8 adds a P2 detection head on base
of the baseline model. Since the P2 detection layer has more
shallow information, it is more favorable for small target
detection. The experimental results show that compared with
o, the number of layers in § increases from 270 to 328,
GFLOP/s increases from 57.27 to 65.39, and the parameter
quantity increases from 7.02M to 7.17M, but the mAP5q for
small targets increases by 1.78%, and the FPS still meets the
requirements of real-time detection. Therefore, it is worth-
while to increase a small amount of computation to achieve
better small target detection performance.

2) IMPACT OF BLENDED ATTENTION BLOCK
MBAB can adaptively combine the blended attention mecha-
nism to adjust different receptive fields that are more suitable
for small targets, and thereby obtain fully weighted and
re-calibrated feature maps for small targets. y introduces
MBAB in front of the SPPF (Spatial Pyramid Pooling-Fast)
layer of Backbone and the final part of the up-sampling and
down-sampling in the Neck, respectively. Compared with g,
the number of layers, GFLOP/s, and parameter quantity of
y increase by 168, 10.77, and 0.45M, respectively, but the
mAP5 increases by 2.01%. In addition, § is based on y, and
replaces the original C3 module in CSPNet structure, which
is not attention-weighted, with the CMBAB structure, before
the downsampling of Neck inputting Head. Compared with y,
§ increases the number of layers by 91, decreases GFLOP/s
by 1.76, decreases parameter quantity by 0.25, and at the
same time, increases mAPs5g by 0.36%. The experimental
results show that adding the MBAB mechanism and replacing
C3 with the lighter CMBAB structure in the feature extraction
can enable the model to obtain more abundant small target
features.

In summary, compared with the baseline «, proposed § in
this paper has increased the mAPs5y by 4.15%, significantly
improving the detection accuracy of small targets, and the
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TABLE 3. Contarst experimental results.

Methods CBAM YOLOX-S PP-YOLO-S DETR YOLOv7-tiny YOLOv5s7 MBAB-YOLO
Num_params(10°) 7.23 9.01 791 41.00 6.02 7.02 7.37
Sizes(MB) 60.41 212.23 59.16 123.65 48.58 60.28 62.62
GFLOP/s 64.56 92.99 63.37 86.01 47.38 60.28 74.42
mAPso(%) 50.61 47.61 48.23 46.16 45.23 50.02 52.07
FPS!280 77.02 69.98 117.08 27.90 131.21 63.29 74.07

FPS reaches 74 frame/s, showing the worthy real-time detec-
tion capabilities.

E. CONTRAST EXPERIMENTS

Based on the TinyPerson dataset, contrast experiments are
conducted about MBAB-YOLO and several benchmark
methods for real-time small target detection, i.e., CBAM, PP-
YOLO [67], DETR [68], YOLOv7 [69], YOLOX [70], and
YOLOVS, in which YOLOX and PP-YOLO use the s version,
YOLOV7 uses the tiny version, and YOLOVS5s uses the newer
7.0 version. The experimental results are shown in TABLE 3.
According to TABLE 3, among the compared algorithms,
YOLOvVS with CBAM has the highest mAP50 of 50.61%,
which is 1.46% lower than that of MBAB-YOLO. However,
the other parameters in our method are similar to CBAM,
ensuring a stable balance between detection accuracy, speed,
parameter quantity, and model size. YOLOv7-tiny has the
fastest detection speed of 131.21 frames per second, with the
smallest parameter quantity, model size, and GFLOP/s, but
its mAPS50 is 6.84% lower than that of MBAB-YOLO. Obvi-
ously, MBAB-YOLO focuses more attention on small targets,
dynamically re-calibrating small targets in feature maps of
different scales, not only improving detection accuracy but
also ensuring speed and real-time performance, which has
the worthy advantages in real-time detection of small targets
tasks.

F. VISUALIZATIONS

In order to intuitively verify the influence of the proposed
multi-branching blended attention block on the features of
small targets, as well as the impact on the final detection
of small targets, representative images from the TinyPerson
testing set were used for validation. Figure 14 shows the
baseline YOLOvV5 model without BAB, and Figure 15 shows
the YOLOVS5 model added BAB, with Grad-CAM [71] used
for heatmap visualization. From the comparisons of the two
figures, we can see that the proposed blended attention block
can focus the features of small targets more effectively at
different angles when the number of targets is large and
the targets are small, which is shown in the Figure 15 as
clearer target boundaries and obvious color differences from
the environment.

Figure 16 and Figure 17 show the practical detection results
of YOLOVS before and after adding BAB respectively, where
the red box represents the human label detected by the model,
and the yellow box highlights the differences. From the
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FIGURE 15. Heat map visualization after BAB is added.

Figure 16 and Figure 17, it can be seen that under different
conditions, such as on land or on sea, during the day or in the
evening, the baseline model misses small targets, while the
addition of proposed blended attention can better detect small
targets. In summary, the proposed multi-branching blended
attention block can effectively improve the detection perfor-
mance of small targets.

V. FUTURE WORKS

The main approach proposed in this paper to improve
the YOLOvSs model for small target detection is the
multi-branching blended attention block, and it does not
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FIGURE 17. Detection visualization after BAB is added.

consider combining with other related methods (such as data
augmentation and self-attention mechanism, etc). Therefore,
in future research, our study can be conducted on how to com-
bine MBAB-YOLO with more advanced methods to achieve
high-performance small target detection. On the whole, in the
development of target detection method, people have gradu-
ally discovered problems and proposed corresponding solu-
tions. The accuracy of small target detection has gradually
improved, but there is still a lot of room for improvement.

A. MULTI-SCALE FEATURE FUSION

After several years of research, the multi-scale feature fusion
in ConvNets has achieved good results in the effectiveness
and efficiency, but there is still a lack of the mathemati-
cal principle and the interpretability. Currently, most feature
fusion structures rely on empirical design and experimental
improvements. In other words, feature fusion structures, even
feature extraction models, can be seen as numerical fitting
results of a large amount of data, lacking reasonable explana-
tions. Therefore, there is still a large space for interpretation
in the subsequent development. In addition, Transformer [72]
has become a research hotspot in the field of computer vision,
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and multi-scale fusion of visual Transformer is also a rela-
tively new processing solution.

B. EVALUATION METRICS

Anchor-based target detection methods have performed very
well for medium and large targets, and the performance of
small target detection has gradually improved. Due to the
sensitivity of anchors to small targets, they may cause slow
convergence or even convergence difficulties during training.
Although there are now methods to address such problems
and achieve good results, the effective way to eliminate
the disadvantages of anchors for small targets is to remove
anchors and use anchor-free methods. Some existing research
has also proven that anchor-free methods can achieve the
same effect as anchor-based methods. Anchor-free detectors
determine the location of the target through point priors,
which are more suitable for detecting small targets compared
to anchor-based detectors. Small targets detection requires
higher localization accuracy than large targets, so suitable
evaluation metrics can greatly improve the location accuracy.
Including the center distance between the predicted values
and the ground truth values in the evaluation metrics can
improve the accuracy of small target localization.

C. SUPER-RESOLUTION

Super-resolution is a popular direction in the field of com-
puter vision, and there is still a lot of room for development
in small target detection. Since the super-resolution recon-
struction process is relatively independent of target detection,
it limits the integration of the two. Small targets have less fea-
ture information, while super-resolution methods can effec-
tively solve this problem. Therefore, using super-resolution
reconstruction to enrich the details of small targets, and then
converting small target detection problems into medium and
large target detection can improve the detection accuracy.

D. THE OPTIMIZATION OF YOLO

Although the YOLO family has made significant progress
after years of development, further research is needed to solve
more practical problems, such as rotated bounding boxes, 3D
targets, few samples, aerial scenes, and how to optimize and
deploy the researched algorithm with TensorRT.

In addition, although the YOLO series are the leaders in
speed-accuracy balance in the field of target detection, their
main work is aimed at computer terminals. Currently, edge
computing has become an important trend in the development
of artificial intelligence (AI). How to make YOLO lighter and
faster for embedded AI computing devices such as Nvidia
Jetson TX2, Nano, and Raspberry Pi is a worthy question to
ponder.

VI. CONCLUSION

In general, our improvements are mainly based on YOLOVSs.
In terms of the Backbone, the proposed multi-branching
blended attention block based on CSPNet, i.e., CMBAB,
is introduced at the end. In terms of the feature fusion
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network, the small target detection branch is added, and
proposed MBAB modules are inserted after each layer of
the feature pyramid fusion and CMBAB & MBAB modules
are inserted after each layer of down-sampling. Finally, the
proposed small target detection method MBAB-YOLO is
experimentally evaluated on the open source dataset, and
the results show that MBAB-YOLO has excellent detection
performance, with high accuracy and fast speed, which can
meet real-time detection needs.
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