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ABSTRACT According to the literature reviews, the Gray Wolf Optimization (GWO) algorithm has been
applied to various optimization problems, including feature selection. It is important to consider two
opposing ideas while using the metaheuristic technique, exploring the search field, and exploiting the
best possible solutions. Despite the increased performance of the GWO, stagnation in local optima areas
could still be a concern. This paper proposes a hybridized version of Binary GWO (BGWO) and another
recent metaheuristic algorithm, namely adaptive β-hill climbing (AβCH), to enhance the performance of a
wrapper-based feature selection approach. The sigmoid transfer function is used to transfer the continuous
search space into a binary version to meet the feature selection nature requirement. The K-Nearest Neighbor
(KNN) classifier is used to evaluate the goodness of the selected features. To validate the performance
of the proposed hybrid approach, 18 standard feature selection UCI benchmark datasets were used. The
performance of the proposed hybrid approach was also compared with the Binary hybrid Gray Wolf Opti-
mization Particle Swarm Optimization (BGWOPSO), BGWO (bGWO1,bGWO2), Binary Particle Swarm
Optimization (BPSO), Binary Genetic Algorithm (BGA), Whale Optimization Algorithm with Simulated
Annealing (WOASAT-2), AβHC with Binary Sailfish (AβBSF), Binary β-Hill Climbing (βHC), Binary
JAYA with Adaptive Mutation (BJAM), and Binary Horse herd Optimization Algorithm(BHOA). The
findings revealed that the proposed hybrid algorithm was effective in improving the performance of the
normal BGWO algorithm, also the proposed hybrid approach outperforms the two approaches of the BGWO
algorithm in terms of accuracy and selected feature size. Similarly, compared with BGWOPSO, BPSO,
BGA, WOASAT-2, AβBSF, βHC, BJAM, and BHOA feature selection approaches, the proposed approach
surpassed them and yielded better accuracy and smaller size of feature selection.

INDEX TERMS Binary Grey wolf Optimizer, adaptive β-hill climbing, local search, feature selection,
optimization.

I. INTRODUCTION
The growth in data volume and variety made the evaluating
and extracting process of relevant information from big data
more difficult, which necessarily requires the development of
novel data management, processing, and analysis techniques.
The high dimensional of data is considered a major challenge
in analyzing and extracting insights from big data, due to the
fact that when the dimensionality increases, the computing
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costs increase significantly [1], making it difficult to solve,
particularly for datasets with many features.

Feature selection is a technique concerned with minimiz-
ing the data size and selecting only the most relevant features
and removing irrelevant or redundant ones to improve the
performance and lower the computing costs. There are four
approaches for feature selection: filter-based feature selec-
tion, wrapper-based feature selection, embedding-based fea-
ture selection and hybrid feature selection. [2], [3], where the
filter-based and the wrapper-based approaches can be con-
sidered the most common approaches [4]. In the filter-based
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feature selection approach, features are evaluated using statis-
tical metrics, ignoring the inter-dependencies between them.
The highest-ranking features are selected, increasing the like-
lihood of discovering irrelevant and redundant features that
effectively reduce the set size; however, their accuracy is
low [5]. Chi-square, Information Gain and Document fre-
quency are some of the common filter-based feature selec-
tion approaches [6]. The wrapper-based feature selection
approach is a combination of a learning algorithm and a
feature subset search strategy where it evaluates a candidate
features subset depending on the effectiveness of the applied
learning algorithm [7], [8]. The feature subset is formed
according to the opted search strategy [9]. Since the feature
selection problem falls into the category of NP-hard prob-
lems [10], it is not possible to find the optimal solution in a
polynomial time. Therefore, the optimization techniques are
necessary to obtain a near-optimal solution. In recent years,
there has been growing interest in using metaheuristic algo-
rithms to solve optimization problems, particularly in cases
where traditional optimization techniques such as gradient
descent, are ineffective.Metaheuristics refer to the algorithms
that are designed to explore the solution space intelligently
and efficiently to find a suitable solution within a reasonable
amount of time.

Metaheuristic algorithms have proven successful at com-
ing up with good solutions for complex issues [11].
A variety of metaheuristic optimization techniques are
employed in wrapper approaches to handle the feature
selection problem, like Genetic Algorithm (GA) [12],
Ant Colony Optimization (ACO) algorithm [13], Firefly
Algorithm (FA) [5], and Whale Optimization Algorithm
(WOA) [14].

The GWO is a novel metaheuristic swarm-based optimiza-
tion algorithm inspired by the gray wolf’s natural hunting
mechanism and the leadership hierarchy [15]. It has attractive
characteristics that make it very popular, such as it is easy
and simple to adapt to any optimization problem, it is quick
to converge, derivative-free and parameter-free, and it can
harmonize the wide exploration and nearby exploitation of
the problem search space through its intelligent operators.
Therefore, a wide range of research domains have used the
GWO to tackle their optimization problems, as reported in
the GWO survey [16].

Since the solutions in the feature selection optimization
problem are limited to a binary format, where each feature
has a binary value that indicates whether it is selected or
not, a binary version of GWO called BGWO will be uti-
lized in this study. In the BGWO algorithm, each solution
is updated based on the positions of the top three solu-
tions, alpha, beta, and delta, which moves the algorithm’s
emphasis from exploration to exploitation. As a result, the
algorithm could fall in the local optimal area [17], [18].
To tackle this issue, we suggest hybridizing the BGWO algo-
rithm with the AβCH algorithms to enhance the performance
of the BGWO algorithm in solving the feature selection
problem.

One of the advantages of local search is its ability to find
good solutions quickly. By starting with an initial subset of
features and exploring the nearby feature subsets, the local
search can often find a good solution much faster than the
exhaustive search, which considers all possible subsets of
features. In addition, local search can be combined with other
optimization algorithms to further improve the quality of
exploitation capabilities [19].

AβCH is a recently proposed local search algorithm that is
an adaptable variation of the β-hill climbing algorithm [20].
The AβCH algorithm starts with an initial solution and iter-
atively enhances it by investigating the area around the cur-
rently selected solution. The algorithm systematically adds
or removes features from the solution while measuring the
fitness of each modified solution.

Typically, two alternative models for hybridizing meta-
heuristic algorithms were used. The first one is low-level
hybridization. In this model, one component of a metaheuris-
tic algorithm is replacedwith anothermetaheuristic algorithm
to create a new hybrid algorithm. The second one is high-level
hybridization, where candidatemetaheuristics are executed in
sequence, and the outcome from one metaheuristic algorithm
is used as input for the next metaheuristic algorithm in the
sequence.

In this work, a high-level fashion to enhance the fea-
ture selection classification result is proposed. We propose
a hybrid wrapper feature selection approach based on the
BGWO algorithm with AβCH algorithm (Aβ-BGWO) to
find the optimal feature subset for enhancing the prediction
results.

For the proposed hybrid approach, the K-Nearest Neigh-
bors (KNN) classifier is used as the evaluator. 18 standard
feature selectionUCI datasets are utilized to assess the perfor-
mance of the proposed hybrid approach. The extensive results
and comparisons demonstrate the superiority of the proposed
hybrid approach in decreasing the number of selected features
and improving the classification in terms of accuracy.

To the best of our knowledge, this is the first time the
BGWO algorithm is hybridized with the AβCH algorithm
and applied to solve the feature selection problem. Therefore,
the main contributions of this research are as follows:

• The BGWO algorithm is hybridized with another
recently proposed metaheuristic algorithm called adap-
tive β-hill climbing (AβCH).

• The proposed hybrid approach is evaluated on 18 stan-
dard feature selection UCI datasets using the KNN clas-
sifier.

• The proposed approach is compared with 6 state-of-the-
art metaheuristic based feature selection approaches.

The rest of the paper is structured as follows: Section II
presents the previous related works. Section III provides a
detailed description of our approach. While the setup of
experiments, the results, and the analysis are given in Sec-
tion IV. Finally, SectionV presents the conclusion of thework
and the future scope.
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II. RELATED WORK
Different swarm-based metaheuristic algorithms were imple-
mented to solve the feature selection problem for different
applications to obtain the best possible feature subset, such
as particle swarm optimization (PSO) [21], artificial bee
colony (ABC) [22], ant colony optimization (ACO) [23],
JAYA algorithm [24], β-hill climbing (βHC) [25], and
binary horse optimization algorithm (BHOA) [26]. These
algorithms formulated the feature selection problem as an
NP-hard optimization problem; this demonstrates how these
algorithms are appropriate to tackle the problem [27], [28].
In the following lines, we will go through recent works
that have used the BGWO as a feature selection algo-
rithm. Furthermore, a summary of previous state-of-the-
art BGWO-based feature selection approaches is shown in
Table 1.
According to literature reviews, many studies have used

the BGWO for feature selection. For example, a competitive
BGWO (CBGWO) algorithm to tackle the feature selection
problem in EMG signals classification was proposed [42].
The proposed method permits the wolves to participate in
pairs, where the losers can improve their positions by learning
from the victors. The method was implemented on 10 distinct
subjects, each having 120 features, and it reduced the number
of features by up to 31%. While another study implemented
the BGWO algorithm to enhance the result of their Facial
Emotion Recognition (FER) system [41]. In their approach,
after the data pre-processing stages were performed, the
BGWOalgorithmwas used to choose the best features subset.
Following that, depending on the features picked, a GWO-
based neural network (NN) was utilized to classify the emo-
tions. A Modified GWO (MGWO) algorithm was proposed
for feature selection to aid in the early diagnosis of Parkin-
son’s disease symptoms [40]. The authors used KNN, RF,
and DT classifiers to classify the selected features and com-
pared their proposed algorithm to the Optimized Cuttlefish
Algorithm. They reported that the MGWO achieved better
outcomes. The GWO was strengthened by chaotic theory
in [39] for diagnosing paraquat-poisoned patients, the authors
incorporated the chaos theory with the GWO to establish a
better balance between exploitation and exploration. Their
Enhanced GWO (EGWO) algorithm reduced the number of
features from 119 to approximately 56-73, with a reduced
rate of 38%-53%, after that they used the Extreme Learning
Machine (ELM) classifier to perform the prediction depend-
ing on the optimal subset that had been chosen. While the
authors in [38] suggested a Multi-Strategy Ensemble GWO
(MEGWO) algorithm that improved the global search ability
of the GWO by incorporating the enhanced global-best lead
strategy, adaptive cooperative strategy and disperse foraging
strategy. The suggested approach was tested on 12 standard
UCI benchmark datasets using the KNN classifier, with total
features ranging from 9 to 60. According to the findings,
the reduction rate ranged from 30% to 68%. Despite that the
MEGWO outperformed the GWO’s performance, it includes
additional parameters. Thus researchers who wish to use

it must first train the parameters to have the best possible
setting.

In addition, a binary version of the GWO algorithm and
the PSO algorithm termed as BGWOPSO was presented
in [37], 18 UCI benchmark datasets with total number of
features ranging from 9 to 325 were used. The results
showed a decrease in the number of features from 45% to
87.5% with improvement in the accuracy and the compu-
tational time compared with the BGWO, the Binary PSO,
the binary GA and the WOA. Similarly, [32] merged the
PSO and GWO algorithms, resulting in a hybrid algorithm
known as GWOPSO. The authors employed 17 datasets
from the UCI ML to test the proposed algorithm and the
KNN classifier to assess the performance of the chosen
set of features. To improve the performance of intrusion
detection systems, [36] proposed a modified feature selec-
tion algorithm based on BGWO termed (MBGWO). The
NSL-KDD network intrusion benchmark was used in this
study to evaluate the suggested approach, and the SVM
was used to classify the datasets. The outcomes showed
that the proposed algorithm improved intrusion detection
accuracy by 99.22% and lowered the number of features
by up to 65%.

Another study [34] suggested an enhanced BGWO
(EBGWO) algorithm for feature selection in anomaly detec-
tion. Also, the NLS-KDD dataset was used to evaluate the
proposed approach, and classification was done using the
SVM. The EBGWO decreased the number of features by up
to 54% with an accuracy of 87.46%, according to the testing
data. Reference [35] suggested an improved GWO-based
algorithm for feature selection to increase the performance
of the electronic nose. The presented algorithm was tested
on three electronic nose datasets, and the fitness value of the
proposed algorithm was calculated using the KNN classifier.
While the authors in [33] proposed a framework for financial
crisis prediction using improved GWO (IGWO) and fuzzy
neural classifier (FNC) to find the optimal set of features.
The IGWO-based feature selection method was employed,
and the FNC was used for the classification. Two datasets
were used to test the proposed technique: Australian Credit
and German Credit. The proposed framework reduced the
number of features in the Australian Credit dataset by 50%
and the German dataset by 63%, with an average accuracy of
98.85%.

Another approach was introduced by [31] to deal with
feature selection issue using the GWO algorithm termed
Two Phase Crossover Grey Wolf Optimization (TCGWO).
The authors improved the algorithm by using a two-phase
crossover operator; the approach was trained using the KNN
classifier on 10 standard UCI benchmark datasets with a
total number of features ranging from 4 to 19. According to
the findings, the proposed algorithm outperformed the FA,
WA, MVO, and PSO algorithms, and the reduction rate of
features ranged from 37.5% to 70%. Furthermore, the GWO
as a feature selection algorithm [30] was implemented to
build a plant leaf classification system, where three ML were
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TABLE 1. GWO-based feature selection summary.

utilized to classify the leaves: NB, SVM and RF. The system
was evaluated on the Flavia dataset; the results showed that
the GWO outperformed the PSO in the number of selected
features, accuracy, precision, recall, and F-measure. Also,
an approach based on multi-objective BGWO (MOBGWO)
to cope with the feature selection problem in energy con-
sumption of appliances [29]. In this study, four ML methods
were implemented: RF, Extra trees (ET), DT, and KNN, the
result showed that the existing algorithms such as the GA
and PSO algorithms performed worse than the suggested
algorithm.

Based on the findings of prior studies, the GWO as an
optimization algorithm achieved good results in seeking the
optimal solutions, where flexibility and simplicity are char-
acteristics of it [43]. On the other hand, the GWO algorithm
obviously showed that each solution is updated based on the
positions of the top three solutions, alpha, beta, and delta
in the population, which moves the algorithm’s emphasis
from exploration to exploitation. As a result, the algorithm
has early convergence and gets stuck in the local minima
area [17], [18]. Even though the aforementioned algorithms
offer significant benefits, the no free lunch (NFL) theo-
rem [44] proves that no optimization algorithm can com-
pletely solve all optimization problems. Each optimization
algorithm has its own pros and cons, leaving open the pos-
sibility of improving the BGWO’s performance in terms of
exploitation. This motivates us to propose a hybrid version of
BGWOwith the well-known local search algorithmAβCH to
improve the performance of BGWO in terms of local search
ability and convergence rate by finding the local optimal

solution in each search iteration to enhance feature selection
solutions.

III. PROPOSED METHOD
A high-dimensional dataset contains redundant, nosy, and
irrelevant features. Furthermore, in such datasets, the search
space expands, making determining the best set of features
difficult and time-consuming. Feature selectionmethods seek
to minimize the data’s dimensionality and only choose the
most important features to improve the classification perfor-
mancewhile lowering the computing costs [45]. To tackle this
issue, a wrapper feature selection approach combining the
Aβ-BGWO algorithm with the KNN classifier is proposed.
In this section, we begin by providing an overview of the
KNN classifier, the adaptive β-hill Climbing algorithm, the
BGWO algorithm, the S-shape curve, followed by a detailed
description of the Aβ-BGWO algorithm.

A. KNN CLASSIFIER
In wrapper feature selection approaches, learning algorithms
are used to determine the performance of the selected fea-
tures [32]. KNN classifier is a simple supervised ML algo-
rithm for solving classification issues; it assumes that new
testing data and existing data are similar, so it categorizes the
new data into the category closest to the existing categories.
Some factors, such as the K value, impact the performance
of a KNN classifier. Suppose the K value is set too low; the
performance may suffer as a result of noisy data, whereas if
the K value is set too high, the performance may suffer due
to a lack of ability to anticipate training data [46]. Figure 1
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FIGURE 1. KNN classifier when k=3, k=7, and classes = 2.

shows an example of KNN classification. The test object
(green dot) should be classified as either a blue class or a red
class. If k = 3, the test object is assigned to the blue dots
because there are 2 blue dots and only 1 red dot inside the
circle area. If k = 7 it is assigned to the red dots where there
are 4 red dots vs 3 blue dots inside the square area. Many
research have utilized the KNN as a learning algorithm to
determine the performance of the selected features because
of its simplicity, as shown in Table 1. This encouraged us to
utilize this ML algorithm in our study.

B. ADAPTIVE β-HILL CLIMBING
Recently, a new variation of the β-hill climbing algorithm
known as the adaptive β-hill climbing (AβCH) algorithmwas
proposed by [20]. The comparative outcomes demonstrate
the applicability of the suggested adaptive algorithm, where
it has achieved competitive results for the IEEE-CEC2005
datasets [47]. In the β-hill Climbing algorithm, the param-
eters N and β are set in advance and remain fixed during
the search. The AβCH algorithm adjusted these parameters
based on the algorithm’s performance. Where the N param-
eter is updated during the search and starts with a value close
to one, this value is reduced as the iteration number increases,
allowing the algorithm to dynamically adjust the value of
N in response to the results of the search. The method for
updating the N parameter during the search is introduced
in [48] as follows:

Nt = 1 − Ct (1)

Ct =
t
1
k

Maxβ
1
k
iter

(2)

where Nt is the value of N at time t. The value of N is
gradually reduced from a starting value close to one to a value
close to zero over the journey of the search, with the rate of
reduction controlled by a fixed numberK , andMaxβiter is the
AβHC algorithm’s maximum number of iterations.
The value of the β parameter is deterministically adapted

within a specific range of [βmin, βmax]. The specific range of

[βmin, βmax] is determined as introduced in [49] as follows:

βt = βmin + t ∗ (βmax − βmin)/Maxβiter (3)

where, the value ofβt is the value of theβ rate at time t .βmin is
the minimum value of the β rate, βmax is the maximum value
of the β rate, and t is the current time. Algorithm 1 shows the
pseudocode of the AβHC algorithm.

Algorithm 1 Pseudocode for the AβHC
1: Initialize AβCH parameters: βmin, βmax , and K
2: Initialize solution of x

xi = Lβi + (Uβi − Lβi) ∗ U (0, 1) ∀i = 1 . . .N

3: Calculate(f(x))
4: t=0
5: While t ≤ Maxβiter

x’=x
Calculate Ct using Eq. (2)
Calculate Nt using Eq. (1)
Select random position R− pos ∈ (1,N)
x ′
R−pos = x ′

R−pos +Nt
x’’=x’
Update βt using Eq. (3)
For i = 1 · · · N do

Select ra ∈ [0, 1]
If (ra ≤ βt ) then

x ′′
i = xk , where xk ∈ xi

End If
End For
If f (x ′′) ≤ f (x) then

x=x’’
f (x) = f (x ′′)

End If
t = t + 1

End While

C. BGWO ALGORITHM
The BGWO algorithm and how it works will be covered in
this subsection.

The GWO algorithm was developed by Mirjalili et al [15].
As the name implies, it is a metaheuristic inspired by nature
and based on wolves’ herd behavior. This algorithm explores
the search space for an optimal solution, similar to other
nature-inspired metaheuristics such as the GA and the ACO.
It is considered one of the most recent swarm algorithms [16],
where the algorithm follows these idealized steps:

1) Encircling prey
The first action of gray wolves hunting is encircling
their prey. The encircling behavior can be expressed
mathematically as:

X (t + 1) = Xp(t) − A ∗ D (4)

where X is the position vector of a grey wolf, Xp is the
position vector of the prey, t is the current iteration, t+
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1 is the next iteration, A and D are coefficient vectors
expressed as

D = ∥C ∗ Xp(t) − Xt∥ (5)

where

C = 2r2 (6)

and

A = 2a ∗ r1 − a (7)

where r1 and r2 are randomly generated vectors in the
range of [0-1], while a is a vector that decreases linearly
from 2 to 0 throughout iterations changes; it can be
illustrated in the following way:

a = 2 − t
2

Maxiter
(8)

where t denotes the current iteration and Maxiter
denotes the maximum number of optimization itera-
tions.

2) Hunting Prey
The social hierarchy of wolves consists of four distinct
levels: alpha, beta, delta, and omega. In most cases, the
alpha leads the hunt, also hunting may be led by the
beta and delta occasionally. Because we don’t know
what is the optimal solution, we can consider alpha,
beta, and delta to be the best three options, and we can
let the remaining wolves (omega) start looking for new
solutions. To simulate this, the best three solutions can
be denoted by the following formulas.

X1 = Xα(t) − A1 ∗ Dα

X2 = Xβ (t) − A2 ∗ Dβ

X3 = Xδ(t) − A3 ∗ Dδ (9)

where

Dα = ∥C1 ∗ Xα − X∥

Dβ = ∥C2 ∗ Xβ − X∥

Dδ = ∥C3 ∗ Xδ − X∥

(10)

As a result, other wolves (omega) should be required to
update their positions in the following manner:

X(t+1) =
X1 + X2 + X3

3
(11)

A binary version of GWO presented by [50] was used to
tackle the binary limitation of the feature selection problem.
BGWO algorithm is designed to solve optimization problems
in which the variables can take on only two possible values,
0 and 1. The BGWO algorithm follows the basic steps of the
Gray Wolf Optimization (GWO) algorithm, which involves
the following phases: Initialize the positions of the search
agents (wolves) randomly in the search space, then evalu-
ate the fitness value of each search agent by applying the

objective function. After that, select the alpha, beta, and delta
wolves as the three best search agents based on their fitness
values; then, the position of each search agent is updated
by following a specific formula based on the position of the
leader wolves. The next step is Applying a boundary handling
method to ensure the search agents remain within the search
space boundaries, then checking if the termination condition
has been met. If yes, the algorithm returns the best solution
value (alpha), else returns back to the fitness evaluation step.
Algorithm 2 shows the pseudocode of the BGWO.

Algorithm 2 Pseudocode for the BGWO Algorithm for Fea-
ture Selection
1: Initialize BGWO parameters
2: t = 1
3: Randomly initialize BGWO population wi, ∀i =

1, 2, . . . ,N
4: Calculate the fitness value f of each search agent in the

population according to Eq. (16)
5: Select the best three solutions Xα , Xβ and Xδ

6: While t ≤ Maxiter
For i = 1 to N

Update the position of the current search
agentWi by Eqs. (9-11)

End For
Update the parameters C , A and a according to Eqs.
(6-8)
Calculate the fitness value f of all search agents in
the population by Eq. (16)
Update Xα , Xβ and Xδ

Save the best solutions Xα , Xβ and Xδ

t = t + 1
End While

7: Return Xα

D. THE S-SHAPE CURVE TRANSFER FUNCTION
The transfer function is used to transform the input features
into a more useful representation format by converting the
values from a real form to a binary form, which are then
used to represent the candidate solutions in the binary search
space. As the feature selection problem’s solutions only have
0 and 1 values. We have employed a binary version of GWO
presented by [50] to tackle this limitation. The authors in [50]
proposed two approaches for manipulating the binary rep-
resentation; in the second approach, the sigmoid function
was used to convert a vector of data from continuous to
binary form. The sigmoid function or the so-called sigmoid
curve is a mathematical function that has an ‘‘S’’-shaped
curve. We chose the second approach in our search since it
outperformed the other one in terms of performance. In this
approach, the main updating equation, shown in Equation 12,
was employed to force the updated gray wolf position vector
to be binary and to allow thewolves tomove in a binary search
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FIGURE 2. BGWO Solution Representation.

space.

Xt+1 =

{
1 if sigmoid(Xt+1) > rand()
0 otherwise

(12)

where Xt+1 is the continuous solution vector at iteration t+1,
rand() is a random number ∈ [0, 1].

E. IMPROVED BGWO BASED ON AβCH
Implementing the Aβ-BGWO algorithm for determining the
best subset of features with the KNN classifier is described
in depth in this subsection, including the BGWO universe
representation, the applied fitness measurement and the Aβ-
BGWO architecture.

1) SOLUTIONS’ REPRESENTATION AND INITIALIZATION
The solutions generated by the BGWO algorithm can be
mathematically represented as an array of randomly gen-
erated real numbers with upper and lower boundaries. All
upper and lower bounds are set to 1 and 0, respectively. Each
solution has the same number of features obtained, and it is
initialized using Equation 13.

wij = lb+ (ub− lb) ∗ rand() (13)

where wij is a representation of the value of feature j for the
wolf i, lb is the lower bound and ub is the upper bound. Then
after applying Equation 13 the solutions vectors for every
wolf are converted to the binary format by applying Equation
14

wij =

{
1 if wij > 0.5
0 otherwise

(14)

Figure 2 shows a representative graphic for initializing a
solution by Equations [13, 14]. When the feature value is 1,
it indicates that the feature has been picked; if it is 0, it indi-
cates that it has not been selected. For instance, wi has a
11010 solution vector with five features, which indicates that
the first, second and fourth features were chosen, while the
third and the fifth features were not.

TABLE 2. Benchmark datasets.

TABLE 3. Aβ-BGWO Parameters.

2) OBJECTIVE FUNCTION
Feature selection problem is considered a multi-objective
problem with two main objectives, which are reducing the
number of selected features andmaximizing the classification
accuracy simultaneously. To deal with these two opposed
objectives, we need a fitness function as feedback to assess
the solutions provided by the Aβ-BGWO algorithm and
aid the approach in identifying a desirable minimum set of
features while also maximizing classification accuracy. The
fitness function shown in Equation (16) is utilized in this
study to deal with these two objectives and balance between
them. The first step is to implement the KNN classifier to
acquire classification accuracy, which is used to find the error
rate value using Equation (15). After that. The fitness function
f is calculated. The Aβ-BGWO algorithm has been updated
to minimize the value of fitness function f .

γ = 1 − acc (15)

f = α × γ + β
|R|

|M |
(16)

where f denotes the fitness function value, γ is the error
rate for the KNN classifier, |R| is the number of selected
features and |M | is the total number of features. α ∈ [0, 1]
and β= (1- α) are two parameters to control the importance
of classification quality and the subset length [50].

3) UPDATE POPULATION
Like all other swarm algorithms, the Aβ-BGWO algorithm
repeats a series of stages and updates the outcomes using a
set of equations each time.
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FIGURE 3. Aβ-BGWO Flowchart.

TABLE 4. A comparison between the proposed Aβ-BGWO and the original dataset using the KNN classifier in terms of accuracy and No. of selected
features.

The algorithm (3) provides a pseudocode for the proposed
approach. The First step is to set the Aβ-BGWO parameters,
which include the number of wolves in the population, the

coefficient vectors A,C, a, the maximum number of itera-
tions required to complete the termination operation, Bmax ,
Bmin, and K . Following that, each wolf is initially assigned
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FIGURE 4. The convergence curves of BGWO and Aβ-BGWO algorithms for all datasets.

to a random position solution vector [Wi = fi1, fi2, . . . .fim],
where m denotes the total number of features and i denotes
the ith candidate solution. In the third step, the fitness value
f for each search agent Wi in the population will be cal-
culated using Equation 16, followed by identifying the best
three solutions Xα, Xβ and Xδ to update the solutions of
the wolves using to Equations 9-11. The coefficient vectors
parameters A, C , and a will then be updated using Equations
6-8, and again the fitness value f for each search agent wi in
the population will be calculated according to Equation 16,

then keeping track of the best three solutions Xα, Xβ and
Xδ, after that the AβCH algorithm will apply for the new
search agents (offspring solutions) to improve them locally.
Thereafter, the Xα, Xβ and Xδ solutions are selected. Finally,
if the termination requirements are met, the proposed method
will end the search and retain the best solution Xα; otherwise,
it will repeat the third step.

To identify the optimum feature subset, the feature selec-
tion algorithm must locate the global optima, which neces-
sitates rigorous search space exploration and exploitation.
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FIGURE 5. Classification accuracy obtained by Aβ-BGWO with state-of-the-art feature selection
approaches for 18 UCI datasets.

As a result, we have enhanced BGWO’s exploitation pow-
ers through AβHC as shown in Algorithm 3.

According to Aβ-BGWO analysis, the worst time com-
plexity is

O(Maxiter ∗ (Agentnum ∗ Fittnestime + D)) (17)

where Maxiter is the maximum number of iterations,
Agentnum is the number of wolves, Fittnestime is the amount of

time needed to calculate a specific agent’s fitness value using
the KNN classifier, and D is the total number of features.
Figure 3 illustrates the flowchart of proposed Aβ-BGWO

for feature selection

IV. RESULT AND DISCUSSION
This section will discuss the outcomes of the proposed hybrid
approach for the datasets listed in Table 2.
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FIGURE 6. Number of selected features obtained by Aβ-BGWO with state-of-the-art feature
selection approaches for 18 UCI datasets.

A. EXPERIMENTAL SETUP
In this study, the performance and effectiveness of the pro-
posed approach were evaluated using 18 benchmark datasets
from the UCI ML Repository (see Table 2). Our experiments
were carried out on a personal computer with a Core i7
processor having 2.6 GHz frequency, 16GB of RAM, and
1TB of hard disk space. The framework is written in Python
programming language.

The Aβ-BGWO algorithm’s parameters are specified as
mentioned in Table 3; these parameters were applied
in [37] and [50]. For all experiments, we used 10-fold cross-
validation during the classification process, which involved
splitting the dataset into 10 equal parts and using one of
those parts for testing and the other 9 parts for training, this
technique was adopted from [37], [51], and [52]. The classifi-
cation process is repeated 20 times for each dataset, then the
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TABLE 5. Classification accuracy comparison between the proposed
Aβ-BGWO, the two approaches of BGWO (bGWO1,bGWO2), and with
original Dataset using KNN classifier.

Algorithm 3 Pseudocode of the Aβ-BGWO Algorithm for
Feature Selection
1: Initialize BGWO and AβCH parameters
2: t = 1
3: Randomly initialize BGWO population wi, ∀i =

1, 2, . . . ,N
4: Calculate the fitness value f of each search agent in the

population according to Eqs. (15, 16)
5: Select the best three solutions Xα , Xβ and Xδ

6: While t ≤ Maxiter
For i = 1 to N

Update the position of the current search
agentWi by Eqs. (9-12)

Update the parameters C , A and a according to Eqs.
(6-8)
Calculate the fitness value f of all search agents in
the population according to Eqs. (15, 16)
Update Xα , Xβ and Xδ

Apply AβCH algorithm
Save the best solutions Xα , Xβ and Xδ

t = t + 1
End while

7: Return Xα

average accuracy, average number of selected features, and
average fitness across 20 runs are reported. Moreover, The
literature clarifies that they accomplished an iterative calcu-
lation to determine the proper value of K. Their experiments
show that the k = 5 value is able to produce the best overall
results across all datasets. This value of k=5 was adopted

in many state-of-the-art methods targeting similar problem
[25], [26], [37], [50], [51], [52], [53].

B. THE RESULTS OF Aβ-BGWO
In this section, we have analyzed and evaluated the outcomes
of the suggested approach.

As illustrated in Table 4, the Aβ-BGWO achieved >=99%
accuracy rate for 11 datasets named: BreastCancer, Con-
gressEW, Exactly, IonosphereEW, KrvskpEW, Lymphogra-
phy, M-of-N, SonorEW, Vote, WineEW, and Zoo. It is worth
highlighting that Aβ-BGWO demonstrated a remarkable
achievement of a 100% accuracy rate in six of these datasets.
Moreover, Table 5 presents a comparison of classification
accuracies among the proposed approach, the two approaches
of BGWO (bGWO1, bGWO2), and the original dataset using
the KNN classifier. we can observe that the results of the Aβ-
BGWO outperformed the others in all datasets in terms of
accuracy. This indicates the algorithm’s ability to efficiently
select relevant features, which is an important aspect of fea-
ture selection problems.

Based on the information in Tables 4 and 5, it can be
concluded that the use of AβCH significantly improves the
performance of the BGWO algorithm in terms of explor-
ing the search space and obtaining better solutions. This is
evident from the improvement in classification accuracy by
more than 15% on several datasets such as Exactly, HeartEW,
IonospereEW, Lymphograpgy, PenglungEW, SonarEW, and
WineEW. Furthermore, in Figure 4, the convergence behav-
ior of the proposed AβCH algorithm is displayed, allowing
for a comparison with the convergence behavior of other
algorithms. The x-axis represents 100 iterations, while the
y-axis represents the corresponding fitness values, providing
a visual representation of the convergence process. Accord-
ing to the data, it seems that Aβ-BGWO performed better
than BGWO since the curve for Aβ-BGWO consistently
displayed lower values (which can be interpreted as higher
performance) than BGWOacross all datasets. This shows that
in the given search space, Aβ-BGWO was more effectively
able to converge to a better solution than BGWO.

C. COMPARISON WITH THE STATE-OF-ART
The proposed algorithm Aβ-BGWO was compared with
9 state-of-the-art algorithms for feature selection: BGWOPSO,
bGWO2, BPSO, BGA, WOASAT-2, AβBSF, βHC, BJAM,
and BHOA. Reading the results in Table 6 and Figure 5,
as a whole, illustrate that the performance of the Aβ-BGWO
algorithm with the proposed approach outperformed the
BGWOPSO, bGWO2, BPSO, BGA, WOASAT-2, βHC,
BJAM, and BHOA algorithms in twelve datasets, and better
than AβBSF in five datasets, while it can provide very
competitive results for the remaining datasets in term of
accuracy.

Table 7 and Figure 6 show how the proposed Aβ-BGWO
performs better in most datasets in term of selecting less num-
ber of features, where the average number of selected features
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TABLE 6. Comparison of classification accuracy obtained by Aβ-BGWO with some state-of-the-art feature selection approaches for 18 UCI datasets.

TABLE 7. Comparison of the number of selected features obtained by Aβ-BGWO with some state-of-the-art feature selection approaches for 18 UCI
datasets.
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TABLE 8. Comparison results in terms of the average fitness values obtained by Aβ-BGWO with some state-of-the-art feature selection approaches
for 18 UCI datasets.

for the proposed algorithm is 7.4, which is fewer than the
average number of selected features for the nearest algorithm
βHC, which averages 11.2. The other algorithms (AβBSF,
BGWOPSO, WOASAT-2, BJAM, BHOA, bGWO2, BPSO,
and BGA) have a higher average number of selected features
(12.1, 15.88, 15.99, 16.4, 18.4, 19.69, 21.66, and 21.77,
respectively). Furthermore, a comparison in terms of average
fitness values obtained by Aβ-BGWO with other algorithms
was presented in Table 8, according to the presented results,
the Aβ-BGWO algorithm outperforms the other algorithms
in fifteen datasets, while it can provide very competitive
results compared to the other algorithms for the remaining
datasets.Moreover, based on the convergence curve depicted
in Figure 4, it is evident that Aβ-BGWO outperformed other
state-of-the-art algorithms. This observation indicates that
within the provided search space, Aβ-BGWO demonstrated
a more effective ability to converge towards optimal solutions
when compared to its counterparts.

The results in Tables 6, 7, and 8 indicate that the Aβ-
BGWO can achieve good classification results while reduc-
ing the number of features used, leading to a more efficient
and interpretable model, which can be helpful in various real-
world applications. Overall, the proposed Aβ-BGWO still
demonstrates good results on all 18 datasets, which indicates
its ability to find optimal solutions effectively and demon-
strates the ability to balance exploitation and exploration
during optimization.

V. CONCLUSION
An improved feature selection approach is proposed by
hybridizing the BGWO algorithm with AβCH local search
algorithm. Through hybridizing the BGWO with the AβCH
the proposed approach improves the accuracy and conver-
gence speed of the solution. The AβCH algorithm is known
for its ability to find the local optimum efficiently, and by
incorporating this algorithm into the BGWO algorithm, the
Aβ-BGWO algorithm can improve the quality of the solution
obtained by the BGWO algorithm.

To validate the performance of the proposed approach,
18 standard feature selection UCI benchmark datasets were
used. The performance of the proposed hybrid approach
was compared with nine feature selection approaches called
BGWOPSO, bGWO2, BPSO, BGA, WOASAT-2, AβBSF,
βHC, BJAM, and BHOA. The study results showed that the
proposed approach outperformed a wide range of approaches
in terms of accuracy, number of features selected and the
fitness value. The comparison of the fitness also showed the
superior performance of the proposed approach compared to
other state-of-the-art approaches. This indicates the ability of
the Aβ-BGWO algorithm to control the trade-off between
exploratory and exploitative behaviors during optimization
iterations, which is an important aspect of optimization algo-
rithms. The high accuracy and efficient feature selection pro-
vided by the Aβ-BGWO algorithm can be valuable in many
ML and data analysis applications.
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For future works, the Aβ-BGWO algorithm has a wide
range of potential applications, and there is room for fur-
ther exploration and experimentation. Applying the Aβ-
BGWO algorithm to different real-world problems, such as
facial emotion recognition, engineering optimization prob-
lems, handwriting recognition, and sentiment recognition,
can provide valuable insights into the algorithm’s capabil-
ities and potential for solving complex optimization prob-
lems. Additionally, hybridizing the Aβ-BGWO algorithm
with other meta-heuristic algorithms can further enhance its
performance and broaden its range of applications. This can
also provide opportunities to explore different combinations
of algorithms and identify the best combination for a partic-
ular optimization problem. Finally, experimenting with the
Aβ-BGWO algorithm using other popular classifiers, such
as SVM and Naive Bayes, can provide a comprehensive
evaluation of the algorithm’s performance and its ability to
solve complex optimization problems in different domains.
In conclusion, there is ample scope for future work on the
Aβ-BGWO algorithm, and its performance can be further
enhanced and validated through additional experiments and
applications in various domains.
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