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ABSTRACT The RCL Shunted-Josephson Junction (RCLSJJ) circuit models are complex. They show
chaotic behaviour due to internal and external perturbations such as environmental noise, high operational
frequencies, parameter variations, and external device forces. The RCLSJJ chaotic behaviour has appli-
cations in secure information communication systems (SICS). SICS require synchronization to recover the
original signals. This research article proposes a novel adaptive robust control strategy for synchronizing two
identical RCLSJJ chaotic systems exposed to bounded unknown exogenous disturbances and un-modelled
dynamics. The proposed control strategy achieves faster and smoother convergence of the synchronization
error vector to zero. This controller synthesis the control signals without eliminating the nonlinear terms in
the closed-loop and is independent of the system’s parameters. These characteristics make the closed-loop
performance robust, ensuring smooth state-variable trajectories. The proposed controller uses estimates of
unknown model uncertainties and bounds to compensate for unknown exogenous disturbances. Proofs of
mathematical analysis are based on the Lyapunov second theorem of stability. Theoretical findings get
verified through computer simulations showing that the proposed control technique quickly compels the
error vector to the origin with less active oscillations for all signals. Comparative computer simulations
confirm that the performance of the designed controller is better than the other state-of-the-art feedback
controllers. The proposed strategy is applied to encrypt and decrypt one-dimensional and two-dimensional
messages in secure communication systems.

INDEX TERMS Adaptive controller, RCL shunted-Josephson junction model, chaos synchronization,
Lyapunov stability theory, secure communications.

I. INTRODUCTION
In natural and social sciences, some dynamical systems
exhibit chaos, which results in irregular and unpredictable
complex signals due to their aperiodicity and limited pre-
dictability [1]. Chaotic systems are characterized by strange
attractors with fractal or multi-fractal structures [2], defying
synchronization behaviour. Two or more chaotic systems
can synchronize with a strong coupling force, oscillating
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in the same response time [3]. The synchronization phe-
nomenon has significant applications in various fields such
as aeronautical and space engineering, electronics, power
grids, robotics, biophysical and mechanical systems [4],
[5], [6], [7], [8], [9] (among others). For example, chaotic
gyroscope synchronization performs navigations and pro-
vides stability in orbiting satellites, automobiles, and space
launch vehicles [4]. Spontaneous synchronization in power
grids is desirable to ensure that introducing alternative power
sources, i.e. solar, wind, and other sources, does not dis-
turb its synchronization attitude [5]. Chaos synchronization
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compensates for load disturbances in the single-machine
infinite bus, facilitating an interference-free electric power
supply [6]. Synchronization in the coronary artery system
helps diagnose cardiopathy risk and propose treatment to
prevent arrhythmia problems [7].

Various feedback control strategies have been developed
to synchronize chaotic systems, including sliding mode con-
trol [10], nonlinear control technique [11], sample data
control method [12], adaptive control methodology [13],
H∞ control design approach [14], etc. Among these, the
adaptive control technique is an effective strategy for control-
ling slow time-varying dynamical systems.

The Josephson Junction devices show high operating
frequency and low energy consumption [15]. Various Joseph-
son Junction models, including the RCL Shunted-Josephson
Junction (RCLSJJ), are reported in the literature [16],
[17], [18]. Despite their irregular complex behaviour [19],
RCLSJJs can maintain a stable frequency for an extended
period, making them useful for applications that require pre-
cise timing, amplitude, and frequency [20]. These include
superconducting quantum interference devices (SQUIDs),
superconducting qubits, high-frequency signal generators,
superconducting resonators, and sensors for various applica-
tions [21], [22]. The RCLSJJs’ circuit parameters can vary
due to internal and external factors, producing resonance
perturbations and generating chaos in the system [16]. The
RCLSJJ model is primarily used to study superconducting
Josephson junctions’ dynamics under an external electro-
magnetic field [17]. It is also used to construct the Bloch
oscillating transistor [23].

The RCLSJJ chaotic systems’ synchronization has poten-
tial applications in different fields. Using synchronized
Josephson junctions in high-temperature superconductors
makes it possible to construct a compact Terahertz oscilla-
tor [24]. Although a single Josephson junction’s radiation is
weak, power radiation from synchronized Josephson junc-
tions is feasible [25]. Two chaotic RCLSJJ models can form
encryption and decryption of messages in secure commu-
nication systems using synchronization arrangements [26].
Several feedback controller schemes synchronizing coupled
chaotic RCLSJJ systems’ behaviour are available in the liter-
ature. A brief review of this research is as follows.

Ucar et al. [27] proposes an active control methodology
investigating the synchronization of two coupled chaotic
RCLSJJ systems. The closed-loop stability is investigated
using the Routh-Hurwitz criterion, assuming that the state
variables are measurable and parameters are known prior.
Vincent et al. [28] utilizes a Lyapunov-based backstepping
feedback control design to accomplish chaos control and
synchronization of the RCLSJJ chaotic system. Motivated
to reduce the number of control inputs, Chen et al. [29]
develops a single input sliding mode controller that realizes
two identical chaotic RCLSJJ systems synchronization with
noise disturbances. The adaptive control strategy [30] accom-
plishes uncertain RCLSJJ chaotic systems synchronization.
Ojo et al. [31] uses the active backstepping control design to

achieve three chaotic RCLSJJ systems compound synchro-
nization. Khooshehmehri et al. [32] recently developed a
robust adaptive controller synchronizing two coupled chaotic
RCLSJJ systems with un-modelled dynamics.

The following items discuss the motivations and
challenges.

1) The articles [27], [28], [29], [30], [31], [32] propose
feedback control strategies to synchronize two identi-
cal chaotic RCLSJJ systems using the nonlinear terms
cancellation approach. These approaches require the
exact measurement of state variables and parameters,
which is impossible technologically. Even precise mea-
surement processes are complicated due to noise and
parameter uncertainties in the measurement system
and plant dynamics [13]. Consequently, employing
such control design strategies [27], [28], [29], [30],
[31], [32] leads to residual nonlinear parts in the
closed-loop system, leading to erroneous control efforts
and causing instability [13]. These residual terms
generally affect closed-loop performance, including
transient behaviour and steady-state, leading to long-
time delays.

2) The feedback controller approaches [27], [28], [29],
[30], [31], [32] develop control signals that produce
large oscillations generating voltage fluctuations in the
RCLSJJ system. These fluctuations affect the smooth,
steady flow of current, which cause adverse effects on
the synchronization performance. As a consequence,
the closed-loop system may become unstable.

3) External sources, such as current flow and voltage
fluctuations, can generate disturbances in RCLSJJ cir-
cuits, which can negatively impact their performance
due to conduction, electrostatic coupling, or elec-
tromagnetic induction [33]. The noisy environment
and fluctuations due to high operational frequencies
cause uncertainties in the RCLSJJ circuit’s parame-
ters [22], [23], [24], affecting the proposed control
design methodologies [27], [28], [29], [30], [31], [32].
As a result, the closed-loop system may lose its
stability.

4) Reducing energy consumption in the synchronization
process is a challenging problem. Fluctuation-free error
convergence consumes low energy, inspiring the devel-
opment of fast convergence synchronization controllers
with lesser oscillations [13]. The accuracy of syn-
chronizing coupled RCLSJJ chaotic systems maintains
the smooth flow of current and retains the standard
voltage [33]. The feedback controller approaches [27],
[28], [29], [30], [31], [32] require hefty controller
gains to reduce fluctuations in the synchronization error
signals. However, significant amplitude control sig-
nals oscillation still exists. This controller’s attribute
demands high energy. Moreover, heightened gains lead
to overshooting the system’s state variables and satu-
ration of the controller’s output, which may render the
closed-loop system unstable.
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5) In practice, fast convergence rates are desirable to
ensure optimal system performance in a rapidly chang-
ing environment. Slow convergence rates may cause
the actuator to malfunction, and the system performs
poorly. The feedback controllers [27], [28], [29], [30],
[31], [32] offer a smaller synchronization error con-
vergence gradient, resulting in slow error convergence
behaviour.

The above challenges motivate designing state-feedback
controllers for synchronizing two identical RCLSJJ chaotic
systems possessing the following attributes.

1) The controller should avoid the closed-loop’s nonlinear
terms cancellation.

2) It should be robust to time-varying unknown model
uncertainties and exogenous disturbances and accom-
plish faster error vector convergence rates.

3) It should generate error and control signals with
reduced oscillations.

This article aims to achieve the following two main objec-
tives regarding controller design.

1) Robust closed-loop development
The closed-loop state variables should be insensitive to
the exogenous disturbances and smooth slow parameter
variations, i.e. the synthesized control effort should
penalize these effects.

2) Synthesizing a smooth control effort
The controller should synthesize a smooth control
effort for an energy-efficient closed loop that main-
tains chaotic RCLSJJ systems synchronization stabil-
ity, ensuring steady current and voltage flow without
inducing closed-loop dynamics fluctuations.

Therefore, this article proposes a novel robust direct adap-
tive synchronization control strategy (RDASCS) that resolves
the above challenges. The article discusses closed-loop sta-
bility based on mathematical analysis, computer simulations,
and comparative theoretical and analytical critique.

The analysis shows that the proposed RDASCS attributes
are as follows.

1) The developed closed-loop is robust-stable, oscillation
free, and fast.

2) The control law does not rely on cancelling the
closed-loop dynamical system’s nonlinear terms; there-
fore, the closed loop is irresponsive to time-varying
exogenous disturbances and model uncertainties.

3) The control signals are smooth; such control efforts do
not develop oscillations in the system dynamics and
keep the closed-loop robust-stable.

The paper proves the closed-loop robust asymptotic sta-
bility using the Lyapunov second theorem of stability [34].
The closed-loop performance is compared with other recently
state-of-the-art synchronization control methods [32], [35]
discussing the synchronization of similar chaoticsystems.
The proposed algorithm is also applied to secure communica-
tion systems for encrypting and decrypting one-dimensional
and two-dimensional messages.

The rest of the paper is organized as follows.
Section II describes the terminology. In Section III, the

article illustrates the RCLSJJ system’s chaotic dynamics.
Section IV formulates the problem of synchronizing two
identical RCLSJJ chaotic systems. Section V designs a novel
adaptive feedback controller for synchronizing master-slave
RCLSJJ chaotic systems and proves robust closed-loop sta-
bility. Section VI gives numerical simulations with compar-
ative studies and applications to SCS. Section VII concludes
the manuscript.

II. NOTATIONS AND SYMBOLS
Table 1 describes the terminology.

III. THE CHAOTIC RCL SHUNTED-JOSEPHSON JUNCTION
CIRCUIT DYNAMICS
Equation (1) represents the normalized form of the RCLSJJ
system [16].

h
2qe

dθ (t)
dt

= V (t)

C
dV (t)
dt

+
V (t)
RV

+ Ic sin θ (t) + Is(t) = I

V (t) = Ls
dIs(t)
dt

+ Is(t)Rs (1)

where qe represents the electronic charge, and h is the plank
constant. V (t), Ls, and Rs are the Josephson junction voltage,
shunt inductance, and shunt resistance, alternatively. θ (t),
I , and Is (t) denote the superconducting order parameter
phase difference across the junction, input DC bias, and
shunt current, alternatively. RV , Ic, and C indicate the non-
linear junction resistance, critical current, and capacitance
alternatively.

The nonlinear junction resistance RV is described in (2).

RV =

{
RN , |V | > Vg
Rsg, |V | ≤ Vg

(2)

where Vg =
21
qe

denotes the gap voltage that depends on the
Josephson junction energy gap 1. Rsg and RN represent the
sub-gap resistance and normal state resistance, respectively.

Let x1 (t) = θ (t), x2 (t) = V (t), and x3 (t) = Is (t),
Eq. (3) represents the RCLSJJ system dynamics in state-space
format.

ẋ1(t) = x2(t)

ẋ2(t) = −
1
βc
gx2(t) −

1
βc

(x3(t) + sin x1(t) − i)

ẋ3(t) = −
1
βL
x3(t) +

1
βL
x2(t) (3)

where βc =
4π IcR2sC

h , βL =
4πeIcL

h , and g =
Rs
RV

. βc,
βL , and i denote the capacitance, inductance, and external
current, alternatively [16], [18]. For numerical simulations,
let us choose βc = 0.707, βL = 2.68, g = 0.0478, and
i = 1.2 [16], [18]. Equation (4) describes the RCLSJJ chaotic
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TABLE 1. Notations and symbols. TABLE 1. Notations and symbols.

system (3) matrix form.

ẋ(t) =

 ẋ1(t)
ẋ2(t)
ẋ3(t)

 =

 0 1 0
0 −a1a3 −a1
0 a2 −a2

  x1(t)
x2(t)
x3(t)


+

 0
−a1 sin x1(t)

0

 +

 0
a1a4
0

 , (4)

where a1 =
1
βc
, a2 =

1
βL
, a3 = g, and a4 = i.

Figure 1 shows the RCL-Shunted-Josephson Junction cir-
cuit diagram. The RCLSJJ circuit system exhibits chaos for
the values of the parameters a1 = 1.4144, a2 = 0.3731,
a3 = 0.0478, and a4 = 1.2. Figures 2, 3(a-c) and 4(a-c)
depict the 3D chaotic attractor, bifurcation diagrams, and
Poincare maps, alternatively. For the 2D chaotic attractor and
state variable trajectories’ chaotic behaviour, one may refer
to [16] and [18]. The computer simulation results in this
article consider initial conditions x1 (t) = 0.1, x2 (t) = 0.2,
and x3 (t) = 0.3.

IV. PROBLEM STATEMENT
This section describes theMSS synchronizationmodel for the
RCLSJJ system (4) and defines the MSS error dynamics.

A. SYNCHRONIZATION MODEL FOR TWO IDENTICAL
RCLSJJ CHAOTIC SYSTEMS
Equations (5-6) describe the MSS synchronization model for
two identical chaotic RCLSJJ systems. Let ẋm (t) represents
the master chaotic RCLSJJ system (5) and ẋs (t) the slave
chaotic RCLSJJ system (6). Further, 0m (t) and 0s (t) denote
unknown time-varying bounded exogenous disturbances act-
ing on the MSS (5-6), respectively and ϕm (xm (t)) and
ϕs (xs (t)) are unknown boundedmodel uncertainties present
in the MSS (5-6), respectively. u (t) ∈ R3×1 is the control
input vector applied to the slave chaotic RCLSJJ system (6).

68946 VOLUME 11, 2023



M. Shafiq et al.: Synchronization of Chaotic RCL Shunted-Josephson Junction Systems

FIGURE 1. RCL-Shunted-Josephson Junction circuit diagram.

FIGURE 2. 3D phase portrait.

Many articles consider such uncertainties as a function of
state variables [36], [37].

(Master chaotic RCLSJJ system)

ẋm(t) =

 ẋm1 (t)
ẋm2 (t)
ẋm3 (t)

 =

 0 1 0
0 −a1a3 −a1
0 a2 −a2

  xm1 (t)
xm2 (t)
xm3 (t)


+

 0
−a1 sin xm1 (t)

0

 +

 0
a1a4
0


+ ϕm (

xm(t)
)
+ 0m(t) (5)

(Slave chaotic RCLSJJ system)

ẋs(t) =

 ẋs1(t)
ẋs2(t)
ẋs3(t)

 =

 0 1 0
0 −a1a3 −a1
0 a2 −a2

  xs1(t)
xs2(t)
xs3(t)


+

 0
−a1 sin xs1(t)

0

 +

 0
a1a4
0

 + ϕs (xs(t))
+ 0s(t) + u(t) (6)

FIGURE 3. Bifurcation diagrams, (a) a3 vs x1, (b) a3 vs x2, and
(c) a3 vs x3.

Let e (t) = xs (t) − xm (t), then Eq. (7) describes the
synchronization error dynamics (5-6).

ė(t) =

 ė1(t)
ė2(t)
ė3(t)

 =

 0 1 0
0 −a1a3 −a1
0 a2 −a2

  e1(t)
e2(t)
e3(t)


+

 0
a1

(
sin xm1 (t) − sin xs1(t)

)
0

 + ϕs (xs(t))
− ϕm (

xm(t)
)
+ 0s(t) − 0m(t) + u(t)

=

 0 1 0
0 −a1a3 −a1
0 a2 −a2

  e1(t)
e2(t)
e3(t)


+

 0
a1

(
sin xm1 (t) − sin xs1(t)

)
0


+ ϕms (xms(t)) + 0ms(t) + u(t)
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FIGURE 4. Poincare maps, (a) x1
(
t
)

vs x2
(
t
)
, (b) x1

(
t
)

vs x3
(
t
)
, and

(c) x2
(
t
)

vs x3
(
t
)
.

=

 0 1 0
0 −a1a3 −a1
0 a2 −a2

  e1(t)
e2(t)
e3(t)


+

 0
a1

(
sin xm1 (t) − sin xs1(t)

)
0


+ 9ms (ϕms (xms(t)) , 0ms(t)

)
+ u(t), (7)

where
ϕms (xms(t)) := ϕs (xs(t)) − ϕm (

xm(t)
)
,

0ms(t) := 0s(t) − 0m(t),
9ms (ϕms (xms(t)) , 0ms(t)

)
:= ϕms (xms(t)) + 0ms(t).

The differential mean-value theorem [38] is used to deter-
mine error bounds as a cosine function. By utilizing the

Mean-Value theorem,

sinϕ2 − sinϕ1

ϕ2 − ϕ1
= cos θ, (8)

where θ ∈ (ϕ1, ϕ2), and ϕ1, ϕ2 ∈ R.
Therefore, the expression presented in Eq. (8) can be read-

ily derived.

sin xs1(t) − sin xm1 (t) =
(
xs1(t) − xm1 (t)

)
cos θ (t)

= e1(t) cos θ (t) (9)

Then, using (9) in (7) gives (10).

ė(t) =

 ė1(t)
ė2(t)
ė3(t)

 =

 0 1 0
0 −a1a3 −a1
0 a2 −a2

  e1(t)
e2(t)
e3(t)


−

 0
e1(t) cos θ (t)

0


+ 9ms (ϕms (xms(t)) , 0ms(t)

)
+ u(t). (10)

Remark 1: Internal and external disturbances affect the
RCLSJJ circuits’ performance due to conduction, electro-
static coupling, or electromagnetic induction [33]. In elec-
tronic circuits, model uncertainties can arise from various
factors, including measurement, dynamic modelling, and
control system errors [39], [40]. Rapid variations in the cur-
rent flow and voltage are the sources of external disturbances
in electronic circuits. These disturbances affect the circuits’
performance [33]. Further, the random noise sources are
mainly due to electronic measurement, thermal noise, shot
noise, environmental noise [41], etc. Therefore, it is essential
to consider and tackle these disturbances effectively when
designing a control algorithm.
Assumption 1: Let us assume the unknown exoge-

nous disturbances {0m (t) , 0s (t)} and model uncertainties{
ϕm (xm (t)) , ϕs (xs (t))

}
are bounded [36], [37], and

Eqs. (11a) and (12a) define their bounds, respectively.∣∣γmii (t)∣∣ ≤ γmii ,
∣∣γ sii(t)∣∣ ≤ γ sii, i = 1, 2, 3. (11a)

⇒
∣∣γmsii (t)

∣∣ =
∣∣γ sii(t) − γmii (t)

∣∣
=

∣∣γ sii(t) +
(
−γmii (t)

)∣∣
≤

∣∣γ sii(t)∣∣ +
∣∣−γmii (t)

∣∣
≤

∣∣γ sii(t)∣∣ +
∣∣γmii (t)∣∣

≤ γ sii + γmii ≤ γii, i = 1, 2, 3 (11b)

and∣∣ϕm
ii

(
xmi (t)

)∣∣ ≤ ϕm
ii ,

∣∣ϕm
ii

(
xsi (t)

)∣∣ ≤ ϕs
ii, i = 1, 2, 3.

(12a)

⇒
∣∣ϕms

ii
(
xmsi (t)

)∣∣ =
∣∣ϕs

ii
(
xsi (t)

)
− ϕm

ii
(
xmi (t)

)∣∣
≤

∣∣ϕs
ii
(
xsi (t)

)∣∣ +
∣∣ϕm

ii
(
xmi (t)

)∣∣
≤ ϕs

ii + ϕm
ii ≤ ϕii, i = 1, 2, 3. (12b)

Therefore, from Eqs. (11b) and (12b), it is concluded that:∣∣9ms
ii

(
ϕms
ii

(
xmsi (t)

)
, γmsii (t)

)∣∣
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=
∣∣ϕms

ii
(
xmsi (t)

)
+ γmsii (t)

∣∣
≤

∣∣ϕms
ii

(
xmsi (t)

)∣∣ +
∣∣γmsii (t)

∣∣
≤ ϕii + γii = 9ii, i = 1, 2, 3, (13)

where 9ii > 0, ϕs
ii > 0, ϕm

ii > 0, γ sii > 0, γmii > 0, ϕii > 0,
and γii > 0 are unknown real constants. Therefore, 9 is a
diagonal matrix with elements 9ii, i = 1, 2, 3, representing
the combined uncertainties bound.

B. PROBLEMS IN THE CONTROLLERS AND A POSSIBLE
SOLUTION
Research articles [27], [28], [29], [30], [31], [32] suggest
synthesizing control efforts by designing control laws that
eliminate the chaotic RCLSJJ system (4) nonlinear terms.
These methodologies need exact state variables and plant
parameter measurements, which is technologically impos-
sible. Uncertainties in the measurements cause variation
in the voltage, consequently disturbing the current flow
smoothness. In general, such limitations produce oscillations
in the state variables. These controller design approaches
are sensitive to unknown exogenous disturbances, unknown
model uncertainties, and plant parameter variations that may
develop instability in the closed-loop system. Assimilation of
erroneous control efforts fundamentally induces instability,
producing divergence in the systems’ state variables. Ter-
mination of diverging synchronization error signals requires
high energy control efforts.
Objective 1: To construct a feedback control algorithm

that synthesizes a control input u (t) ∈ R3×1, which estab-
lishes faster and smooth synchronization error vector (10)
convergence to zero with lesser fluctuations in the error and
feedback control signals.

This work proposes a novel robust adaptive controller
design methodology that does not eliminate the closed-loop’s
nonlinear terms, making it independent of chaotic RCLSJJ
system parameters. The proposed strategy synthesizes less
active control signals. It enforces the synchronization error
vector (10) to zero smoothly. This controller uses real-time
estimates of unknown model uncertainties and bounds to
compensate for unknown exogenous disturbances.

The following section discusses the structure of the pro-
posed controller to address the problems elaborated in the
above critique; it develops a design procedure based on the
Lyapunov stability analysis theory.

V. A SOLUTION TO THE PROBLEM
A. CONTROLLER DESIGN AND PARAMETERS UPDATE
LAWS
Theorem: The feedback control input u (t) ∈ R3×1 computed
using control law (14) realizes global asymptotic synchro-
nization between master and slave chaotic RCLSJJ systems
given in (5-6).

u(t) = −Ae(t) − (B(t) + 9̂(t)) sign(e(t)), (14)

where 9̂ (t) is an unknown controller parameter and, 9̂ (t) =

8̂ (t) + 0̂(t).

Remark 2: The control input (14) has three distinct com-
ponents, each of which plays a specific role, summarized as
follows.
(i) The suitable selection of the matrix A diagonal assures

the closed-loop (10) linear part stability.
(ii) Mathematical analysis shows that B (t) sign (e (t))

takes care of reducing the nonlinearity effects. The
parameter B (t) makes the controller heuristic because
lim

e(t)→0
B (t) = 0. Hence, in the vicinity of zero,

B (t) exerts a negligible influence on the control
effort, whereas B (t) plays a pivotal role in substan-
tial deviations. Consequently, B (t) strongly penalizes
significant deviations while exhibiting a more subdued
response to minor deviations, thereby yielding a seam-
less synthesis of control signals in the proximity of zero
and a more pronounced one elsewhere.

(iii) The term 9̂ (t) sign (e (t)) compensates time-varying
exogenous disturbances and model uncertainties.

(iv) Analysis of the computer simulation results shows that(
B (t) + 9̂ (t)

)
sign (e (t)) achieves smooth, fast state

error trajectories convergence to zero, and the error
signals are less oscillatory.

B. CLOSED-LOOP ANALYSIS
Proof: Consider

V (e(t)) =
1
2
eT (t)e(t) +

σ

2
9̃
T
D(t)9̃D(t) ≥ 0, (15)

where 9̃D (t) = 9D−9̂D (t), and 9̂D(t) and 9̃D (t) are vec-
tors representing diagonals of 9̂(t) and 9̃ (t), respectively.
Now,

V̇ (e (t)) = eT (t) ė (t) − σ 9̃
T
D (t) ˙̂

9D (t) . (16)

Using (10) and (14) into (16) yields:

V̇ (e(t)) = eT (t)

 0 1 0
0 −a1a3 −a1
0 a2 −a2

 e(t)

+ eT (t)

 0
e1(t) cos θ (t)

0

 − eT (t)Ae(t)

− eT (t)B(t) sign(e(t)) − σ 9̃
T
D(t)

˙̂9D(t)

+ eT (t)
(
9ms
D

(
ϕms
D

(
xms(t)

)
, 0ms

D (t)
))

− eT (t)9̂ms(t) sign(e(t))

= − a1a3e22(t) − a2e23(t) − a1e1(t)e2(t) cos θ (t)

+ e1(t)e2(t) + (a2 − a1) e2(t)e3(t)

− eT (t)Ae(t) − eT (t)B(t) sign(e(t))

+ eT (t)
(
9ms
D

(
ϕms
D

(
xms(t)

)
, 0ms

D (t)
))

− eT (t)9̂ms(t) sign(e(t)) − σ 9̃
T
D(t)9̂D(t)

= − eT (t)Pe(t) + eT (t)M(t)e(t)

− eT (t)Ae(t) − eT (t)B(t) sign(e(t))

+ eT (t)
(
9ms
D

(
ϕms
D

(
xms(t)

)
, 0ms

D (t)
))
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− eT (t)9̂ms(t) sign(e(t)) − σ 9̃
T
D(t)

˙̂9D(t)

= −eT (t)Pe(t) + eT (t)M(t)e(t)

− eT (t)Ae(t) − eT (t)B(t) sign(e(t))

+ eT (t)
(
9ms
D

(
ϕms
D

(
xms(t)

)
, 0ms

D (t)
))

− eT (t)9̂ms(t) sign(e(t)) − σ 9̃
T
D(t)9̂D(t)

= −eT (t)Q(t)e(t) − eT (t)B(t) sign(e(t))

+ eT (t)
(
9ms
D

(
ϕms
D

(
xms(t)

)
, 0ms

D (t)
))

− eT (t)9̂ms(t) sign(e(t)) − σ 9̃
T
D(t)

˙̂9D(t)

≤ −eT (t)Q(t)e(t) − eT (t)B(t) sign(e(t))

+

∣∣∣eT (t) (9ms
D

(
ϕms
D

(
xms(t)

)
, 0ms

D (t)
))∣∣∣

−

∣∣∣eT (t)∣∣∣ 9̂ms
D (t) − σ 9̃

T
D(t)

˙̂9D(t)

≤ −eT (t)Qe(t) − eT (t)B(t) sign(e(t))

+

∣∣∣eT (t)∣∣∣ ∣∣9ms
D

(
8ms
D

(
xms(t)

)
, 0ms

D (t)
)∣∣

−

∣∣∣eT (t)∣∣∣ 9̂ms
D (t) − σ 9̃

T
D(t)

˙̂9D(t), (17)

where eT (t) sign (e (t)) = |e (t)|. Using Assumption 1
in (17) yields:

V̇ (e(t)) ≤ −eT (t)Qe(t) − eT (t)B(t) sign(e(t))

+

∣∣∣eT (t)∣∣∣ 9D −

∣∣∣eT (t)∣∣∣ 9̂ms
D (t) − σ 9̃

T
D(t)

˙̂9D(t)

≤ −eT (t)Qe(t) − eT (t)B(t) sign(e(t))

+

∣∣∣eT (t)∣∣∣ (9D − 9̂
ms
D (t)

)
− σ 9̃

T
D(t)

˙̂9D(t)

≤ −eT (t)Qe(t) − eT (t)B(t) sign(e(t))

+

∣∣∣eT (t)∣∣∣ 9̃D(t) − σ 9̃
T
D(t)

˙̂9D(t)

≤ −eT (t)Q(t) − eT (t)B(t) sign(e(t))

+ 9̃
T
D(t)

(
|e(t)| − σ ˙̂9D(t)

)
, (18)

where

Q(t) = A + P − M(t),

A =

 α11 0 0
0 α22 0
0 0 α33

 ,

P =

 0 0 0
0 a1a3 0
0 0 a2

 ,

M(t) =

 0 1 − a1 cos θ (t) 0
0 0 a2 − a1
0 0 0

 ,

and

(1 − a1 cos θ (t))e1(t)e2(t) + (a2 − a2)e2(t)e3(t)

= eT (t)M(t)e(t).

To assure V̇ (e (t)) remains negative in Eq. (18), consider
|e (t)| − σ

˙̂
9D (t) = 0; therefore, we may write,

˙̂
9D(t) =

1
σ

|e(t)|, 9̂D(0) = 9̂D0. (19)

TABLE 2. Initial conditions, RCLSJJ chaotic system parameters, controller
parameters, and model uncertainties.

Equation (19) is an adaptive law that estimates controller
parameters for the compensation of unknown uncertainties
and exogenous disturbances 9̂ (t) = ϕ̂ (t) + 0̂ (t), where
9̂D0 is the initial value of 9̂D (t).

Using the controller parameters estimate laws (19) into
(18) implies:

V̇ (e(t)) ≤ −eT (t)Qe(t) − eT (t)B(t) sign(e(t)) (20)

Let us choose αii > 0, ηii>0, and 0 < ρ ≤ 1, which assures
that eT (t)B (t) sign (e (t)) ≥ 0 and Q (t) > 0; consequently
V̇ (e (t)) ≤ 0.
Remark 3: The inequality (20) determines that the error

vector trajectories (10) converge to the origin. The unknown
controller parameter estimations are associated with the
exogenous disturbances and uncertainties and approach
some constant values. Hence, the closed-loop (10) global
asymptotic stability is proved [34]; it establishes that
lim
t→∞

∥e(t)∥ = 0.
Remark 4: The feedback controller gains are computed as

α11 > 0, α22 > 0, and α33 > 0, where the constants are
chosen as ηii > 0, ϱ ≥ 0, and 0 < ρ ≤ 1 that assures
ηii

(
1 − ρe−ϱ|ei(t)|

)
≥ 0.

Remark 5: The controller parameters αiiηii, and ϱ regulate
the error decay rate. Figures 8(a-d) depict that the synchro-
nization speed increases for large values of αii and ηii, and
small values of ϱ.

VI. NUMERICAL SIMULATIONS AND COMPARATIVE
STUDY
Table 2 gives information about the initial conditions,
RCLSJJ chaotic system parameters, controller parameters,
and model uncertainties in numerical simulations. All differ-
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FIGURE 5. State variable trajectories behaviour, (a) xm
1

(
t
)

and xs
1

(
t
)
,

(b) xm
2

(
t
)

and xs
2

(
t
)
, and (c) xm

3
(
t
)

and xs
3

(
t
)
, and (d) error vector

behaviour.

ential equations are simulated using the Explicit Runge-Kutta
method [42] inMathematica 12.0 v.

The state-variable trajectories xi (t), i = 1, 2, 3 in
Figures 5(a-c) and error vector trajectories in Figure 5(d)
demonstrate that the MSS arrangement (5-6) does not syn-
chronize without any control effort.
Example 1: The simulation results in Figures 6(a-d) and 7

are performed using the proposed RDASCS (14).

FIGURE 6. Using the control effort (14), State variable trajectories
behaviour, (a) xm

1
(
t
)

and xs
1

(
t
)
, (b) xm

2
(
t
)

and xs
2

(
t
)
, and (c) xm

3
(
t
)

and xs
3

(
t
)
, and (d) error vector behaviour.

Figures 6(a-c) demonstrate that the corresponding state
variables xmi (t) and xsi (t) (i = 1, 2, 3) trajectories of the
MSS (5-6) show similar behaviour after a short transient
time. The error trajectories converge to the origin smoothly,
as shown in Figure 6(d). Figure 7 depicts the estimated
parameter ˙̂

9 (t) convergence using the parameter update
laws (19).
Example 2: This example studies the controller parameters

αii, ηii, and σ effects on the convergence time.
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FIGURE 7. Convergence of the estimated parameter, ˙̂
9

(
t
)

=
˙̂
ϕ

(
t
)
+

˙̂
0

(
t
)
.

The convergence behaviour of the error vector for dif-
ferent controller parameters αii, ηii, and σ are shown in
Figures 8(a-d). These figures demonstrate an increasing trend
in the error’s speed convergence for large values of αii & ηii
and small values of σ .

A. COMPARATIVE ANALYSIS
This subsection compares the performance of the proposed
method for analyzing the efficiency of RDASCS (14) with
state-of-the-art control techniques [32], [35].

The state-feedback control input vector u (t) ∈ R3×1

synthesized by the benchmark methodologies, namely adap-
tive control technique (ACT) [32] and sliding mode control
(SMC) strategy [35], as given in (21) and (23), respectively.
Further, all simulations considered the same initial conditions
and preliminary controller parameters presented in Table 2.

i) Adaptive control technique [32]:

u(t) = −

A +

 0 1 0
0 â1(t)â3(t) â1(t)
0 −â2(t) â2(t)

  e1(t)
e2(t)
e3(t)


+

 0
a1

(
sin xs1(t) − sin xm1 (t)

)
0

 − K(t)

 e1(t)
e2(t)
e3(t)


(21)

whereK = diag
[
dij (t) , i ̸= j ⇒ dij (t) = 0, i, j = 1, 2, 3

]
3×3

and d11 (t) =
k1

l
(
|e1(t)|+k2e−k3t

) , d22 (t) =
k1

l
(
|e2(t)|+k2e−k3t

) , and
d33 (t) =

k1
l
(
|e2(t)|+k2e−k3t

) , A =
{
αij, i ̸= j ⇒ αij = 0

}
∈

R3×3(i, j = 1, 2, 3) is the feedback controller gains matrix,
and l are positive real constants. âi (t) (i = 1, 2, 3) are the
parameters updated according to the following adaptation
laws [32].

˙̂a1(t) = −k4 (k5 |e1(t)|) â1(t) + k1e2(t)e2(t)
˙̂a2(t) = −k4 (k5 |e2(t)|) â2(t) − k2e22(t) − k3e23(t)
˙̂a3(t) = −k4 (k5 |e3(t)|) â3(t)

(22)

ii) Sliding mode control strategy [35]:

u(t) =

A +

 0 1 0
0 −a1a3 −a1
0 a2 −a2

  e1(t)
e2(t)
e3(t)



FIGURE 8. Errors vector behaviour with a control effort (14) when
(a) αii = 5, ηii = 1, σ = 0.55 (b) αii = 1, ηii = 5, σ = 0.55, (c) αii = 1,
ηii = 1, σ = 0.1, and (d) αii = 5, ηii = 5, σ = 0.1.

+

 0
−xm3 (t)e1(t) − xs3(t)e3(t)(

xm1 (t) + xs1(t)
)
e1(t)

−η

sgn (c1e1(t))
sgn (c2e2(t))
sgn (c3e3(t))


(23)

where η = diag
[
ηij, i ̸= j ⇒ ηij = 0

]
∈ R3×3, and A ={

αij, i ̸= j ⇒ αij = 0
}

∈ R3×3(i, j = 1, 2, 3) are the feedback
controller gains matrices, and c > 0 is any real constant [35].
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FIGURE 9. Error vector behaviour by the (a) proposed controller (14),
(b) adaptive controller (21), and (c) SMC strategy (23).

TABLE 3. Comparison of computer simulation results.

Example 3: Assume no exogenous disturbances and
model uncertainties act on the MSS (5-6). Figures 9(a-c)

FIGURE 10. The transient behaviour of the (a) proposed control
signals (14), (b) adaptive control signals (21), and (c) SMC
signals (23).

depict the error vector convergence behaviour accomplished
by the proposed RDASCS (14), ACT (21) and SMC
strategy (23), alternatively. These figures demonstrate that
the proposed RDASCS (14) establishes the synchroniza-
tion in less than 0.42 seconds with reduced oscillations.
Figure 9(b) shows that the controllers in (21) achieve the syn-
chronization behaviour in 1.6 seconds, while SMC strategy
(23) realizes the synchronization behaviour in 0.7 seconds
with some irregular jumps in the steady state, as shown
in Figure 9 (c).
The proposed controller (14) synthesizes a smooth control

effort, as shown in Figure 10(a); it takes appropriate action to
compel the state error vector to the origin. The control signals
of the ACT (21) are smooth but have a longer convergence
time due to the small initial amplitude of the control effort,
as illustrated in Figure 10(b). The SMC signals (23) exhibit
fluctuating behaviour in the range [−0.4, 1.2], as shown in
Figure 10(c).
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FIGURE 11. Scenario 1: Error vector behaviour by the (a) RDASCS (14),
(b) adaptive controller (21), and (c) SMC strategy (23).

The closed-loop (10) key performance indicators are sum-
marized in Table 3 for comparative analysis, shown in
Figures 9(a-c)-10(a-c).

B. CLOSED-LOOP ROBUSTNESS ANALYSIS COMPARISON
Example 4: This example studies and compares the effects of
10% smooth system parameters variations, exogenous distur-
bances and model uncertainties and their combined effect on
the closed-loop performance of the proposed RDASCS (14)
and controllers (21, 23).
Scenario 1: Effects of 10% smooth system parameters

variations

a1 = 1.4144 + 0.141 e−0.01 t , a2 = 0.3731+0.037 e−0.01 t

a3 = 0.0478 + 0.0048 e−0.01 t , a4 = 1.2 + 0.12 e−0.01 t

(24)

Scenario 2: Effects of model uncertainties and exogenous
disturbances

FIGURE 12. Scenario 2: Error vector behaviour by the (a) RDASCS (14),
(b) adaptive controller (21), and (c) SMC strategy (23).

i). Model uncertainties

ϕm
11

(
xm1 (t)

)
= 0.3 sin 4 xm1 (t),

ϕm
22

(
xm2 (t)

)
= −0.4 cos 2 xm2 (t)

ϕm
33

(
xm3 (t)

)
= 0.2 sin 2 xm3 (t), ϕs

11
(
xs1(t)

)
= 0.2 cos 4 xs1(t),

ϕs
22

(
xs2(t)

)
= −0.1 sin 4 xs2(t), ϕs

33
(
xs3(t)

)
= 0.3 sin 5 xs3(t)

(25)

ii). Exogenous disturbances

δmii (t) = 0.2 sin
(
0.1π t +

π

3

)
,

δsii(t) = 0.3 sin
(
0.1π t +

π

5

)
, i = 1, 2, 3 (26)

Scenario 3: Combined effects of 10% smooth parameter
variations (24), model uncertainties (25), and exogenous dis-
turbances (26).

Figures 11(a-c), 12(a-c), and 13(a-c) illustrate the error
trajectories’ convergence behaviours and the control signal
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FIGURE 13. Scenario 3: Error vector behaviour by the (a) RDASCS (14),
(b) adaptive controller (21), and (c) SMC strategy (23).

behaviours to zero are shown in Figures 14(a-c), 15(a-c),
and 16(a-c) established by the proposed RDASCS (14),
ACT (21), and SMC strategy (23) for Scenarios 1 to 3,
alternatively. Table 4 summarizes the error and con-
trol signals attitudes appearing in simulation results
(Figures 11(a-c) to 16(a-c)) for performance analysis. Data
in this table concludes that the proposed controller performs
better in the error convergence and synthesis of the control
signals among the selected benchmark methodologies.

The following figures show the comparative simulation
results of the error trajectories behaviour by the controllers
(14), (21), and (23) for Scenarios 1-3.

The following figures show the comparative simulation
results of the control efforts by the controllers (14), (21), and
(23) for Scenarios 1-3.

Data in Table 5 verify that the proposed method achieves
a better error convergence attitude according to the standard
error convergence performance indices. It shows that com-
pared to the proposed RDASCS (14), the values of IAE, ITAE,

TABLE 4. Comparison of computer simulation results.

TABLE 5. Comparison of IAE, ITAE, ISE, and ITSE.

ISE, and ITSE [43] are higher for the controllers (21, 23). The
simulation duration is Ts = 20 seconds.
Figures 17(a-b) represent the behaviour of E (t) =

E1 (t) = E2 (t) = eT (t) e (t) by the proposed method (14),
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FIGURE 14. Scenario 1: Transient behaviour of the (a) RDASCS
signals (14), (b) adaptive control signals (21), and (c) SMC signals (23).

by ACT (21), and by the SMC strategy (23) for 0.35 seconds
and 1 second, alternatively. Simulation results in Figure 17(a)
show that the proposed controller (14) brings the system
synchronization error energy to zero steady-state in less
than 0.4 seconds. Fig. 17(b) illustrates that controller (21)
takes 0.7 seconds and controller (23) takes 0.9 seconds. This
characteristic of the designed controller (14) enhances the
accuracy, shows robustness and improves the stability of the
closed-loop dynamical system.

The following table shows energy functions and their dis-
sipation rate for comparison.

Table 6 is used to derive the inequality (27).∣∣V̇1 (e (t))
∣∣ ≤

∣∣V̇2 (e (t))
∣∣ ≤

∣∣V̇ (e (t))
∣∣ . (27)

Figure 18(a) shows the energy dissipation rate functions
V̇ (e (t)) and V̇i (e (t)) , i = 1, 2 behaviour accomplished
by controllers (14), (21), and (23) for 0.35 seconds and
Figure 18(b) for 1 seconds. Simulation results in Figure 18(a)
show that the proposed controller (14) brings the system

FIGURE 15. Scenario 2: Transient behaviour of the (a) RDASCS
signals (14), (b) adaptive control signals (21), and (c) SMC signals (23).

TABLE 6. Comparison of the energy function dissipation rate.

synchronization error energy to zero steady-state in less than
0.35 seconds.

Figure 18(b) illustrates that controller (21) takes 1 second,
and controller (23) takes 1.2 seconds to establish steady-state
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FIGURE 16. Scenario 3: Transient behaviour of the (a) RDASCS
signals (14), (b) adaptive control signals (21), and (c) SMC signals (23).

FIGURE 17. (a-b) Comparison of E
(
t
)
, E1

(
t
)
, and E2

(
t
)
.

synchronization error energy to zero. The time gradient of
constant synchronization error energy is zero. V̇ (e (t)) = 0

FIGURE 18. (a-b) Comparison of V̇
(
e

(
t
))

, V̇1
(
e

(
t
))

, and V̇2
(
e

(
t
))

.

FIGURE 19. The schematic diagram for secure communications based on
the MSS scheme (5-6).

before 0.35 seconds, V̇1 (e (t)) = 0 after 1 second, and
V̇2 (e (t)) = 0 after 1.2 seconds indicate the proposed
closed-loop convergence to zero faster than the other two.
This attribute of the proposed method is instrumental in
reducing closed-loop signal oscillations.

The following subsection discusses applications of the pro-
posed algorithm for the encryption/decryption of messages in
secure communication systems (SCS).

C. APPLICATIONS TO SECURE COMMUNICATIONS
SYSTEMS AND IMAGE ENCRYPTION AND DECRYPTION
The encryption and decryption process is a typical chaos
synchronization application in secure communication sys-
tems (SCS) [44]. An encrypted signal is transmitted and
decrypted at the receiving node in SCS. The decryption of the
received signal is a synchronization problem, i.e. matching
the received signal with the initially transmitted signal before
encryption [45]. This subsection discusses two applications
of the proposed method to encrypt and decrypt messages (i)
One-dimensional signals and (ii) Two-dimensional signals
(images). The master RCLSJJ chaotic system (5) encrypts
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FIGURE 20. (a) Original message signal �s(t), (b) chaotic carrier signal
Sc (t), (c) encrypted information signal �s(t) and Sc (t), (d) combined
effect of �s

(
t
)

and Sc (t), where �t
(
t
)

= �s
(
t
)

+ Sc (t), and (e) encrypted
transmitted signal �t (t) and recovered signal �r (t).

the message at the transmission node, and the synchroniza-
tion process of the slave RCLSJJ chaotic system (6) at the
receiving node decrypts the encrypted message.

FIGURE 21. Image encryption and decryption.

Figure 19 shows a schematic diagram for the encryption
and decryption scheme based on the MSS arrangement (5-6).

1) ONE-DIMENSIONAL SIGNALS
Consider a chaotic signal �t (t) = f (Sc(t), �s(t)) = Sc(t) +

�s(t) = xm2 (t) + 0.8 cos 15t where Sc(t) = xm2 (t) is the
chaotic carrier signal and �s(t) = 0.8 cos 15t is the message
signal. xs2 (t) is a signal used for the decryption of the received
encrypted message. The received encrypted signal �r (t) is
an altered form of the �t (t) due to communication channel
ramifications effects, where �r (t) is a signal that receives
the decrypted message. In the system, these effects are con-
sidered unknown exogenous disturbances. Synchronization
of xs2 (t) to xm2 (t) i.e. xs2 (t) − xm2 (t) → 0 assures �r (t) −

�t (t) → 0.
Figs. 20(a-b) show the behaviour of the original message

signal and chaotic carrier signal, respectively. Figures 20(c-d)
depict the information signal, and Figure 20(e) demonstrates
the receiver’s decrypted and original signals when the slave
RCLSJJ chaotic system (6) realizes synchronization with the
master RCLSJJ chaotic system (5).

2) TWO-DIMENSIONAL SIGNALS (IMAGES)
Figure 21(a) shows that the original picture encryption of this
picture produces an image displayed in Figure 21(b). The
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encryption algorithm uses the master RCLSJJ chaotic system
(5) applied to the original image. The image is decrypted
using the proposed closed-loop synchronization methodol-
ogy to recover the original image shown in Figure 21(c).

VII. CONCLUSION
This paper proposes a novel synchronization control tech-
nique for the master-slave unknown RCL Shunted-Josephson
Junction chaotic system externally exposed to time-varying
disturbances. It proves the closed-loop stability, analyzes
the state-variable error using mathematical analysis, and
verifies the theoretical findings using computer simulation
results. These results show that the proposed adaptive con-
troller achieves faster and smoother synchronization error
convergence, and the control signals are less oscillatory.
The Lyapunov second stability theorem guarantees the
closed-loop’s robust performance against unknown model
uncertainties and exogenous disturbances. The proposed
algorithm is applied to one-dimensional and two-dimensional
signals in secure communication systems. Simulation
results confirm that the encrypted signals are successfully
decrypted at the receiver end, recovering the original sig-
nals even after exposure to disturbances in the transmission
channel.
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