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ABSTRACT Processing the system’s dependency matrix is a core procedure for system diagnosis. However,
the present algorithms for this job always try to maximize its fault isolation capability, which is thus not only
unnecessary for the system that cannot be repaired in the field like weapons, but also generates low-efficient
test sequence. To this end, the present work proposes a new processing algorithm for testability D-matrix,
namedDivide-and-Conquer InformationGain (DIG), targeting to those systemswithout strong fault isolation
requirement. It combines the advantage of the classic algorithm Information Gain (IG) and Weight index for
Fault Detection (WFD) by introducing a new entropy computing method considering the weight index for
fault detection. To verify the advantage, generality and flexibility of the new algorithm, a D-matrix from a
real system and random D-Matrixes are tested in the experiments, and measured by test sequence length,
actual test cost and expected test cost. The result shows that DIG algorithm is 15.7% and 14.3% better than
that of IG and WFD algorithm on the expected test cost metric, respectively.

INDEX TERMS System diagnosis, D-matrix, information gain, weight index for fault isolation, heuristic
function.

I. INTRODUCTION
Diagnosing a man-made system to find out its availability
or where is fault, is becoming more and more important,
since such systems have been widely used in human society,
becoming more and more complicated, and some of them
have close relations to human life or safety of major property.

As to researches in system diagnosis, one of the core
issues is how to generate the test items sequence from the
fault-test dependency matrix (D-matrix) which represents the
dependency between tests and the system’s faults. As to this
issue, Simpson et al. [1] gave a first comprehensive discus-
sion. Then, Shakeri [2] discussed system fault modeling for
more complex systems. Recently, Li et al. [3] reviewed the
dependency matrix and its application in fault diagnosis,
including the basics of dependency matrix generation, test
selection methods, and fault diagnosis. In all, the popular
D-matrix processing algorithms can be classified into three
basic categories, that is Weight index for Fault Isolation
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(WFI) [4], Information Gain (IG) [5], [6], and Weight index
for Fault Detection (WFD) algorithm [4]. Among those meth-
ods, the IG algorithm now is the most widely used one due to
its simplicity and adaptability.

However, those researches always target to the general
system diagnosis, which thus prefers to provide a higher
isolation rate or suppose full fault isolation. But in practice,
this is not true, at least not necessary. For example, the
weapon system testing before firing, or some black-box sys-
tem to the user, those systems cannot be repaired in the field,
or their only diagnosis requirement is to find their availability.
Therefore, for those systems without requirement of fault
isolation, the advantages of present algorithms cannot get
guaranteed anymore, neither does the optimality of the gen-
erated test sequences, since the precondition is changed [7].
To be specific, it means that considering fault isolation for
the system without such a requirement will consume more
test costs and diagnostic times. Apart from the impact of
various test requirement, when the tested target is special,
the present algorithmsmay also perform poorly. For example,
when a system’s fault probability distributes very unbalanced,
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the above-mentioned algorithms may produce the sequence
where the fault with a large probability appears in the rear,
thus lengthening the test time.

As analyzed above, general D-matrix processing algo-
rithms may not be appropriate for diagnosing special systems
or for special-purpose tests. To solve the problem, numerous
researches had been carried out. The most common solu-
tion to this issue was to modify the D-matrix processing
algorithm. For example, Tsai et al [8] combined both fault
detection weight and fault isolation weight to decide which
test should be selected in D-matrix processing. Fu et al [9]
studied the D-matrix of an aircraft ignition control system
and proposed an improved discrete IG algorithm. Liu and
Chao [10] used the backtracking method to improve the
IG algorithm performance, so as to decrease test time and
cost. Tian [11] proposed two novel algorithms, whose key
ideas were to weighted mix different exist D-matrix algo-
rithms as a new one, and adjust the weights according to
different D-matrix density. Tian et al. [12] proposed a quasi-
information entropy processing algorithm, which is the most
related work to this paper. Its key idea was to use global
information entropy (sometimes it is also shorted for infor-
mation entropy) and local information entropy together to
decide which test should be selected, and it indirectly used
WDFweight as fault possibilities in local entropy calculation.
Although the two works both have a sub-dividing opera-
tion, however, they still have significant differences. First,
our work targets to the system that all faults have different
probabilities, while Tian et al’s research was still built on
the opposite supposing, where the fault possibility was not
utilized at all. Second, the entropy definitions in the two
works are different. Third, our work did not use local entropy
and it kept the unpassed part as usual. The latest different
D-matrix processing algorithm was to consider the matrix as
key-value pairs and use a searching method to find the test
sequence, as Cui et al. [13] stated. In a word, the D-matrix
processing algorithm has been well studied for general and
special systems, but for the system having unbalanced fault
distribution andwithout fault isolation requirement, it has still
not got enough attention, which is just the concern of the
present work.

To this end, the present work proposes a new D-matrix
processing algorithm, named Divide-and-Conquer IG (DIG).
Its key idea is built on the following facts: The informa-
tion entropy (IG) algorithm mainly considers the uncertainty
variation of the failed part of the D-matrix before/after
performing a test, while the fault detection weight (WFD)
algorithm mainly concerns how to detect as many faults as
possible during each test turn. Therefore, a natural idea about
processing the D-matrix which represents the system with
different prior probabilities and no isolation requirements,
is to combine the two methods together. To be specific, the
algorithm divides the information entropy calculation process
into several parts: each element of xjf and the whole xjp, then
computing the sum of each element’s entropy in xjf and the
entropy of xjp set. In this manner, the fault probabilities and

fault detection weight (number of elements in xjf ) are both
introduced and fused with information entropy into a new
heuristic function, which scores each available test so as to
select the best one in each test turn.

II. DIVIDE-AND-CONQUER INFORMATION
GAIN (DIG) ALGORITHM
A. BASIC KNOWLEDGE
To formally illustrate the DIG algorithm, a set of five ele-
ments (f , p, t, c,D) is first introduced as follows [14],

FIGURE 1. Five elements for describing a test.

where, fi (1 ≤ i ≤ m) represents the i-th fault state of the
system. p (fi) (1 ≤ i ≤ m) represents the prior probability of
fi. ti(1 ≤ i ≤ n) indicates an independent test for the system
and ci (1 ≤ i ≤ n) is the cost corresponding to the test
ti. D =

[
dij

]
m×n is a two-dimensional binary matrix that

represents the dependency between the fault and test for the
tested system. It means that if the test ti can find the fault fi,
then the element dij is set to 1, otherwise it is 0.
Processing the D-matrix always requires several turns of

the test, each of which starts from using a heuristic function
to calculate a score for each current available test tj, so as to
find which test is the best and should be chosen in this turn.
After that, as the test is chosen, according to its dependency
with faults, the D-matrix can be divided into two parts: the
lines whose corresponding fault can be detected by the test,
called the pass group, denoted by xjp, and those cannot, called
the failed group, denoted by xjf . If no requirement to fault
isolation, the xjf set is used as the next D-matrix and this
procedure is repeated until the D-matrix size is 0 or all tests
have been used. Then, more definition is given as follows:

p (x) =

∑
fz∈x

p (fz) (1)

p
(
xjp

)
=

∑
fj∈xjp

p
(
fj
)/

p (x) (2)

p
(
xjf

)
=

∑
fj∈xjf

p
(
fj
)/

p (x) (3)

where p
(
xjp

)
and p

(
xjf

)
denote the conditional probabilities

of the subset xjp and xjf , respectively.
Then we begin to define the heuristic function, which is the

core of the D-matrix processing because it controls the test
selection. There are two heuristic functions directly related
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to the present work. The first one uses the weight index of
fault detection (WFD). Its definition of j-th test is defined in
equation (4):

WFDj =

m∑
i=1

dij

/
cj (4)

where m represents the number of fault states for all
sub-matrices divided by the previous test. The second one,
named IG, is based on the information entropy. It uses
equation (5) to score each available test and select the one
with highest score for current turn.

I
(
x, tj

)
= −

{
p

(
xjp

)
log2

(
p

(
xjp

))
+ p

(
xjf

)
log2

(
p

(
xjf

))}/
cj (5)

B. FORMALIZATION DESCRIPTION OF THE DIG
In the present work, a new information entropy of test-passed
elements in xjp definition is given in equation (6):

I ′
(
xjp

)
=

〈
Dj, Ij

〉
=

l∑
i=1

dijI
(
xjp, i

)/
cj (6)

where the j-th test of the i-th fault state in the set of elements
that pass the test is shown in equation (7):

I
(
xjp, i

)
= −p (fi)

/
p (x) log2

(
p (fi)

/
p (x)

)
, fi ∈ xjp (7)

Dj denotes the vectors that passed the j-th test, where Dj =[
d1j, d2j, . . . , dlj

]
.

Ij denotes the vectors of information entropy passing the
test of item j, where Ij =

[
I
(
xjp, 1

)
, I

(
xjp, 2

)
, . . . , I

(
xjp, l

)]
.

l denotes the number of fault states that passed the test in this
turn. The information entropy of the failed elements in xjf is
list in equation (8), same to IG algorithm:

I ′
(
xjf

)
= −

 ∑
fi∈xjf

p (fi)

/
p (x)


× log2

 ∑
fi∈xjf

p (fi)

/
p (x)

 /
cj (8)

So, the total information gain of the system under test tj
can be defined as (9), which acts as the heuristic function to
score each available test during each turn of testing in DIG
algorithm.

I ′
(
x, tj

)
= I ′

(
xjp

)
+ I ′

(
xjf

)
(9)

FIGURE 2 gives an example to clearly distinguish the
difference between the DIG algorithm and the existing IG
algorithm, where j-th test is chosen.

As FIGURE 2 shows, the existing IG algorithm only
divides the information entropy of the D-matrix into two
parts, representing for the elements that passed the test and
those failed. While DIG algorithm divides the information
entropy of the object matrix into more parts: the I

(
x1f

)
,

as it was defined, the I
(
x1p, 1

)
, and I

(
x1p, 2

)
( l = 2). The

FIGURE 2. Differences between DIG algorithm and existing information
entropy algorithm.

latter two definitions represent that each element’s entropy
will be counted individually (there are only two elements
here), rather than only giving a subset’s whole entropy, that
is, we use the sum of entropies to replace the entropy of the
sum.

So, in this example, the information entropy corresponding
to the elements passed the test is expended as follows:

I
(
x1p

)
=

∑
k=1

I
(
x1p, k

)
= I

(
x1p, 1

)
+ I

(
x1p, 2

)
=

∑
i=1

(
p (fi)

/
p (x)

)
log2

(
p (fi)

/
p (x)

)
=

(
p (f1)

/
p (x)

)
log2

(
p (f1)

/
p (x)

)
+

(
p (f2)

/
p (x)

)
log2

(
p (f2)

/
p (x)

)
In this manner, the weight of each sub item of xjp can be

considered in the DIG algorithm.

C. COMPARISON OF IG, WFD AND DIG ALGORITHM
To furtherly clarify the difference and advantage of DIG to
existing algorithms IG andWFD, we place a detailed analysis
and comparison of those algorithms in the following.

IG algorithm targets to lower the uncertainty of each
test turn by using entropy from faults’ possibility distribu-
tion. During the calculation process in the IG algorithm,
as equation (5) shows, the possibilities of all faults are
summed up as the set’s possibility before calculating the
entropy, rather than using each fault’s possibility individually.
In this manner, the IG algorithm brings a better fault isolation
rate, but it also comes at the cost of a relatively longer
test sequence since there is no connection between the test
covering more faults and the test set with large entropy. Large
number domination is another shortage of the IG algorithm,
that is, when summing fault possibilities, the faults with large
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TABLE 1. D-Matrix of the ESA.

possibility values dominate the result, those ones with small
possibilities cannot be distinguished, and thus be blended into
the result set. For example, when a fault’s possibility is very
close to zero, then this fault still has a chance to be picked
up to the next xjp if other non-zero possibility faults could
contribute enough possibilities to the sum.

Another popular D-matrix processing algorithmWFDonly
concerns which test is able to cover more faults in each test
turn, and it doesn’t use the faults’ possibility at all. Therefore,
a fault with high possibility but covered by few tests has a high
possibility to be placed in the rear of the test sequence, which
brings a larger test cost.

As contrast, each fault in xjp will be considered individually
in DIG. A fault with a small possibility contributes almost
nothing to the entropy, therefore, it is less possible to be
picked up to the next xjp. Besides, as equation (6) shows,
the fault weights used by WFD, are now merged into the
entropy calculation in DIG, which could make contribution
to a shorter test sequence.

III. EXPERIMENTS
This section uses a D-matrix of Electronic Safety and Arming
(ESA) system and a random binary matrix together to verify
the universality and stability of the DIG algorithm.

The widely used ESA device is responsible for safety
and fire function in the weapon system. It basically cannot
be repaired in the field and its different parts always have
different fault possibilities. So, the present work uses ESA
described in works [15], [16] to verify our algorithm. While
using a random binary matrix is a commonly used way to
verify the universality of the test algorithm in this area.

A. PROCESSING THE TESTABILITY D-MATRIX OF THE ESA
TABLE 1 shows the D-matrix of the ESA. F =

{f00, f10, f11, . . . , f90} indicates the faults in the system
under test, where fi0 and fi1 indicate general faults and
functional faults of the tested unit, respectively. T =

{t1, t2, . . . , t11} denotes the set of available test items. P =

{p (f00) , p (f10) , . . . , p (f90)} denotes the prior fault probabil-
ity. C = {c1, c2, . . . , c11} denotes the cost of the test.

1) DIANOSIS PROCEDURE AND COMPARISON
At first, taking t5 as an example to calculate the information
entropy of the set of elements passing the test tj in TABLE 1,
by using equations (6) to (7):

I ′
(
x5p, t5

)
= −

(
0.38
7.318

log2
0.38
7.318

+
0.952
7.318

log2
0.952
7.318

+
0.829
7.318

log2
0.829
7.318

+
0.181
7.318

log2
0.181
7.318

) /
1.021

= 1.06984

Then using equation (8) to calculate the information
entropy of the set of elements that failed in the test t5.

I ′
(
x5f , t5

)
= −

(
4.976
7.318

log2
4.976
7.318

)/
1.021=0.37059

Finally, the DIG entropy I ′ (x, t5) of t5 is got by adding two
values I ′

(
x5p, t5

)
and I ′

(
x5f , t5

)
as (9).

I ′ (x, t5)=1.06984 + 0.37059 = 1.44044
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FIGURE 3. ESA diagnostic trees based on DIG algorithm.

Similar to the above calculation, the information entropy
of each column is calculated and compared, resulting in
max I ′

(
x, tj

)
= I ′ (x, t9) = 1.8235. Therefore, the test t9

is chosen as the first test.
The calculation process for the second and subsequent test

turns is as same as the first one. Finally, the diagnostic tree for
ESA produced by the DIG algorithm is shown in FIGURE 3.
As a comparison, the diagnostic tree generated using the
WFD/IG algorithm is respectively shown in FIGURE 4 and
FIGURE 5. Note that f00 indicates a fault-free system state.

It can be learned from FIGURE 3 to FIGURE 5 that the
length of the diagnosis tree generated by DIG, is equal to
the WFD algorithm and better than the IG algorithm. The
diagnosis tree generated by DIG andWFD is very similar, the
only difference lies in the 4th test, DIG and WFD algorithm
respectively chooses f71 and f70 as pass set. Although the
length of diagnosis tree generated by the DIG and WFD
algorithm are the same, the difference between the two algo-
rithms will be obvious in terms of the cost of testing due to
the different test chosen.

2) ANALYSIS AND COMPARISON OF RESULTS
In this section, the diagnosis trees shown in FIGURE 3 to
FIGURE 5 are quantitatively analyzed to calculate the fault
detection rate FDR, the average number of diagnosis steps
ND, the number of test items TN , the average diagnosis time
Times and the expectation of test cost (ETC) to evaluate the
IG, WFD and DIG algorithm [4], [9]:

FDR = UFD
/
UT × 100%, (10)

ND =

m−1∑
i=0

|Ti|
/
m, (11)

FIGURE 4. ESA diagnostic trees based on WFD algorithm.

FIGURE 5. ESA diagnostic trees based on IG algorithm.

TN =

∣∣∣∣∣
m−1⋃
i=0

Ti

∣∣∣∣∣ , (12)

ETC =

m−1∑
i=0

p (fi)
∑
tj∈Ti

cj (13)

where UFD is the number of Units Under Tests(UUTs) that
can be detected by the test;UT is the total number of UUTs;m
is the number of Failure states;Ti is the optimal test sequence
for fi; |Ti| is the length of Ti;P (fi) is the probability offi; cj is
the corresponding test cost.
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Besides of using length, another intuitive way to measure
the performance of a test sequence is to use the sum of the
actual cost of each test in the sequence. So, we introduce
this index and name it as the Actual Test Cost (ATC), which
definition is as equation (14) shows:

ATC =

∑
tj∈Ti

cj, (14)

For the D-matrix of the ESA system described in TABLE 1,
the comparison of each index is shown in TABLE 2.

TABLE 2. Comparison between existing algorithm and DIG algorithm
used for ESA.

As it can be seen from TABLE, compared to the IG
algorithm, DIG reduces the average number of diagnostic
steps by 0.67(19.1%), the number of test items by 1.0(14.3%),
the average diagnostic time by 0.04 (14%) and the ATC by
1.0212 (9.2%). Compared to the IG algorithm, DIG reduces
the ETC by 3.57(15.6%). compared to the WFD algorithm,
DIG reduces the ETC by 2.75(12.5%).

In a word, the DIG performs better than the control group
in every index for the system without fault isolation require-
ment and meanwhile having unbalanced fault possibility
distribution.

B. EXPERIMENTAL ANALYSES FOR RANDOM D-MATRIX
In this section, the DIG algorithm is applied to random
D-matrices of different densities (the ratio of elements in
the matrix with value 1 to the number of all elements) and
sizes, to verify its universality and stability. The control group
uses the classic algorithm IG, WFD, and the latest related
algorithm MIX1 [11]. For a fair comparison, the parameters
keep the same to the original literature.

The experimental setup is as follows: three D-matrix
groups of dimension 21 × 20, 41 × 40 and 61 × 60 are gen-
erated. Each group is consisted of 19 random matrices with
densities ranging from 0.05, 0.1. . . 0.95, as work [17] states.
The IG, WFD, DIG, and MIX1 algorithms are then applied
to these matrices. Each of the experiments will repeated
100 times. Each time a new matrix, as well as test cost
and prior probability are regenerated. Finally, the algorithm
is evaluated in terms of the mean value ETC, which is as
equation (15) shows,

avg_ETC =

Q∑
i=1

ETCi
/
Q (15)

where ETCi denotes the ETC of the i-th experiment and Q is
the total number.

TABLE 3. Comparison of avg_ETC indicators for test sequences generated
by DIG, IG, and WFD algorithms (21 × 20).

TABLE 4. Comparison of avg_ETC indicators for test sequences generated
by DIG, IG, and WFD algorithms (41 × 40).

The experiment result is listed in FIGURE 6 to FIGURE 8
(and TABLE 3 to TABLE 5). As the figures show, whatever
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FIGURE 6. Comparison of avg_ETC Indicators for Test Sequences
Generated by DIG, IG, and WFD Algorithms (21 × 20).

FIGURE 7. Comparison of avg_ETC Indicators for Test Sequences
Generated by DIG, IG, and WFD Algorithms (41 × 40).

the size of the D-matrix is, if the density of the matrix
is lower than 25% to 30%, performances of DIG and IG
algorithms are almost same, better than that of the WFD
and MIX1 algorithms. When the matrix density increases
from 30% to around 70%, the avg_ETC of IG and MIX1
algorithms are both increasing so rapidly that makes them
lose the advantage, but meanwhile, the performance of DIG
andWFD algorithms keep the decreasing trend, while DIG is
still the best. When the matrix density is getting higher than
70%, which means that the dependency of tests and faults is
so tight that only a few tests are enough to finish the diagnosis,
the performance gap among all algorithms gradually becomes
less discriminative.

So, to sum up, on the avg_ETC index, whatever the size
and density of the D-matrix is, the proposed DIG algorithm
performs equal to or better than the controlled group includ-

FIGURE 8. Comparison of avg_ETC Indicators for Test Sequences
Generated by DIG, IG, and WFD Algorithms (61 × 60).

TABLE 5. Comparison of avg_ETC indicators for test sequences generated
by DIG, IG, and WFD algorithms (61 × 60).

ing the classic IG, WFD algorithm, and the latest MIX1
algorithm.

IV. CONCLUSION
The present work proposes a new testability D-matrix pro-
cessing algorithm based on the divide-and-conquer method
to the information entropy. The experiment results on certain
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D-matrix and random matrixes prove the advantages of the
DIG algorithm as well as its wide adaptivity, for the tested
system that has unbalanced priori probabilities and without
fault isolation requirement.
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