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ABSTRACT In order to address the problem that the detailed features of pedestrians are not prominent
and the pedestrian pictures are obscured in unique environments in the process of person re-recognition,
we propose a person re-recognition method with a multi-grain size generative adversarial network. Firstly,
we use the generative adversarial network to recover the occluded pedestrian pictures; secondly, we improve
the traditional multi-granularity network by adding an Efficient Channel Attention for Deep Convolutional
Neural Networks (ECA-Net) on the coarse-grained branch to focus on the feature information in the
pedestrian pictures and use the High-Resolution Net (HRNet) for pose estimation on the fine-grained branch
to divide the pedestrian pictures into nine parts, to enhance the network’s learning of more detailed features
of pedestrians, and thus improve the accuracy of pedestrian re-recognition learning, which in turn improves
the accuracy of person re-identification.

INDEX TERMS Person re-identification, generative adversarial networks, random occlusion, attention
mechanism.

I. INTRODUCTION
Person re-identification (ReID) is a class of image retrieval
problem currently receiving attention from academia and
many social fields, which can realize cross-device image
acquisition function. When the pedestrian target needs to be
retrieved, the pedestrian image library can be retrieved with
image judgment technology in computer recognition mode
to determine whether the pedestrian target is in the current
range, which is also the key technology of the current video
surveillance intelligence, has been widely used in many fields
such as criminal security investigation, and also has a broad
development prospect in the unmanned supermarket, intelli-
gent equipment development and other fields. This makes the
ReID problem gradually become a research hotspot.

The associate editor coordinating the review of this manuscript and

approving it for publication was Davide Patti .

Traditional ReID places more emphasis on the visual fea-
ture and similarity measure levels [1] The manual features
involved during this period are Gabor features [2], Histogram
of Oriented Gradient (HOG) [3], Scale Invariant Feature
Transform (SIFT) [4] etc. In some works [5], [6], [7], [8],
a particular pedestrian image is represented by a combination
of multiple manual features. Then the similarity between
features is calculated using the distance metric. However,
the limitations of using traditional image extraction tech-
niques are apparent as they cannot complete the extraction of
advanced visual features. This technique is helpful for static
and straightforward image discrimination but cannot adapt to
image extraction of complex scenes with dynamic features.

Moreover, as the application area of deep learning con-
tinues to develop, pedestrian re-recognition is gaining more
significant applications in practice. Most of the pedestrian
recognition techniques built based on deep learning are based
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on the direct extraction of salient pedestrian appearance fea-
tures by Convolutional Neural Networks (CNN) [9], focusing
on obtaining the overall characteristics of pedestrians to dis-
tinguish different pedestrians [10].

However, the effect of ReID will be affected by a series
of factors, such as environmental factors, the low resolution
of pedestrian images, and the occlusion of pedestrian images,
so the accuracy of ReID is always maintained at a low level.

In order to better solve ReID at night, some correspond-
ing RGB-IR Person Re-Identification [11] model has been
proposed. The primary strategy of these methods is feature
alignment, that is, through some network structures, The loss
function is designed to map two different data into a feature
space to reduce their modality gap.

However, the ReID dataset was collected in clear weather
without considering that the images would be affected by
bad weather such as snow, rain and fog. In these adverse
environments, the visibility of the images is very low, so
Kanwal et al. [12] addressed the problem of adversarial fog
attack by the dark channel prior (DCP) method and used a
fusion algorithm to fuse the handcrafted features with the
features of the neural network to improve the effectiveness of
ReID. Pang et al. [13] proposed a novel Interference Suppres-
sion Model (ISM) to cope with the effect of severe weather
on ReID.

To address the above problem of low image resolu-
tion can be solved by the single image super-resolution
(SISR) method. However, the model parameters and com-
plexity of SISR are significant, so Zhu et al. [14] pro-
posed a lightweight single image super-resolution network
EMASRN image that can balance the number of parameters
and performance. However, this method ignores the local
features of the image during high-resolution image genera-
tion, so Zhu et al. [15] proposed two innovative mechanisms,
including the cross-view block (CVB) and the spatial percep-
tion module (SPM), to fuse the information of global and
local features thus improving the quality of the resolution
reconstruction.

To address the above problem of low image resolution can
be, solved In order to solve the pedestrian mentioned above
occlusion problem, Wang et al. proposed Multiple Granular-
ity Network (MGN) [16]. However, the effect could not be
more satisfactory, so this paper proposes a multi-granularity
generative adversarial network to solve the problem. Firstly,
the GAN network is used to recover the occluded pedestrians,
thus weakening the negative impact of the occluders on the
pedestrian images. However, the effect of traditional GAN on
the recovery of occluded images could be better. To improve
the accuracy of pedestrian re-identification, this paper pro-
poses to use the Aggregated Contextual Transformation GAN
(AOT-GAN) [17] to recover the occluded pedestrian images.

Then the global and local features of the pedestrian are
extracted and fused by a reidentification network to obtain
more information about the pedestrian. However, this method
could be more effective for the case of this paper, so this

paper performs pose estimation to obtain more local features
to improve the accuracy of ReID.

In response to the above pedestrian re-identification prob-
lem, the main contributions of this paper are highlighted as
follows:

(1) This paper proposes a pedestrian re-identification
method of a multi-granularity generative confrontation net-
work, which will improve the re-identification effect of
occluded pedestrians

(2) This paper replaces the traditional GAN with an
AOT-GAN, which improves the network’s resilience to the
occluded parts of pedestrians.

(3) This paper introduces the ECA-Net module, which
improves the network’s ability to extract coarse-grained
features.

(4) This paper uses HRNet for pose estimation to divide the
fine-grained branch pedestrian pictures into nine parts so that
the network can obtain more information about pedestrians,
thereby improving the ReID ability of the network.

II. OVERALL NETWORK
A. OVERALL NETWORK STRUCTURE
In this paper, we design an obscured ReID strategy based
on multi-grain and generative adversarial networks with the
following networks: a generative adversarial network that
performs the obscuration removal function and a multi-grain
network that implements ReID. The overall framework can
be seen in Figure 1, which includes a generator G and a
discriminator D, as well as a re-identification network. The
generator can restore the occluded content of the occluded
image and transmits the deblocked image to the discriminator,
which then processes the newly generated image and the
original image. The generative adversarial network contains
much information about the generated and original images.
The specific process is as follows.

FIGURE 1. The overall framework of the network. The AOT block (as
shown in Figure 4) is added to the generator G of the traditional GAN
network, the image is restored by the new generator G and the
discriminator D, and the restored image is passed into the
re-identification network.

First, the original training image library selects complete
and clear training images. The selected unobscured images
are randomly masked to obtain the desired masked training
images and form one-to-one pairs of masked and unmasked
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images. The adversarial network is generated by training
many image pairs.

Next, the trained generator is used to process the images
containing random occlusions to ensure no occlu-sions in the
processed images. Then, together with their original identity
labels, they are transferred to the original training image set
so that the desired training image set can be successfully
obtained.

Finally, the improved multi-granularity network is trained
with the image set to facilitate the subsequent ReID process
accurately. The backbone of the improved multi-granularity
network framework is the ResNet-50 network, which gener-
ates three branches in res_conv4, i.e., global, coarse-grained
and fine-grained branches. The ECA attention mechanism
is added after the coarse-grained branch conv5 to make the
convolutional network pay more attention to the pedestrian
features of the coarse-grained branch. The fine-grained net-
work, on the other hand, improves the part of the MGN
network that divides the pedestrian picture into three parts
using HRNet for pose estimation into dividing the human
picture into nine parts to improve the recognition effect. It is
shown in Figure 2.

FIGURE 2. Pedestrian pictures are divided into 9 parts, these 9 parts
include the head, chest, abdomen, thighs, feet, and the chest and
abdomen can be subdivided into two parts: the upper part and the lower
part.

B. GENERATING ADVERSARIAL NETWORK
The generative adversarial network is commonly used in
artificial intelligence technology and is a technique to build a
model based on deep learning technology. Generative adver-
sarial networks generally include two components: generator
and discriminator. The generator’s primary function is to
generate objects infinitely close to the actual image based on
learning the distribution features of the real image and then
uploading the generated results to the discriminator. The dis-
criminator is a network with discriminative and classification
functions, which can discriminate the images inputted by the
generator and then transmit the discriminative results back
to the generator to provide information for the generator’s
game of adversarial. The classical training process of the
adversarial generative network includes the following proce-
dure. First, the actual image and the generated image given
by the generator are input into the discriminator to complete
the training of the discriminator. The actual degree of the

generated image will gradually improve with the training
of the discriminator, and the discriminator’s discriminative
ability and classification ability will be enhanced; finally,
it enters the convergence stage, and the discriminator no
longer carries out the recognition of the actual degree of the
image, which means that the generated image and the actual
image have been consistent, has reached the equilibrium state.
The objective function of a traditional GAN network can be
expressed as:

min
G

max
D

V (D,G) = Ex∼Pdata(x)
[
logD (x)

]
+ Ez∼Pz(z)

[
log (1 − D (G (z)))

]
(1)

where G is the generator; D is the discriminator; x is the real
image; Z is the image input to the generator;G (z) is the image
generated by the generator; D (x) is the probability that the
discriminator determines that x is the real image; D (G (z))
is the probability that the discriminator determines that the
image generated by the generator is the real image;Ex∼Pdata(x)
and Ez∼Pz(z) are the expectation functions.

The results are not very satisfactory when using tra-ditional
generative adversarial networks for recovering oc-cluded
images, so this paper uses an AOT-GAN.

It is an enhanced type of generative adversarial network.
The effect comparison is shown in Figure 3. the top 3 images
on the right are those recovered by the traditional GAN
network, and the bottom three images are those recovered
by AOT-GAN. It can be compared that the images recovered
by AOT-GAN are closer to the original images. AOT-GAN is
mainly a generator that adds the AOT block to the traditional
GAN. The AOT block is designed to capture information-
rich long-range image contexts for contextual inference in
image restoration. More details of the AOT block design are
discussed below.

FIGURE 3. Comparison of the effect of restored pictures.

The AOT module uses three steps of splitting, converting
and merging to help obtain more information [17].

Splitting: As shown in Figure 4, the AOT module splits
the standard convolutional kernel into multiple sub-kernels,
each with fewer output channels. For example, a kernel with
256 output channels is split into four sub-kernels, so each sub-
kernel has 64 output channels.
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FIGURE 4. The numbers in the orange blocks in an AOT block indicate the
input channels, the size of the convolution kernel and the output
channels.

Transformation: Each sub-kernel performs a different
transformation on the input features using different dilation
rates. A more significant dilation rate allows the kernel to
‘‘see’’ larger areas of the input image. Nevertheless, using
a lower dilation rate, the kernel focuses on local patterns in
smaller fields of perception.

Merging: Contextual transformations from different sen-
sory fields are finally aggregated in tandem, and then feature
fusion is performed by standard convolution. Such a design
allows the AOT module to predict each output pixel through
different views.

With these three steps, the AOT module can aggregate
multiple contextual transformations to enhance contextual
reasoning. Due to the great success of ResNet [18]’s an
excellent success, network models usually include the same
residual connections in their building blocks to simplify the
training of the network. However, they ignore the differences
between the input pixel values inside and outside the missing
regions, leading to the problem of colour discrepancies in
the restored images. In order to alleviate the above problems,
it is proposed to use a new gated residual connection in the
building block. As shown in Figure 4, the residual connec-
tion first computes spatially varying gate values from x1 via
standard convolution and Sigmoid operations g, and then the
AOT module learns the residual features by weighting with g
and aggregating the input features x1 and learning the residual
features x2, which are represented as

x3 = x1 × g+ x2 × (1 − g) (2)

C. ECA-Net
Studies have demonstrated that adding attention modules
to convolutional neural networks can significantly improve
performance. However, the majority of current methods focus
on creating attention modules that are more intricate in order
to attain higher performance, which necessarily makes the

model more complex. By suggesting a local cross-channel
interaction method (ECA module) without dimensionality
reduction and an adaptive selection of the one-dimensional
convolutional kernel size to accomplish performance opti-
mization, ECA-Net primarily adds specific enhancements to
the SE-Net [19] module. Even though the module adds a few
parameters, it significantly improves performance. Avoiding
dimensionality reduction is crucial for learning channel atten-
tion, and effective cross-channel interaction can drastically
reduce model complexity while maintaining excellent per-
formance. As a result, the coverage of local cross-channel
interactions can be established by setting the size of the
one-dimensional convolutional kernel adaptively. The ECA
module is chosen since it is effective and practical in light of
the experiments in this study. In Figure 5, the ECA module is
displayed.

FIGURE 5. Schematic diagram of ECA module, where K = 5. Add this
module to the coarse-grained branch (branch2 in Figure 7) of the entire
re-identification network (as shown in Figure 7) to improve the effect of
re-identification.

D. HIGH-RESOLUTION NET(HRNet)
Traditional machine learning models downsample the layers
and then upsample the feature layers to recover the origi-
nal layer size. However, serially connected network models
such as U-Net [20] do not need to downsample and retain
high-resolution features, and they cause model complexity
and exponential growth of computer operations. The parallel
connection of HRNet [21] can solve the above problems
and complete multi-scale feature integration by repeatedly
integrating feature layers of the same level and multiple
levels. To a certain extent, the integration operation reduces
the semantic gap in information integration, enabling the
model to enhance the ability of contextual feature extraction
significantly. In conclusion, HRNet can increase the accu-
racy of ReID, maintain more information about pedestrians
with limited computational resources, and prevent the loss
of details in ReID. The organization of the HRNet backbone
network is depicted in Figure 6. A 3-level sub-network from
high- to low-resolution is formed by combining three paral-
lel sub-networks with various resolutions. To add low-high-
resolution features, many feature fusions across sub-networks
exist. Information exchanges between parallel subnetworks
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FIGURE 6. HRNet backbone network structure. (Blue blocks are
down-sampled to get orange blocks, and orange blocks are
down-sampled to get purple blocks). The re-identification network uses
fine-grained branches in the entire network shown in Figure 7 through
HRNet (in Figure 7 branch3) for attitude estimation, so that the features
of pedestrians are divided into 9 fine-grained features.

are carried out repeatedly to accomplish multi-scale informa-
tion fusion.

E. RE-IDENTIFICATION NETWORK
In order to avoid the detailed information of the samples being
ignored, this paper uses a modified network of the MGN for
re-identification is shown in Figure 7, using ResNet-50 as the
base network part. In terms of semantic-level features, three
independent branches are included. The first branch enables
capturing and acquiring general and global information about
the image. In contrast, the second branch mainly divides
the image into different parts to obtain the corresponding
coarse-grained semantic data and improve the performance
through the ECA attention mechanism. In the third branch,
17 key points are found by estimating the pose of the original
image through the HRNet network, and these key points are
divided into nine parts by semantics, as shown in Figure 4.
Each branch collects and acquires information separately to
learn more about pedestrians. Different branches have dif-
ferent tasks, yet they cooperate, and the first three lower
layers are mainly shared in terms of weight. In comparison,
the subsequent higher layers are relatively more independent
and flexible regarding weights, which can effectively present
general and local information.

Softmax loss is used for classification, and triple loss is
used for metric learning to release the discriminative power of
the learned representation of this network structure. Regard-
ing discriminative learning, this topic is uniformly treated
as equivalent to a multi-class classification problem when
dealingwith recognition tasks. Thuswhen dealingwith the ith
learning feature fi, the Softmax loss formulation is explicitly
shown as follows.

Lsoft max = −

N∑
i=1

log
eW

T
yi
fi∑C

k=1 e
W T
k fi

(3)

whereWk corresponds to the weight vector of the k class, the
small batch size in the training process N and the number of
classes in the training dataset C. Unlike the traditional Soft-
max loss, the application of the bias term provided within the
prior linear multiclass classifier is discarded during, prompt-
ing a significant improvement in recognition performance.

Softmax loss is used for a subset of features after normal-

ization
{
f P2pi

∣∣2
i=1 , f P3pi

∣∣3
i=1

}
in all learned embeddings.

Triple loss training is performed on all global features of{
f Gg , f P2g , f P3g

}
after the reduction to improve the ranking

performance. The formula of the Triplet loss function used
in this paper is as follows.

Ltriplet = −

P∑
i=1

K∑
a=1


α + max

p=1···K

∥∥∥f (i)
a − f (i)

p

∥∥∥
2

− min
n = 1 · · ·K
j = 1 · · ·P
j ̸= i

∥∥∥f (i)
a − f (i)

n

∥∥∥
2


+

(4)

where f (i)
a , f (i)

p , and f (i)
n are the features extracted from

the anchor sample, positive sample, and negative sample.
where 1,2 and 3 are the features extracted from the anchor,
positive, and negative samples. They are margin hyperpa-
rameters that control the difference between internal and
intradistance. The positive and negative samples involved in
the period represent pedestrians who embody the same or
different identities from the anchor, respectively.

III. EXPERIMENTS AND RESULTS
A. DATASET
The data analysis experiments conducted in this paper are
based on the Market-1501 and DukeMTMC-reID pedestrian
datasets, which are extensive. The Market-1501 dataset is
derived from publicly available information from Tsinghua
University in 2015, which includes 1,501 pedestrian images
captured by 26 cameras, of which the number of annotated
pedestrian rectangular frame images is 32668. The training
set incorporates 12936 images of 751 pedestrians from this
information; the test set selects 19732 images left by 750 peo-
ple. The dataset comes from publicly available information
from Duke University in 2016, which includes 36411 pedes-
trian rectangular frames left by 1404 pedestrians captured
by eight cameras. From the training set, 16522 images from
the image information of 702 people were selected; from the
test set, 19889 images left by 702 people were selected. The
specific information is shown in Table 1.

TABLE 1. Details of the dataset.
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FIGURE 7. The overall structure of the re-identification network proposed in this paper. It consists of HRNet, MGN and ECA attention modules.

B. EXPERIMENTAL ENVIRONMENT
The experiments were conducted using Python 3.7 environ-
ment built with Anaconda, and Pytorch 1.8 was used for the
deep learning framework.

The training of AOT-GAN was carried out sequentially
Softmax loss is used for classification, and triple loss is used
for metric learning to release the discriminative power of the
learned representation of this network structure. Regarding
discriminative learning, on Market-1501 and DukeMTMC-
reID datasets. 12936 and 16522 non-masked images were
applied for random masking during this period. The rele-
vant details are shown: a rectangular block of the same size
(i.e., 20 × 20) is generated at a random position of the
non-occluded training image assigned to 255, thus obtaining
the desired occluded image and the corresponding occluded
and non-occluded image pairs. Since the image resolution
sizes of the two datasets are different, the input image sizes
are set to 64 × 128, and other optimization strategies for the
generative adversarial network are developed with the Adam
optimizer function in play. The generator and discriminator’s
learning rate is 1e-4, the Batchsize is 4, and Epoch is 1e5.

The input image size of the improved MGN network is
still set to 64 × 128, and the optimization of the network is
implemented using the Adam optimizer. Its learning rate base
value is 2e-4, and Batchsize is 8.

C. EXPERIMENTAL RESULTS
First, the random occlusion map within the training set of
Market1501 and DukeMTMC-reID is unfolded to remove

FIGURE 8. The pedestrian images in the Market1501 and DukeMTMC-reID
training sets are randomly occluded and restored. (each group of images
is the original image, the occluded image, and the restored image from
left to right).

the occlusion process, and then the corresponding generated
image is obtained, as shown in Figure 8.
Combining the contents of Fig. 8, we can find that the

series of pedestrian images distributed in the training set
are randomly masked and then further de-masked based on
the generator to obtain different pedestrian images from the
original images. The left set of images is the Market1501
dataset, and the right set of images is the DukeMTMC-reID
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FIGURE 9. Visualization of results. (The first row is the Market1501
dataset, and the second row is the DukeMTMC-reID dataset.)

TABLE 2. Comparison of the performance and completion time (s)of this
paper on the Market-1501 dataset with mainstream algorithms.

dataset, from left to right, the original, randomly masked, and
de-masked images. The generated unmasked images are then
re-identified by the reID network, and the example image is
shown in Figure 9. The top image is based on the Market-
1501 dataset, and the bottom image is based on the Duke-
MTMC-reID dataset.

In order to ensure the outstanding feasibility and superior-
ity of the designed scheme, this paper compares the advanced
ReID algorithms SPREID, PCB+RPP, HPM, BFE, GRL,
HG, BPBREID, BIC-NET and other series of methods with
objective comparison, which revolves around the recognition
of different strategies on the original and random occlusion
maps. The cor-responding comparison results can be referred
to in Table 2 and Table 3. This means that the algorithm’s per-
formance in this paper is outstanding and has high practical
value.

D. ABLATION EXPERIMENTS
In order to verify the feasibility of the proposed
multi-granularity generative adversarial network com-
bined with the random occlusion method, ECA attention

TABLE 3. Comparison of the performance and completion time (s)of this
paper on the DukeMTMC-reID dataset with mainstream algorithms.

TABLE 4. Performance comparison of ECA attention added to different
branches of the network.

TABLE 5. Comparison of the performance of different models.

mechanism, and HRNet pose estimation method, a series
of ablation experiments are designed in this paper using
the Market1501 dataset and DukeMTMC-reID dataset. The
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performance impact of the ECA attention mechanism added
on different branches of the network on ReID is shown in
Table 4.

The feasibility of the improvements for the MGN network,
i.e., the addition of the ECA attention mechanism in Branch2
and the further segmentation of Branch3 using HRNet pose
estimation at fine granularity for performance improvement,
is shown in Table 5.

IV. CONCLUSION
In this paper, we design an algorithm for the re-recognition
occluded pedestrians based on multi-grain generative adver-
sarial networks. The randomly blocked pedestrian images
are recovered using the generative adversarial network,
and the retrieved images are passed into the improved
multi-granularity network in this paper for re-recognition.
The ability of the network to pay attention to coarse-grained
features is improved by adding the ECA attention mod-
ule to the coarse-grained branch of the multi-grained net-
work. The multi-grained network’s ability to pay attention
to coarse-grained features is improved by adding the ECA
attention module to the coarse-grained branch, and the
fine-grained branch is posed estimation through the HRNet
network to the pedestrian picture in 9 parts so that the net-
work can obtain more pedestrian information and enhance its
capacity to re-identify people.

The approach is tested and evaluated, and the associated
experimental design is finished with satisfying results on var-
ious person-identification datasets reflecting harsh conditions
to ensure the objectivity and viability of the analysis strategy
presented in this study.
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