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ABSTRACT The main challenge of few-shot learning lies in the limited labeled sample of data. In addition,
since image-level labels are usually not accurate in describing the features of images, it leads to difficulty
for the model to have good generalization ability and robustness. This problem has not been well solved
yet, and existing metric-based methods still have room for improvement. To address this issue, we propose a
few-shot learningmethod based on a three-dimension attentionmechanism and self-supervised learning. The
attentionmodule is used to extractmore representative features by focusing onmore semantically informative
features through spatial and channel attention. Self-supervised learningmainly adopts a proxy task of rotation
transformation, which increases semantic information without requiring additional manual labeling, and
uses this information for training in combination with supervised learning loss function to improve model
robustness. We have conducted extensive experiments on four popular few-shot datasets and achieved state-
of-the-art performance in both 5-shot and 1-shot scenarios. Experiment results show that our work provides
a novel and remarkable approach to few-shot learning.

INDEX TERMS Few-shot, self-supervised pretext task learning, deep learning, image classification,
attention mechanism.

I. INTRODUCTION
Image classification is a well-known task in the field of
computer vision. With the aid of large datasets of images,
deep learning has achieved remarkable results. However,
in scenarios where data is limited, training a deep neural net-
work using supervised learning methods requires significant
manual labeling effort. This may not be feasible in practical
situations, such as medical imaging, where obtaining labeled
data may require the expertise of professionals. When data is
scarce or labels are unavailable, deep networks are prone to
overfitting. While data augmentation and regularization tech-
niques can mitigate this issue, it has not been fully resolved.
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Therefore, few-shot learning for small datasets has become a
crucial technology for addressing this challenge.

In recent years, numerous researchers have put forward
diverse research methods. The primary method that is cur-
rently in use is meta-learning, also known as learning to learn.
The concept behind meta-learning is to learn how to learn,
with the hope that the trained model will be able to general-
ize to new categories. Meta-learning comprises three learn-
ing paradigms: metric-based [1], [2], [3], [4], [5], [6], [7],
model-based [8], [9], and optimization-based [10], [11]. The
model-based meta-learning paradigm acquires experiential
knowledge by building a meta-model, which is [12], [13],
[14], [15], [16] then utilized to evaluate the final classification
task. On the other hand, optimization-based meta-learning
ensures that the network learns an excellent initialization to
make it easier for the model to be fine-tuned for new tasks.
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FIGURE 1. Overall framework diagram. The proposed method extracts feature from a featured network with a fused three-dimension
attention mechanism. It combines self-supervised learning with rotation transformation based on few-shot learning to enrich the
semantic information of features (which will be detailed in Chapter III).

The distance metric-based meta-learning, which is also the
mainstream method in few-shot learning, maps the image
to a metric space and employs a metric to compute the
Similarity between different image samples to accomplish
classification.

The above few-shot learning methods can achieve good
performance. However, the classification of few-shot learning
is not seen during training. Therefore, the model’s general-
ization ability obtained by training is very high. To solve this
problem, the existing Methods still have room for improve-
ment in learning feature generalization ability and feature
versatility. To obtain more general features or features with
better generalization ability, it is first necessary to ensure that
the features learned by the model are the most representative.
The attentionmechanism is used to help the feature extraction
model give extra attention to different parts of the picture,
increase the weight of practical features, and pay less atten-
tion to irrelevant information. Human vision quickly scans
the global image to obtain the target area that needs attention
and suppress other useless information. Therefore, this paper
proposes integrating the attention mechanism into the feature
extraction network to help the model always focus on the
part of interest in image processing. Therefore, in establishing
the image feature extraction model, the attention mechanism
further extracts image information into practical informa-
tion and the importance of learning different local features.
Inspired by the SimAM proposed in [17], this paper pro-
poses a feature extraction network that fuses three dimension
attentionmechanisms. However, the attentionmechanism can
help the model learn more representative features in few-shot
image classification. Due to the small number of samples and
labels in each category, it is necessary to provide the model
with richer feature information to help it learn features with

good generalization ability. This paper proposes to enrich
the feature semantic information of the image by doing
self-supervised learning on the input image based on few-shot
learning, thereby improving the generalization ability of the
feature. In recent years, the work of self-supervised learning
by geometrically transforming the input image has [18], [19]
The work of this paper is to add self-supervised learning of
rotation transformation in few-shot learning to obtain richer
feature information and adopt simple feature processing dur-
ing training to help the model learn more general and gener-
alization ability Characteristics.

Specifically, this paper proposes a few-shot image clas-
sification model that combines three-dimension attention
and rotation transformation self-supervision, as shown in
Figure 1. The feature information of the sample is enriched
by adding three-dimension of attention to the feature extrac-
tion network and self-supervising the rotation transformation
of the input sample. The contributions of this paper are as
follows:
• Inspired by the human brain’s attention, a feature extrac-
tion network based on three-dimension attention is pro-
posed to help the network extract more representative
features and optimize the existing feature extraction
network.

• To address the problem of insufficient feature infor-
mation and weak feature generalization learned by
the model, this paper proposes to combine supervised
learning with self-supervised learning to provide more
general feature information.

• In this paper, a large number of experiments were car-
ried out on four popular few-shot classification bench-
mark datasets mini-ImageNet, CIFAR -FS, FC100, and
CUB-FS. And ablation studies were carried out, the
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FIGURE 2. The support and query sets come from the training set during the training process. The backbone network predicts the query
set by learning the features of the support set and compares the prediction result with the actual value to obtain a loss function,
thereby optimizing the network. The support and query sets for the testing process come from the test set, where the categories do not
overlap with those in the training set. The feature extraction network represents the support and query sets with a one-dimensional
vector during the test. Then it compares them through the classifier to obtain the classification of the query set image.

experimental results showed that the algorithm in this
paper reflected the robustness and generalization abil-
ity of the algorithm on both the first and fifth tasks.
We believe that we can lead more researchers to use
self-supervised learning for few-shot learning.

II. RELATED WORK
A. FEW-SHOT IMAGE CLASSIFICATION
The main objective of few-shot image classification is to
solve the image classification problem when the sample size
is limited or the labels are difficult to obtain. Its work usually
learns useful feature representations from the seen training
category images and then uses them to classify unseen cate-
gory images. The few-shot image classification paradigm is
shown in Figure 2. This visual task has prompted a lot of
classic works to be proposed [1], [2], [3], [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13], the most similar to this work
is metric-based methods, which complete the classification
by measuring the distance between the support set and query
set of the samples, such as [2] proposed a general network
framework, the fundamental idea of the matching network is
to map the image into an embedding space, which also encap-
sulates the label distribution, then use different architectures

to project the test image into the same embedding space,
and then use the cosine similarity to measure the similar-
ity to achieve classification; [1] the difference between the
prototype network and the matching network is the distance
method, and a prototype representation is created for each
classification, and the Euclidean distance between the pro-
totype vector of the classification and the query point is used
to determine; [20] use graph convolutional neural networks
instead of simple convolutional neural networks to extract
features; [21] propose that on the basis of metric learning, the
method of adding fine-tuning when classifying can improve
the classification effect. A simple and effective based on
method, this work is based on metric-based methods. Still,
this work pays more attention to improving the generalization
ability of features, so it introduces attention mechanism into
the feature extraction network, and fuses rotation transforma-
tion unsupervised learning in few-shot learning, whichwill be
introduced in the following summary.

B. ATTENTION MECHANISM
The application of the attention mechanism in machine vision
is mainly to imitate the unique visual mechanism of human
beings, that is, to pay more attention to the parts of interest
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and suppress the irrelevant parts. Therefore, there are many
attention mechanisms used in the vision domain. For exam-
ple, [17], [22], [23], [23] proposed weighted distribution of
channel information in the convolutional network to solve the
loss problem caused by the different importance of different
channels of the feature map during the convolution pool-
ing process and [22] added attention to spatial information
based on [23] and added a pooling layer. Pooling is used in
convolutional neural networks to extract high-level features.
Therefore, different pooling means that the extracted
High-level features are richer. The two methods generate 1D
or 2D weights from the features, then expand the generated
weights for channel and spatial attention. The SimAM mod-
ule proposed by [17] directly estimates the 3-dimensional
weights. This work has confirmed that it is better than [19],
[20] in the convolutional network and does not bring
additional calculations. Therefore, inspired by the attention
mechanism in the human brain proposed in [24], this paper
integrates a three-dimension based on SimAM attentionmod-
ule into the feature extraction network of few-shot learning
to help the model extract features with more generalization
ability.

C. SELF-SUPERVISED LEARNING
Word2Vec [25] has popularized the self-supervised learn-
ing approach and applied these methods to many problems,
resulting in rapid development in self-supervised learning.
Specifically, supervised learning requires sufficient labeled
data when applied in the field of vision. Manual data labeling
(images or texts) is required to obtain such information,
which is time-consuming and expensive. Unsupervised learn-
ing autoencoders [26] only reduce the dimensions without
containing more semantic features. That is not very helpful
for few-shot image classification for the downstream classi-
fication tasks. On the contrary, self-supervised learning has
attracted the attention of many researchers and proposed
many representative works [27], [28], [29] due to its feature
of not relying on any label values and finding the relation-
ships between samples by mining the intrinsic features of the
data. Reference [27] proposed self-supervised learning using
image grayscale as the input data and corresponding color
images as the label data to train the network. To solve the
task of distinguishing colors, the model must understand the
different objects and related parts appearing in the image to
draw these parts with the same color, thus providing help for
the downstream tasks. Reference [28] proposed setting proxy
tasks in self-supervised learning to solve the segmentation
problem. The model must learn how the segments are assem-
bled in an object, the relative positions of different parts, and
the object’s shape. Therefore, these representations are help-
ful for downstream classification and detection tasks, but the
drawback of this method is the extensive computation. Refer-
ence [29] proposed training convolutional networks to recog-
nize the two-dimensional rotation of the input image to learn
image features, which proves to be a robust supervision signal

in terms of quality and quantity. The labels generated are data
obtained after manually rotating the images. Because [29]
has a minor computation than [27], [28] and can provide
richer supervision signals, this paper adopts self-supervised
learning combined with rotation transformation for few-shot
learning to provide more semantic features.

D. FEATURE PROCESSING
In deep learning, the normalized feature has a mean of 0 and
a standard deviation of 1 on all samples. Standardization of
input data makes each feature’s distribution similar, often
making it easier to train an effective model [30]. Due to the
small dataset of few-shot image classification, the features
of the pictures need to be further emphasized in the train-
ing process to learn more generalizable features in limited
pictures. In recent years, many works have been proposed,
such as [31] and [32], which propose to use self-correlation
and cross-correlation to emphasize the features of the picture
samples, and [32] cross-self-attention to obtain more distinc-
tive features, both of which introduce additional calculations.
Reference [32] proposes to indicate which CNN uses critical
areas in the image to recognize the features of this class. In the
few-shot field, [33] combines self-correlation and cross-
correlation to emphasize the features of the picture samples.
And [3] work uses a simple feature transformation of mean
subtraction and normalization to perform better than [34].
This paper adds the feature processing of mean subtraction
and normalization in the training process to improve the
model’s performance.

III. PROPOSED METHOD
In this section, the paper first describes the definition of
the few-shot classification problem, technical terms, and
related symbol definitions. Then the proposed feature extrac-
tion network fused with three-dimension is introduced,
and the method of combining few-shot learning with self-
supervised learning of rotation transformation is introduced.
Finally, we propose a few-shot learning model based on
three-dimension attention and self-supervised learning. The
overall framework of the method proposed in this paper is
shown in Figure 1.

A. PROBLEM DEFINE
In few-shot learning, the original data set is divided into three
subsets by different categories: the training set, verification
set, and test set, denote as D. Among them, the training set is
used in the training process. In contrast, the test set is used in
the testing phase. Each subset is divided into a support set S
and a query set, denote as Q when used. During the training
process, the support set of the training set is used to train the
model, and the query set is used to optimize the model. The
validation and test sets are used for the validation and testing
phases. During the test, the data set will also be divided into
set S and set Q, where S is used to provide label information,
and Q is the sample to be classified. When the number of
categories in S is 5, and the number of samples k for each
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category is 1, called the 5way-1shot paradigm for few-shot
learning. When k is 5, it is called the 5way-5shot few-shot
learning paradigm.

B. FEATURE EXTRACTION NETWORK
This paper selects the most commonly used Resnet12 [35] in
the current few-shot learning as a feature extraction network.
Inspired by the SimAM attention [16], this paper integrates
the three-dimension attention module into Resnet12. Specif-
ically, this paper uses Resnet12 The attention module is inte-
grated into the four basicmodules. Existing attentionmodules
in computer vision focus on the channel or spatial domains.
These two attention mechanisms correspond to the human
brain’s feature and spatial-based attention mechanisms [24].
However, these two mechanisms coexist in humans and facil-
itate information selection during visual processing. There-
fore, this paper integrates three-dimension into the feature
extraction network. In three-dimension attention, each neuron
is assigned a unique weight, each of which corresponds to an
energy equation:

et (wt , bt , y, xi) = (yt − t̂)2 +
1

M − 1

M−1∑
i=1

(yo − x̂i)2. (1)

t̂ = wt t + bt (2)

x̂i = wtxi + bt (3)

M = H ×W (4)

where wt and bt are the weights and biases of the neuron,
t and xi is the target and the other neurons in the single
channel of the current input feature, respectively, x̂i, t̂ are the
linear transformations of t and xi respectively.M The number
of neurons in the channel comes from the second and third
dimensions of input. Equation 1 shows that yt it is equal to
t̂ and yo is equal to x̂i when the minimum of et is obtained.
Since the calculation of minimizing et is complex, in [35], 1
is analytically solved as:

e∗t =
4(σ̂ 2
+ λ)

(t − µ̂)2 + 2σ̂ 2 + 2λ
(5)

µ̂ =
1
M

∑M

i=1
xi (6)

σ̂ 2
=

1
M

∑M

i=1
(xi − µ̂)2 (7)

X = sigmoid(
1
E
)⊙ X (8)

Among them, cross-channel and spatial dimensions are
combined, and operations are added to restrict overly large
values. The feature extraction network structure fused in
Resnet12 is shown in Figure 3.

C. LOSS FUNCTION
Self-supervised learning can define proxy tasks, use image
transformation methods to generate pseudo-labels, and use
these pseudo-labels to supervise the network to complete

these proxy tasks. A significant advantage of self-supervision
is that it does not require additional manual labels and only
constructs proxy tasks from existing data to enrich label
semantic information. This feature is essential in few-shot
image classification scenarios. After literature research [26],
[27], [28], it is found that the effect of rotation transformation
is better in the current self-supervised agent tasks. There-
fore, this paper uses self-supervised rotation transformation
to enhance the semantic information of pictures. Specifically,
in self-supervised tasks, the input image will be rotated by
different angles, and the auxiliary purpose of the model is to
predict the amount of rotation applied to the image. Inspired
by [28], this paper proposes that the rotation angle is [0◦, 90◦,
180◦, 270◦]. In the image classification setting, an auxiliary
loss (based on the predicted rotation angle) is added to the
standard classification loss function to learn a general repre-
sentation suitable for image understanding tasks. This paper
adds self-supervised learning of rotation transformation to
few-shot learning. It forms the total loss function, the self-
supervised, and the original loss function. In this way, this
paper establishes a fusion of a self-supervised learning model
for few-shot image classification. The overall loss function is:

Ltotal = 0.5 ∗ Loss+ 0.5 ∗ Lossrotation (9)

Among them Loss is obtained by the fundamental few-shot
backbone network prediction value, and the actual value of
the query set Lossrotation is obtained by self-supervised rota-
tion transformation.

D. FEATURE NORMALIZATION
To further optimize the model performance, the feature pro-
cessing adopted in the training stage of this work is mean
subtraction and normalization. The specific approach taken
in this paper is first to calculate the mean of the data in each
dimension (using the entire data set), then subtract the mean
from each dimension. The next step is to divide the data in
each dimension by the standard deviation of that dimension.
Numerically, this operation gives each feature amean of 0 and
a standard deviation of 1. And observationally, this method
has proven effective in [1] improving the model performance.
The mean subtraction and normalization formula is:

R←
R− R̄
∥R∥2

(10)

where R represents the feature, R̄ represents the average value
of R, and ∥•∥2 represents the standard deviation calculation.

IV. RESULT AND DISCUSSION
The three-dimension-based Resnet12 network of this work
uses the backbone network, and the classifier is the nearest
neighbor classifier [36]. This chapter will introduce the data
set used in the experiment, the experimental settings, and the
results. We also did a lot of ablation experiments to prove the
effectiveness of the method proposed in this work.
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FIGURE 3. Each basic module in this paper’s four-layer network of Resnet12 incorporates the three-dimension attention module.

A. DATASET
Mini-Imagenet: A subset of ImageNet, often used to study
few-shot learning, contains 100 classes with 600 examples
per class. The dataset is split to have 64 base classes, 16 val-
idation classes, and 20 new classes. This paper rescaling and
center cropping resizes the image to 84 × 84 pixels.

CIFAR-FS: The full name of the CIFAR-FS dataset is the
CIFAR100 Few-Shots dataset, which comes from the CIFAR
100 dataset, which contains 100 categories, 600 images for
each category, and a total of 60,000 images. In use, it is
usually divided into a training set (64 types), a verification
set (16 types), and a test set (20 types), and the image size is
unified to 32 pixels.

Fc-100: The full name is the Few-shot CIFAR100 dataset,
similar to the CIFAR-FS dataset above. It also comes from
the CIFAR100 dataset. It contains 100 categories, 600 images
for each category, and 60,000 images. But the difference
is that FC100 is not divided according to the category but
according to the superclass (Superclass). It contains a total of
20 super-classes (60 categories), including 12 super-classes
in the training set, four super-classes (20 categories) in the
verification set, and four super-classes (20 categories) in the
test set.

CUB200: This dataset is particularly fine-grained and chal-
lenging because it only consists of pictures of birds. There are
100 base classes, 50 validation classes, and 50 new classes.
The image size is unified to 50 pixels.

B. EXPERIMENT SETTINGS
This experiment is implemented based on the deep learning
tool named Pytorch. In this experiment, the cosine annealing

method [1] is adopted for training, in which the learning rate
varies between the initial given value and 0 during the cosine
cycle. This paper sets the cycle to 60, the initial learning
rate to 0.1, and reduces the learning rate by 10% in each
cycle. This paper sets the total rounds to 240. At the test time,
this paper compares the accuracy of this paper’s method and
other few-shot learning algorithms by dividing 10,000 k-shot
C-way tasks from the new class. Each task has C new classes,
K labeled samples (support set) images, and 15 test samples
(query set) per class. This paper averages the test accuracy of
all test images and all tasks and reports the average accuracy
and 95% confidence interval. In the training stage, this paper
adopts feature de-mean and normalization.

C. EXPERIMENTAL RESULTS
Tables 1, 2, 3, and 4 are the results of the method in this
paper on the datasetMini-ImageNet, CIFAR-FS, FC-100, and
CUB200, respectively.

It can be seen fromTable 1 to Table 4 that themethod in this
paper performs well on commonly used few-shot datasets,
especially the best performance on the data set CUB200. And
CUB200 is a fine-grained picture, so it can be seen that the
method in this paper is not only suitable for normal image
sets but also fine-grained images. All datasets have results,
showing that the method proposed in this paper can help
the model learn more representative features, so it can still
perform better than other algorithms in fine-grained pictures.

From Table 1 to Table 4, we can see that our model
achieves good accuracy in both 5-way 1-shot and 5-way
5-shot scenarios. Compared with other algorithms, our model
adds attention mechanism and self-supervised learning proxy
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TABLE 1. Average accuracy (% ) for 5way 1shot and 5way 5shot on
mini-Imagenet.

TABLE 2. Average accuracy ( % ) for 5way 1shot and 5way 5shot on
CIFAR-FS.

TABLE 3. Average accuracy (in %;) for 5way 1shot and 5way 5shot on
FC-100.

tasks to the basic model, which enables the model to extract
representative features well from both local and semantic
information. This is a key factor in ensuring model robustness
and generalization ability.

In the field of image recognition, image features are cru-
cial information for models. Our method starts from this

TABLE 4. Average accuracy (in %;) for 5way 1shot and 5way 5shot on
CUB200.

aspect and uses an attention mechanism to address the
trade-off between local information and semantic informa-
tion in images, placing more weight on more representative
features. On the other hand, semantic information also plays
an irreplaceable role in the recognition process. The model
must remember the semantic information of each category
to achieve generalization and robustness during inference.
Therefore, the experimental results confirm the effectiveness
of our method, i.e., attention helps the model extract more
representative features from images, and self-supervised
learning proxy tasks enrich the semantic information of the
dataset. Combining the two can significantly improve the
model’s generalization ability and robustness in few-shot
learning.

D. ABLATION STUDIES
To further prove the effectiveness of the proposed method,
this paper tests the effectiveness of the three-dimension mod-
ule, the self-supervised rotation transformation proxy task,
one by one in the experiments in this section. The results
are shown in Table 5. A tick mark ✔ means the module is
used, while a blank means the module or operation is not
used.

It can be seen that the proposed method can achieve good
results. Table 5 of the ablation experiment shows that whether
it is only the attention mechanism or only the self-supervised
learning module, the model can achieve higher accuracy.
When the attention mechanism and self-supervised learning
modules are fused at the same time, the model can achieve
the best performance. For such experimental results, it can
be fully demonstrated that the attention mechanism proposed
in this paper can better help the model to obtain more rep-
resentative features, thereby improving the robustness of the
model. The improvement effect of self-supervised learning
is higher than that of the attention mechanism, which shows
that self-supervised learning plays an irreplaceable role in
the field of few-shot learning because it can reduce manual
labeling while obtaining more semantic information of
samples.
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TABLE 5. Average accuracy (in %) of ablation experiments of our method.

The ablation experiment results in Table 5 show that
self-supervised learning improves the basic model more sig-
nificantly than the attention module. The model’s progress
can be further improved when the two are integrated.
On mini-Imagenet, using the attention module alone can
improve the model accuracy very well, which shows that
three-dimension attention can better help the feature extrac-
tion network to notice more representative features. When
the model only uses the rotation transformation proxy task,
the model’s performance can be well improved in the four
data sets, which shows that the self-supervised rotation trans-
formation proxy task can effectively provide the model with
richer semantic information. Thereby enhancing the perfor-
mance of the model—the robustness of extracted features.

When attention mechanisms are used alone, all datasets
can achieve some improvement in accuracy, but compared
to using self-supervised learning proxy tasks alone, the
improvement is not very significant. This may be due to
the characteristics of small sample datasets, where there are
many categories but few samples per category. We hypoth-
esize that the attention module is used to help the model
better focus on representative features. Experimental results
show that the attention mechanism can only play a better
role in the fusion of self-supervised proxy tasks. Our idea
is to enrich the semantic information of images through
self-supervision, which can help the model obtain better
robustness and generalization ability. As shown in Table 5,
whether using self-supervised learning proxy tasks alone or
in conjunction with attention mechanisms, the model can
achieve high accuracy on all four datasets. Therefore, it can
be considered that the role of self-supervised learning is more

significant than that of attention mechanisms in the small
sample domain. This also inspires us that future research
should perhaps focus on investigating whether other forms of
proxy tasks can enrich the semantic information of images,
to verify the irreplaceable role of self-supervised learning in
other few-shot domains.

V. CONCLUSION
We propose an end-to-end few-shot learning algorithm
framework based on a three-dimension attention mechanism
and a self-supervised rotation transformation pretext task.
In this paper, we apply self-supervised learning to few-shot
learning and develop an integrated framework that combines
a three-dimension attention mechanism and self-supervised
learning with few-shot learning. The feature extractor was
trained using rotational proxy tasks and fused the attention
mechanism to improve the model’s ability to extract features
and obtain higher generalization ability and robustness. Our
experiment shows that our method exhibits better robustness.
The model has better generalization ability and achieved new
state-of-the-art results on Mini-ImageNet, FC100, Cifar-FS,
and CUB datasets.
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