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ABSTRACT In this article, we expose the notion of power operator to reduce the impact of negative
information on the decision-making (DM) process. The power aggregation tools are also robust mathematical
aggregation operators (AOs) which allow input arguments to support each other in the DM process. The
Frank aggregation expressions are reliable and updated versions of triangular norms which are used to
handle complex and complicated information in a decision-making process. The picture fuzzy (PF) set
(PFS) is an extended version of the fuzzy sets (FSs) and intuitionistic FSs (IFSs). A PFS has four terms
of an object simultaneously such as positive grade (PG), Abstained grade (AG), negative grade (NG) and
refusal grade (RG). By using basic operations of Frank aggregation expressions, we propose a list of new
appropriate methodologies under consideration of PF information, including ‘‘picture fuzzy frank power
average’’ (PFFPA), and ‘‘picture fuzzy frank power geometric’’ (PFFPG) operators. We also present some
new approaches to PFSs based on Frank aggregation tools such as ‘‘picture fuzzy frank power weighted
average’’ (PFFPWA) and ‘‘picture fuzzy frank power weighted geometric’’ (PFFPWG) operators. Some
appropriate properties and special cases of our currently proposed approaches are also studied. Moreover,
to ratify the intensity and reliability of our derived strategies, we illustrated an algorithm of the multi-
attribute group decision-making (MAGDM) technique under a PF environment. Furthermore, we illustrated
a practical case study to evaluate a suitable optimal option by considering our proposed approaches
and analyzed the performance of our currently derived approaches by comparing the results of existing
methodologies.

INDEX TERMS Frank aggregation tools, picture fuzzy numbers, power aggregation operates, multi-attribute
group decision-making process.

I. INTRODUCTION
The main principle of the multi-attribute decision-making
(MADM) method, which is a modified form of the simple
decision-making scenario, is a remarkable and dominant
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strategy for illuminating the valuable preference from
the collection of preferences. We evaluate or encounter
various decision-making issues in our daily lives, and one
of the most important things we can do is learn how
to make good decisions. The expert frequently presents
traditional knowledge without analyzing its level of ambi-
guity and uncertainty. We saw many scholars work on
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the decision-making process and multi-criteria decision-
making (MCDM) process refer to [1], [2], [3], and [4].
Nonetheless, one of themost useful and deserving hypotheses
for expressing the positive degree (PD) of the information
whose range is in the unit interval [0, 1] known as fuzzy
sets (FSs) [5] to treat the ambiguity in the information.
Advanced speculative theory of the FS known as intuitionistic
FSs given by Atanassov [6], an IFS contains two terms of
any object like negative degree (ND) and PD; the sum of
PD and ND lies on [0, 1]. Yager [7] extended the theory
of IFSs by relaxing the condition of the PD and ND.
Yager [8] illustrated a robust concept of q-rung orthopair FSs
(q-ROFSs) with conditions on PD and ND in such a way
that the sum of PD and ND lies on [0, 1]. The IFSs and FSs
applied in several fields of life, including medical diagnosis,
clustering points, networking, and supplier system. But there
are some shortcomings in above discussed theories. These
theories cannot handle such situations of human opinions
which contain more than two aspects of membership terms.
In the electoral process, different possibilities are yes, no,
abstain or neutral and refusal value. To handle such scenarios,
Cuong [9]generalized the concepts of IFS and FSs with
PD, abstain degree (AD), and ND. Above discussed theories
are used to solve many applications in different fuzzy
environments [10], [11], [12].

The AOs are utilized to evaluate human opinions under
the consideration of PF information by numerous research
scholars in different fuzzy circumstances. The theoretical
concepts of weighted average and weighted geometric
operators were discovered by Xu [13]. Li et al. [14]
stated some appropriate mathematical approaches of
Dombi aggregation tools based on IFSs. They also
established an experimental case study to find the
supremacy and superiority of our derived approaches under
the MADM technique. Wei and Gao [15] extended
the theoretical concepts of similarity measures and found the
correlation among different input arguments under the
consideration of our current derived approaches. Garg [16]
elaborated on trigonometric function with some particular
properties of derived methodologies and analyzed the
supremacy and superiority of invented approaches based
on the MADM technique. Haktanır and Kahraman [17]
illustrated the characteristics of PFSs and presented a
novel approach to the decision-making process to assess
advanced health technologies. A novel approach to reducing
the effects of traditional vehicles and analyzed advanced
technology of electric motor cars by He and Wang [18].
Verma and Rohtagi [19]explored the concepts of similarity
measures under a system of PF information and examined
an application of medical diagnosis based on the decision-
making process. Hussain et al. [20]also presented some well-
known aggregation approaches to illustrate the technique of
vendor management systems. Li et al. [21]also showed the
robustness of proposedmathematical aggregation approaches
under consideration of a MADM problem. Xing et al. [22]

explored the theory of Hesitant FSs and developed a
series of new approaches simultaneously. Tang et al. [23]
genialized the theory of Hesitant FSs to overcome the
impact of different attributes under consideration of Frank
aggregation expressions. Xing [24] utilized the notion of
power aggregation tools to reduce the impact of negative
information based on Frank aggregation expressions in
the decision-making process. A large number of scientists
proposed several aggregation techniques and algorithms
under consideration of Frank aggregation expressions seen in
references [25], [26], and [27].

Hussain et al. [28] stated some prominent approaches
by utilizing Hamy mean (HM) aggregation models under
consideration of complex IFSs. Liu and Gao [29] interpreted
the theory of Dempster Shafer based on IFSs and developed
some AOs of power Bonferroni mean models to evaluate
human opinions based on multicriteria decision-making.
Ullah [30] elaborated the theory of PFSs and derived new
approaches to solving a MADM technique. Wu et al. [31]
examined the theoretical concepts of 2-tuple linguistic
neutrosophic sets and presented new approaches of Hamy
mean models to assess risk management in the construction
industry. Akram and Shahzadi [32] utilized some appropriate
properties of Yager aggregating tools to provide a list of new
approaches based on q-ROFSs. Riaz et al. [33] anticipated
a list of new methodologies by using theoretical concepts
of Aczel Alsina aggregation tools based on Spherical FSs.
A list of some particular approaches based on power
aggregation tools gave an application under consideration
of Pythagorean 2-tuple linguistic information by Wei and
Gao [34]. Wei [35] evaluated unpredictable human infor-
mation by using Hamacher aggregation tools under PF
information and established applications based on multi-
criteria decision-making problems. Ahmmad et al. [36] listed
some new appropriate approaches for Spherical FSs by
generalizing the theory of weighted average and weighted
geometric to evaluate an MCDM problem. An algorithm
under consideration of T-Spherical fuzzy information and
derived a list of new AOs to evaluate a MADM problem by
Garg et al. [37].

The theoretical concepts of triangular norms in statistical
metric space with some specific properties are given by
Menger [38]. Several scientists explored the potential of
triangular norms and their characteristics by introducing
advanced mathematical tools, such as algebraic products.
The probabilistic algebraic sum of triangular norms in
the fuzzy system is given by Lee [39]. Schweizer and
Sklar [40] enlarged the theoretical concepts of triangular
norms in topological metric space. Garg [41] provided a
list of new approaches using Hamacher aggregation tools
to overcome the loss of information during the aggregation
process under the consideration of IFSs. Some appropri-
ate aggregation tools based on complex T-Spherical FSs
developed by Ali et al. [42], Mahmood [43] established a
list of new approaches to the complex bipolar fuzzy set
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and gave an application to solve multi-attribute decision-
making (MADM) problems. Hussain et al. [44] proposed an
algorithm of a MAGDM technique to evaluate unreliable
and unpredictable information under consideration of an
interval-valued PyF system. Li et al. [14] proposed a list
of particular approaches to accommodate unpredictable
situations of human opinions based on different attributes
under consideration of IFSs. Akram et al. [45] elaborated
on the speculative theory of Dombi aggregation tools.
They stated some prominent methodologies to evaluate
other optimal options based on different criteria under the
system of PyF information. Ali Khan et al. [46] proposed
new approaches using the theory of Einstein’s prioritized
aggregation tools and evaluated a real-life problem based
on the MAGDM technique. Some robust aggregation tools
use the speculative hypothesis of an Aczel Alsina aggre-
gation model under the consideration of PyF environments
given by Hussain et al. [47]. The theory of Frank aggre-
gation operators is generalized as interval-valued IFSs by
Zhang [48]. Yahya et al. [49] exposed some new aggregation
models using the concepts of Hesitant Fuzzy information.
Mahmood et al. [50] elaborated the theory of Frank aggre-
gation tools and investigated the analytic hierarchy process
under the consideration of interval-valued PF information.
Wei [51] also exposed the speculative theory of cosine sim-
ilarity measures and observed the correlation among several
arguments.

Road transportation contributes significantly to carbon
dioxide, nitrogen oxides, and particulate matter emissions,
making it a substantial source of both greenhouse gases
and air pollutants. Many researchers have different ideas
in different environments to overcome these complicated
situations. Recently, Bessa and Matos [52] gave an appropri-
ate mechanism to enhance any country’s economic growth
by developing transportation infrastructure. Jia et al. [53]
presented a novel approach and evaluated different strategies
to overcome environmental pollution. Loschan et al. [54]
illustrated various ways to reduce transmission congestion
and studied the flexibility of different electric cars by using
aggregation tools.

After evaluating all existing research work, we observed
that numerous research scientists have introduced dif-
ferent mathematical strategies and advanced approaches.
These strategies producing by different triangular norms
such as algebraic product and probabilistic sum, Dombi
aggregation expressions, Einstein aggregation expres-
sions, and Aczel Alsina aggregation expressions. All
discussed basic operations of triangular norms are utilized
to aggregate imprecision information under several fuzzy
environments in the decision-making process. The Frank
aggregation operations are more reliable than existing
ones and provide a smooth approximation during the
aggregation process. We concluded sometimes theory of
FSs and IFSs cannot deal with complex and complicated
challenges. For this situation, the theory of PFS is the
extended version of IFSs and FSs and has a great

capability to deal with vague information. Keeping in mind
the significance and effectiveness of PFSs, we exposed
some basic operations of PFSs under consideration Frank
mathematical expressions. The Power aggregation models
are utilized to reduce the impact of attributes and permitted
to input of arguments to support each other in the decision-
making process. The aim of this article is proposed as
follows:

a) Firstly, we expressed some necessary operations of
Frank aggregation tools under consideration of PF
information. Which are used to obtained a smooth
approximation during aggregation process.

b) Robust concepts of power average and geometric
operators were also studied.

c) Some appropriate methodologies of PF information are
also derived such as PFFPA, PFFPG, PFFPWA and
PFFPWG operators. We also exposed some prominent
characteristics and exceptional cases of our derived
approaches.

d) To ratify the intensity and validity of the currently dis-
cussed approaches, we illustrate a MAGDM technique
and try to evaluate the consideration of the proposed
algorithm.

e) An experimental case study is also analyzed by using
our derived approaches under the decision-making
process based on a MAGDM technique.

f) To reveal the supremacy and superiority of our derived
approaches, make an extensive comparative study to
compare existing results with the results of currently
proposed approaches.

The structure of this article is maintained as follows:
In section II, a brief discussion about PFSs and their
related basic operations under the consideration of PF
information. The generalization of triangular norms in
section III exposes some appropriate mathematical models
like Frank aggregation tools. In section IV, we anticipated
some appropriate approaches for PFSs, such as PFFPA
and PFFOPG operators. The AOs of the PFFPWA and
PFFPWG operators based on PF information are derived
in section V. In section VI, we ratify the intensity and
validity of our derived approaches and construct a MAGDM
technique to evaluate PF information. In section VII,
a comparative study is also exposed to find the supremacy
and superiority of the currently discussed methodologies.
In the end, a summary of this article is also present in this
article.

II. PRELIMINARIES
Firstly, a brief discussion about PFSs, related to their fun-
damental operations and comparison among input arguments
based on PF information.
Definition 1 [9]: Suppose M be a universal set and a PFS

Γ is defined as follows:

Γ = {⟨I,αΓ (I) , βΓ (I) , γΓ (I) |IϵM⟩}
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where αΓ : M → [0, 1], βΓ (I) : M → [0, 1] , and
γΓ (I) : M → [0, 1] represents the positive degree
(PD), abstinence degree (AD), and negative degree (ND),
respectively. A PFS satisfies the condition:

0 ≤ αΓ (I)+ βΓ (I)+ γΓ (I) ≤ 1, ∀, I ∈M

The refusal degree of a PFS is denoted by HΓ (I) =

1−αΓ (I)−βΓ (I)−γΓ (I) and a PF value (PFV) is denoted
by the Γ = (αΓ , βΓ , γΓ ).
Definition 2 [55]: Consider A = (αA, βA, γA) and B =

(αB, βB, γB) are two PFVs over the universal set X and τ > 0
be any real number. Then we have:

a) A ≤ B if αA ≤ αB , βA ≤ βB and γA ≥ γB
b) A∨B = (max {αA, αB} , min {βA, βB} , min {γA, γB})

c) A∧B = (min{αA, αB},max{βA, βB},max{ γA, γB})
d) A∁

= (γA, βA, αA)

e) A⊕ B = (αA + αB − αAαB, βAβB, γAγB)

f) A⊗ B =

(
αAαB,

βA + βB − βAβB, γA + γB − γAγB

)
g) τA = (1 − (1 − αA)τ , βAτ , γAτ )
h) Aτ = (αA

τ , 1 − (1 − βA)τ , 1 − (1 − γA)τ )

Definition 3 [12]: Suppose that Γ = (αΓ , βΓ , γΓ ) be a
PFV. Then, the score function is defined by:

1(Γ ) = αA − βA − γA, 1 (Γ ) ∈ [−1, 1] (1)

And accuracy function of a PFV Γ = (αΓ , βΓ , γΓ ) is
defined by:

ψ (Γ ) = αΓ + γΓ , ψ (Γ ) ∈ [0, 1] (2)

Definition 4: Consider A = (αA, βA, γA) and B =

(αB, βB, γB) are two PFVs. Then we compare these two PFVs
given as:

i. If 1(A) > 1(B), then A > B
ii. If 1(A) < 1(B), then A < B
iii. If 1(A) = 1(B), then:

a) If ψ(A) > ψ(B), then A > B
b) If ψ(A) < ψ(B), then A < B
c) If ψ(A) = ψ(B), then A = B

Definition 5 [56]: Consider Γς =
(
αΓς , βΓς , γΓς

)
, ς =

1, 2, 3, . . . , be the collection of PFVs. Then, the PF
weighted averaging (PFWA) operators are given as:

PFWA (Γ1, Γ2, . . . , Γ ) = ⊕
ς=1

(
ωςΓς

)

=


1 −

∏
ς=1

(1 − αΓ )
ως ,

∏
ς=1

βΓ
ως ,

∏
ς=1

γ
ως
Γ



where ω = (ω1,ω2,ω3, . . . ,ω ) be the associated weight
vector of Γς such that ως∈ [0, 1] and

∑
ς=1 ως = 1.

III. NECESSARY OPERATIONS OF FRANK
AGGREGATION MODELS
Using the speculative theory of Frank aggregation tools,
we exposed basic operational laws under the consideration
of PF information.
Definition 6 [57]: Suppose that c and d are two real

numbers. Then, Frank t-norm and Frank t-conorm are
described as follows:

Fra (c, d) = logκ

(
1 +

(κc − 1)
(
κd − 1

)
κ − 1

)
and Fra′ (c, d)

= 1 − logκ

(
1 +

(
κ1−c − 1

) (
κ1−d − 1

)
κ − 1

)
where (c, d) ∈ [0, 1] × [0, 1] and κ ̸= 1.

i. If r → 1, then Fra′ (c, d) → c + d − cd and
Fra (c, d) → cd . Therefore, if r tends to 1, then
the Frank sum and Frank product are converted into
probabilistic sum and product.

ii. If r → ∞ then Fra′ (c, d) → mς {c+ d, 1}
and Fra (c, d) → max {0, c+ d − 1} for r tends
to infinitely the Frank sum and Frank product
reduce to the Lukasiewicz sum and Lukasiewicz
product.

Example 1: Suppose a = 0.29, b = 0.56 and r = 4.
Then we have:

Fra (0.29, 0.56)

= log4

(
1 +

(41−0.29
− 1)(41−0.56

− 1)
4 − 1

)
= 0.1276

Fra′ (0.29, 0.56)

= 1 − log4(1 +
(41−0.29

− 1)(41−0.56
− 1)

4 − 1
)

= 0.8723

Definition 7 [57]: Suppose Γ = (αΓ , βΓ , γΓ ) , Γ1 =(
αΓ 1, βΓ 1, γΓ 1

)
and Γ2 =

(
αΓ 2, βΓ 2, γΓ 2

)
are the three

PFVs and any real numbers κ > 1,ℵ > 0. Some necessary
operations of PFVs are given:

i Γ1 ⊕ Γ2

=



1 − logκ

(
1 +

(
κ1−αΓ 1 − 1

) (
κ1−αΓ 2 − 1

)
κ − 1

)
,

logκ

(
1 +

(
κβΓ 1 − 1

) (
κβΓ 2 − 1

)
κ − 1

)
,

logk

(
1 +

(κγΓ 1 − 1) (κγΓ 2 − 1)
κ − 1

)


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ii Γ1 ⊗ Γ2

=



logκ

(
1 +

(καΓ 1 − 1) (καΓ 2 − 1)
κ − 1

)
,

1 − logκ

(
1 +

(
κ1−βΓ 1 − 1

) (
κ1−βΓ 2 − 1

)
κ − 1

)
,

1 − logκ

(
1 +

(
κ1−γΓ 1 − 1

) (
κ1−γΓ 2 − 1

)
κ − 1

)


iii ℵΓ

=



1 − logκ

(
1 +

(
κ1−αΓ − 1

)ℵ
(κ − 1)ℵ−1

)
,

logκ

(
1 +

(
κβΓ − 1

)ℵ
(κ − 1)ℵ−1

)
,

logk

(
1 +

(κγΓ − 1)ℵ

(κ − 1)ℵ−1

)


iv Γℵ

=



logk

(
1 +

(καΓ − 1)ℵ

(κ − 1)ℵ−1

)
,

1 − logκ

(
1 +

(
κ1−βΓ − 1

)ℵ
(κ − 1)ℵ−1

)
,

1 − logκ

(
1 +

(
κ1−γΓ − 1

)ℵ
(κ − 1)ℵ−1

)


Theorem 1: Consider Γ = (αΓ , βΓ , γΓ ) , Γ1 =(
αΓ 1, βΓ 1, γΓ 1

)
and Γ2 =

(
αΓ 2, βΓ 2, γΓ 2

)
are three PFVs

and κ > 1, ℵ,ℵ1,ℵ2 > 0 are any real numbers. Then we
have:

i. Γ1 ⊕ Γ2 = Γ2 ⊕ Γ1
ii. Γ1 ⊗ Γ2 = Γ2 ⊗ Γ1
iii. ℵ (Γ1 ⊕ Γ2) = ℵΓ1 ⊕ ℵΓ2
iv. ℵ1Γ ⊕ ℵ2Γ = (ℵ1 + ℵ2)Γ
v. (Γ1 ⊗ Γ2)

ℵ
= Γ1

ℵ
⊗ Γ2

ℵ

vi. Γℵ1⊗Γℵ2 = Γℵ1+ℵ2

Proof: Consider Γ = (αΓ , βΓ , γΓ ) , Γ1 =(
αΓ 1, βΓ 1, γΓ 1

)
and Γ2 =

(
αΓ 2, βΓ 2, γΓ 2

)
are three PFVs

and for any ℵ,ℵ1,ℵ2 > 0. Then,

i Γ1 ⊕ Γ2

=


1 − logκ

(
1 +

(
κ1−αΓ 1−1

)(
κ1−αΓ 2−1

)
κ−1

)
,

logκ

(
1 +

(
κβΓ 1−1

)(
κβΓ 2−1

)
κ−1

)
,

logκ
(
1 +

(κγΓ 1−1)(κγΓ 2−1)
κ−1

)



=



1 − logκ

(
1 +

(
κ1−αΓ 2 − 1

) (
κ1−αΓ 1 − 1

)
κ − 1

)
,

logκ

(
1 +

(
κβΓ 2 − 1

) (
κβΓ 1 − 1

)
κ − 1

)
,

logκ

(
1 +

(κγΓ 2 − 1) (κγΓ 1 − 1)
κ − 1

)



= Γ2 ⊕ Γ1

ii Γ1 ⊗ Γ2

=



logκ
(
1 +

(καΓ 1−1)(καΓ 2−1)
κ−1

)
,

1 − logκ

(
1 +

(
κ1−βΓ 1−1

)(
κ1−βΓ 2−1

)
κ−1

)
,

1 − logκ

(
1 +

(
κ1−γΓ 1−1

)(
κ1−γΓ 2−1

)
κ−1

)



=



logκ

(
1 +

(καΓ 2 − 1) (καΓ 1 − 1)
κ − 1

)
,

1 − logκ

(
1 +

(
κ1−βΓ 2 − 1

) (
κ1−βΓ 1 − 1

)
κ − 1

)
,

1 − logκ

(
1 +

(
κ1−γΓ 2 − 1

) (
κ1−γΓ 1 − 1

)
κ − 1

)


= Γ2 ⊗ Γ1

iii ℵ (Γ1 ⊕ Γ2)

= ℵ


1 − logκ

(
1 +

(
κ1−αΓ 1−1

)(
κ1−αΓ 2−1

)
κ−1

)
,

logκ

(
1 +

(
κβΓ 1−1

)(
κβΓ 2−1

)
κ−1

)
,

logκ
(
1 +

(κγΓ 1−1)(κγΓ 2−1)
κ−1

)



=



1 − logκ

1 +

(
κ1−αΓ 1 − 1

)ℵ ((
κ1−αΓ 2 − 1

)ℵ)
(κ − 1)2ℵ−1

 ,
logκ

1 +

(
κ1−βΓ 1 − 1

)ℵ ((
κ1−βΓ 2 − 1

)ℵ)
(κ − 1)2ℵ−1

 ,
logk

1 +

(
κ1−γΓ 1 − 1

)ℵ ((
κ1−γΓ 2 − 1

)ℵ)
(κ − 1)2ℵ−1




Now

ℵΓ1 ⊕ ℵΓ2

=





1 − logκ

(
1 +

(
κ1−αΓ 1 − 1

)ℵ
(κ − 1)ℵ

)
,

logκ

(
1 +

(
κβΓ 1 − 1

)ℵ
(κ − 1)ℵ

)
,

logκ

(
1 +

(κγΓ 1 − 1)ℵ

(κ − 1)ℵ

)



⊕



1 − logκ

(
1 +

(
κ1−αΓ 2 − 1

)ℵ
(κ − 1)ℵ

)
,

logκ

(
1 +

(
κβΓ 2 − 1

)ℵ
(κ − 1)ℵ

)
,

logκ

(
1 +

(κγΓ 2 − 1)ℵ

(κ − 1)ℵ

)




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=



1 − logκ

1 +

(
κ1−αΓ 1 − 1

)ℵ ((
κ1−αΓ 2 − 1

)ℵ)
(κ − 1)2ℵ−1

 ,
logκ

1 +

(
κ1−βΓ 1 − 1

)ℵ ((
κ1−βΓ 2 − 1

)ℵ)
(κ − 1)2ℵ−1

 ,
logκ

1 +

(
κ1−γΓ 1 − 1

)ℵ ((
κ1−γΓ 2 − 1

)ℵ)
(κ − 1)2ℵ−1

 ,


ℵ (Γ1 ⊕ Γ2)

= ℵΓ1 ⊕ ℵΓ2

iv ℵ1Γ ⊕ ℵ2Γ

=



1 − logκ

(
1 +

(
κ1−αΓ − 1

)ℵ1

(κ − 1)ℵ1

)
,

logκ

(
1 +

(
κβΓ − 1

)ℵ1

(κ − 1)ℵ1

)
,

logκ

(
1 +

(κγΓ − 1)ℵ1

(κ − 1)ℵ1

)



⊕



1 − logκ

(
1 +

(
κ1−αΓ − 1

)ℵ2

(κ − 1)ℵ2

)
,

logκ

(
1 +

(
κβΓ − 1

)ℵ2

(κ − 1)ℵ2

)
,

logκ

(
1 +

(κγΓ − 1)ℵ2

(κ − 1)ℵ2

)



=



1 − logκ

(
1 +

(
κ1−αΓ − 1

)ℵ1+ℵ2

(κ − 1)ℵ1+ℵ2

)
,

logκ

(
1 +

(
κβΓ − 1

)ℵ1+ℵ2

(κ − 1)ℵ1+ℵ2

)
,

logκ

(
1 +

(κγΓ − 1)ℵ1+ℵ2

(κ − 1)ℵ1+ℵ2

)


= (ℵ1 + ℵ2)Γ

v. (Γ1 ⊗ Γ2)
ℵ

=



logκ

(
1 +

(καΓ 1 − 1) (καΓ 2 − 1)
κ − 1

)
,

1 − logκ

(
1 +

(
κ1−βΓ 1 − 1

) (
κ1−βΓ 2 − 1

)
κ − 1

)
,

1 − logκ

(
1 +

(
κ1−γΓ 1 − 1

) (
κ1−γΓ 2 − 1

)
κ − 1

)



ℵ

=



logκ

(
1 +

((καΓ 1 − 1) (καΓ 2 − 1))ℵ

(κ − 1)2ℵ−1

)
,

1 − logκ

(
1 +

((
κ1−βΓ 1 − 1

) (
κ1−βΓ 2 − 1

))ℵ
(κ − 1)2ℵ−1

)
,

1 − logκ

(
1 +

((
κ1−γΓ 1 − 1

) (
κ1−γΓ 2 − 1

))ℵ
(κ − 1)2ℵ−1

)



=



logκ

(
1 +

((καΓ 1 − 1))ℵ

(κ − 1)ℵ

)
,

1 − logκ

(
1 +

((
κ1−βΓ 1 − 1

))ℵ
(κ − 1)ℵ

)
,

1 − logκ

(
1 +

((
κ1−γΓ 1 − 1

))ℵ
(κ − 1)ℵ

)



⊗



logκ

(
1 +

((καΓ 2 − 1))ℵ

(κ − 1)ℵ

)
,

1 − logκ

(
1 +

((
κ1−βΓ 2 − 1

))ℵ
(κ − 1)ℵ

)
,

1 − logκ

(
1 +

((
κ1−γΓ 2 − 1

))ℵ
(κ − 1)ℵ

)


= Γ1

ℵ
⊗ Γ2

ℵ

vi. Γℵ1⊗Γℵ2

=



logκ

(
1 +

(καΓ − 1)ℵ1

(κ − 1)ℵ1−1

)
,

1 − logκ

(
1 +

(
κ1−βΓ − 1

)ℵ1

(κ − 1)ℵ1−1

)
,

1 − logκ

(
1 +

(
κ1−γΓ − 1

)ℵ1

(κ − 1)ℵ1−1

)



⊗



logκ

(
1 +

(καΓ − 1)ℵ2

(κ − 1)ℵ2−1

)
,

1 − logκ

(
1 +

(
κ1−βΓ − 1

)ℵ2

(κ − 1)ℵ2−1

)
,

1 − logκ

(
1 +

(
κ1−γΓ − 1

)ℵ2

(κ − 1)ℵ2−1

)



=



logκ

(
1 +

(καΓ − 1)ℵ1+ℵ2

(κ − 1)ℵ1+ℵ2−1

)
,

1 − logκ

(
1 +

(
κ1−βΓ − 1

)ℵ1+ℵ2

(κ − 1)ℵ1+ℵ2−1

)

1 − logκ

(
1 +

(
κ1−γΓ − 1

)ℵ1+ℵ2

(κ − 1)ℵ1+ℵ2−1

)


= Γℵ1+ℵ2
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IV. PICTURE FUZZY FRANK POWER AGGREGATION
OPERATORS
In this section, we developed appropriate aggregating models
using the theory of Frank aggregation tools like PFFPA and
PFFPG operators. We also stated some unique properties of
our derived approaches.

Throughout this article, we use support degrees by the

ς =
1+T(Γς)∑

ς=1(1+T(Γς))
, where T

(
Γς
)

=
∑
ς, j = 1
ς ̸ = j

Sup
(
Γς ,Γj

)
.

Definition 8: Suppose that Γς =
(
αΓς , βΓς , γΓς

)
,

ς = 1, 2, 3, . . . , be the assemblage of PFVs. Then PFFPA
operator is given by:

PFFPA (Γ1,Γ2, . . . ,Γ ) = ⊕
ς=1

( ςΓς ) (3)

Theorem 2: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
, ς =

1, 2, . . . , be the assemblage of PFVs. Then, the integrated
value of the PFFPA operator is still a PFV, so we have:

PFFPA (Γ1,Γ2, . . . ,Γ )

=



1 − logκ

1 +

∏
ς=1

(
κ1−αΓ ς − 1

)
ς

 ,
logκ

1 +

∏
ς=1

(
κβΓ ς − 1

)
ς

 ,
logκ

1 +

∏
ς=1

(
κγΓ ς − 1

)
ς




(4)

Proof: Since Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
(ς = 1, 2, . . . , )

be the set of PFVs. We prove the above theorem by using the
mathematical induction technique.
Case 1: For = 2

PFFPA (Γ1, Γ2)

=
2
⊕
ς=1

(
ςΓς

)
= 1Γ1 ⊕ 2Γ2

=



1 − logk

1 +

(
k1−αΓ 1 − 1

) 1

(k − 1) 1−1

 ,
logk

1 +

(
kβΓ 1 − 1

)
1

(k − 1) 1−1

 ,
logk

(
1 +

(kγΓ 1 − 1) 1

(k − 1) 1−1

)
,



⊕



1 − logk

1 +

(
k1−αΓ 2 − 1

) 2

(k − 1) 2−1

 ,
logk

1 +

(
kβΓ 2 − 1

)
2

(k − 1) 2−1

 ,
logk

(
1 +

(kγΓ 2 − 1) 2

(k − 1) 2−1

)
,



=



1 − logκ

1 +

2∏
ς=1

(
κ1−αΓ ς − 1

)
ς

 ,
logκ

1 +

2∏
ς=1

(
κβΓ ς − 1

)
ς

 ,
logκ

1 +

2∏
ς=1

(
κγΓ ς − 1

)
ς




Hence the result is true for = 2
Next, suppose that the given result is true for = t so we

have

PFFPA (Γ1, Γ2, . . . ,Γ )

=
t
⊕
ς=1

(
ςΓς

)

=



1 − logκ

1 +

t∏
ς=1

(
κ1−αΓ ς − 1

)
ς

 ,
logκ

1 +

t∏
ς=1

(
κβΓ ς − 1

)
ς

 ,
logκ

1 +

t∏
ς=1

(
κγΓ ς − 1

)
ς




Now, we have to prove Eq. 4 is true for = t + 1.

PFFPA (Γ1, Γ2, . . . ,Γ )

=
t+1
⊕
ς=1

(
ςΓς

)
=

t
⊕
ς=1

(
ςΓς

)
⊕ t+1Γt+1

=



1 − logk

1 +

∏t
ς=1

(
κ1−αΓ ς − 1

)
ς

(k − 1)
∑t
ς=1 ς−1

 ,
logk

1 +

∏t
ς=1

(
κβΓ ς − 1

)
ς

(k − 1)
∑t
ς=1 ς−1

 ,
logk

1 +

∏t
ς=1

(
κγΓ ς − 1

)
ς

(k − 1)
∑t
ς=1 ς−1

 ,



⊕



1 − logk

1 +

(
k1−αΓ t+1 − 1

)
t+1

(k − 1) t+1−1

 ,
logk

1 +

(
kβΓ t+1 − 1

)
t+1

(k − 1) t+1−1

 ,
logk

(
1 +

(kγΓ t+1 − 1) t+1

(k − 1) t+1−1

)
,


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=



1 − logκ

1 +

t+1∏
ς=1

(
κ1−αΓ ς − 1

)
ς

 ,
logκ

1 +

t+1∏
ς=1

(
κβΓ ς − 1

)
ς

 ,
logκ

1 +

t+1∏
ς=1

(
κγΓ ς − 1

)
ς




Hence, the above result is true for = t + 1.
Theorem 3: Suppose that Γς =

(
αΓ ς , βΓ ς , γΓ ς

)
,

ς = 1, 2, 3, . . . , be the assemblage of an identical PFVs
such that Γς = Γ . Then we have:

PFFPA (Γ1, Γ2, . . . ,Γ ) = Γ

Proof: Since Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
, ς = 1, 2,

3, . . . , be the assemblage of an identical PFVs, so we have:

PFFPA (Γ1, Γ2, . . . ,Γ )

=



1 − logκ

1 +

∏
ς=1

(
κ1−αΓ ς − 1

)
ς

 ,
logκ

1 +

∏
ς=1

(
κβΓ ς − 1

)
ς

 ,
logκ

1 +

∏
ς=1

(
κγΓ ς − 1

)
ς





=



1 − logκ

1 +

∏
ς=1

(
κ1−αΓ − 1

)
ς

 ,
logκ

1 +

∏
ς=1

(
κβΓ − 1

)
ς

 ,
logκ

1 +

∏
ς=1

(
κγΓ − 1

)
ς





=


1 − logk

(
1 +

(
k1−αΓ − 1

)∑
ς=1 ς

)
,

logk

(
1 +

(
kβΓ − 1

)∑
ς=1 ς

)
,

logk

(
1 +

(
kγΓ − 1

)∑
ς=1 ς

)


=

1 − logk
(
1 +

(
k1−αΓ − 1

))
,

logk
(
1 +

(
kβΓ − 1

))
,

logk
(
1 +

(
kγΓ − 1

))


= (αΓ , βΓ , γΓ ) = Γ

Which is the required result.
Theorem 4: Consider Γς =

(
αΓς , βΓς , γΓς

)
, ς = 1, 2,

3, . . . , be the assemblage of PFVs. Let Γ−
=

min {Γ1,Γ2,. . . ,Γ } =
(
min

{
αΓς

}
,max

{
βΓς

}
,max

{
γΓ ς

})
andΓ+

= max {Γ1,Γ2, . . . ,Γ } =
(
max

{
αΓς

}
,min

{
βΓς

}
,

min
{
γΓ ς

})
. Then we have:

Γ−
≤ PFFPA (Γ1,Γ2, . . . ,Γ ) ≤ Γ+

Proof: Consider Γς =
(
αΓς , βΓς , γΓς

)
, ς = 1, 2,

3, . . . , be the assemblage of PFVs. Let Γ−
=

min {Γ1,Γ2, . . . ,Γ } =
(
min

{
αΓς

}
,max

{
βΓς

}
,max

{
γΓ ς

})
and Γ+

= max {Γ1,Γ2, . . . ,Γ } =
(
max

{
αΓς

}
,min

{
βΓς

}
,

min
{
γΓ ς

})
.

Then we have:

α−
= minς

{
αΓ ς

}
, β−

= maxς
{
βΓ ς

}
,

γ−
= maxς

{
γΓ ς

}
, and α+

= maxς
{
αΓ ς

}
,

β+
= minς

{
βΓ ς

}
, and γ+

= minς
{
γΓ ς

}
.

Now,

1 − logk

1 +

∏
ς=1

(
k1−α

−

− 1
)

ς

 ≤ 1

− logk

1 +

∏
ς=1

(
k1−αΓ ς − 1

)
ς

 ≤ 1

− logk

1 +

∏
ς=1

(
k1−α

+

− 1
)

ς

 ,
logk

1 +

∏
ς=1

(
kβ

+

− 1
)

ς


≤ logk

1 +

∏
ς=1

(
kβΓ ς − 1

)
ς


≤ logk

1 +

∏
ς=1

(
kβ

−

− 1
)

ς

 ,
logk

1 +

∏
ς=1

(
kγ

+

− 1
)

ς


≤ logk

1 +

∏
ς=1

(
kγΓ ς − 1

)
ς


≤ logk

1 +

∏
ς=1

(
kγ

−

− 1
)

ς

 ,
From this, we concluded:

Γ−
≤ PFFPA (Γ1,Γ2, . . . ,Γ ) ≤ Γ+

Theorem 5: Consider Γς =
(
αΓς , βΓς , γΓς

)
and Γj

′
=(

αΓj
′, βΓj

′, γΓj
′

)
, ς, j = 1, 2, . . . , be any two sets of PFVs.

If Γς ≤ Γj
′ such that αΓς ≤ αΓς

′, βΓς ≥ βΓς
′ and

γΓς ≥ γΓς
′. Then we have:

PFFPA (Γ1,Γ2, . . . ,Γ ) ≤ PFFPA
(
Γ1

′,Γ2
′, . . . ,Γ ′

)
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Proof: Since Γς =
(
αΓς , βΓς , γΓς

)
and Γj

′
=(

αΓj
′, βΓj

′, γΓj
′

)
, ς, j = 1, 2, . . . , be any two sets of PFVs.

If Γς ≤ Γj
′ such that αΓς ≤ αΓς

′, βΓς ≥ βΓς
′ and

γΓς ≥ γΓς
′. Then we have:(
k1−αΓς − 1

)
ς

≥

(
k1−αΓς

′

− 1
)

ς

=> logk

1 +

∏
ς=1

(
k1−αΓ ς − 1

)
ς



≥ logk

1 +

∏
ς=1

(
k1−αΓ

′
ς − 1

)
ς



=> 1 − logk

1 +

∏
ς=1

(
k1−αΓ ς − 1

)
ς



≤ 1 − logk

1 +

∏
ς=1

(
k1−αΓ

′
ς − 1

)
ς


In the same way, we can prove that:

logk

1 +

∏
ς=1

(
kβΓ ς − 1

)
ς


≥ logk

1 +

∏
ς=1

(
k1−βΓ

′
ς − 1

)
ς


And,

logk

1 +

∏
ς=1

(
kγΓ ς − 1

)
ς


≥ logk

1 +

∏
ς=1

(
k1−γΓ

′
ς − 1

)
ς

 .
Hence,

PFFPA (Γ1,Γ2, . . . ,Γ ) ≤ PFFPA
(
Γ1

′,Γ2
′, . . . ,Γ ′

)
Definition 9: Suppose that Γς =

(
αΓς , βΓς , γΓς

)
, ς =

1, 2, 3, . . . , be the assemblage of PFVs. Then PFFOPA
operator is given by:

PFFOPA (Γ1,Γ2, . . . ,Γ ) = ⊕
ς=1

(
ςΓρ(ς)

)
(5)

where (ρ(1), ρ(2), . . . , ρ ( )) be any permutation of Γς ,
ς = 1, 2, . . . , and Γρ(ς−1) ≥ Γρ(ς) for
all ς = 1, 2, . . . , .
Theorem 6: Suppose that Γς =

(
αΓ ς , βΓ ς , γΓ ς

)
,

ς = 1, 2, . . . , be the assemblage of PFVs. Then, the

integrated value of the PFFOPA operator is still a PFV,
so we have:

PFFOPA (Γ1,Γ2, . . . ,Γ )

=



1 − logk

1 +

∏
ς=1

(
k1−αΓ ρ(ς) − 1

)
ς

 ,
logk

1 +

∏
ς=1

(
k1−βΓ ρ(ς) − 1

)
ς

 ,
logk

1 +

∏
ς=1

(
k1−γΓ ρ(ς) − 1

)
ς




(6)

where (ρ(1), ρ(2), . . . , ρ ( )) be any permutation of Γς , ς =

1, 2, . . . , and Γρ(ς−1) ≥ Γρ(ς) for all ς = 1, 2, . . . , .
Proof: We can prove theorem 6 by using the PFFOPA

operator.
Theorem 7: Consider Γς =

(
αΓς , βΓς , γΓς

)
, ς = 1, 2,

3, . . . , be the assemblage of PFVs. Let Γ−
=

min {Γ1,Γ2, . . . ,Γ } =
(
min

{
αΓς

}
,max

{
βΓς

}
,max

{
γΓ ς

})
andΓ+

= max {Γ1,Γ2, . . . ,Γ } =
(
max

{
αΓς

}
,min

{
βΓς

}
,

min
{
γΓ ς

})
.

Then we have:

Γ−
≤ PFFOPA (Γ1,Γ2, . . . ,Γ ) ≤ Γ+

Theorem 8: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
, ς =

1, 2, 3, . . . , be the assemblage of an identical PFVs such
that Γς = Γ . Then we have:

PFFOPA (Γ1, Γ2, . . . ,Γ ) = Γ

Theorem 9: Consider Γς =
(
αΓς , βΓς , γΓς

)
and Γj

′
=(

αΓj
′, βΓj

′, γΓj
′

)
, ς, j = 1, 2, . . . , be any two sets of PFVs.

If Γς ≤ Γj
′ such that αΓς ≤ αΓς

′, βΓς ≥ βΓς
′ and

γΓς ≥ γΓς
′. Then we have:

PFFOPA (Γ1,Γ2, . . . ,Γ ) ≤ PFFOPA
(
Γ1

′,Γ2
′, . . . ,Γ ′

)
Definition 10: Suppose that Γς =

(
αΓς , βΓς , γΓς

)
, ς =

1, 2, 3, . . . , be the assemblage of PFVs. Then PFFPA
operator is given by:

PFFPG (Γ1,Γ2, . . . ,Γ ) = ⊗
ς=1

(
Γς
)

ς (7)

Theorem 10: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
, ς =

1, 2, . . . , be the assemblage of PFVs. Then, the integrated
value of the PFFPG operator is still a PFV, so we have:

PFFPG (Γ1,Γ2, . . . ,Γ )

=



logk

1 +

∏
ς=1

(
kαΓ ς − 1

)
ς

 ,
1 − logk

1 +

∏
ς=1

(
k1−βΓ ς − 1

)
ς

 ,
1 − logk

1 +

∏
ς=1

(
k1−γΓ ς − 1

)
ς




(8)
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Proof: The proof of Theorem 11 is similar to Theorem 2.
Theorem 11: Consider Γς =

(
αΓς , βΓς , γΓς

)
, ς =

1, 2, 3, . . . , be the assemblage of PFVs. Let Γ−
=

min {Γ1,Γ2, . . . ,Γ } =
(
min

{
αΓς

}
,max

{
βΓς

}
,max

{
γΓ ς

})
andΓ+

= max {Γ1,Γ2, . . . ,Γ } =
(
max

{
αΓς

}
,min

{
βΓς

}
,

min
{
γΓ ς

})
. Then we have:

Γ−
≤ PFFPG (Γ1,Γ2, . . . ,Γ ) ≤ Γ+

Theorem 12: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
, ς =

1, 2, 3, . . . , be the assemblage of an identical PFVs such
that Γς = Γ . Then we have:

PFFPG (Γ1, Γ2, . . . ,Γ ) = Γ

Theorem 13: Consider Γς =
(
αΓς , βΓς , γΓς

)
and Γj

′
=(

αΓj
′, βΓj

′, γΓj
′

)
, ς, j = 1, 2, . . . , be any two sets of PFVs.

If Γς ≤ Γj
′ such that αΓς ≤ αΓς

′, βΓς ≥ βΓς
′ and γΓς ≥

γΓς
′. Then we have:

PFFPG (Γ1,Γ2, . . . ,Γ ) ≤ PFFPG
(
Γ1

′,Γ2
′, . . . ,Γ ′

)
Now, we will be introduced the PFFOPG operator.
Definition 11: Suppose that Γς =

(
αΓς , βΓς , γΓς

)
, ς =

1, 2, 3, . . . , be the assemblage of PFVs. Then the PFFPA
operator is given by:

PFFOPG (Γ1,Γ2, . . . ,Γ ) = ⊗
ς=1

(
Γρ(ς)

)
ς (9)

where (ρ(1), ρ(2), . . . , ρ ( )) be any permutation of ς =

1, 2, . . . , which satisfy the condition Γρ(ς−1) ≥ Γρ(ς).
Theorem 14: Suppose that Γς =

(
αΓ ς , βΓ ς , γΓ ς

)
, ς =

1, 2, . . . , be the assemblage of PFVs. Then, the integrated
value of the PFFOPG operator is still a PFV, so we have:

PFFOPG (Γ1,Γ2, . . . ,Γ )

=



logk

1 +

∏
ς=1

(
kαΓ ρ(ς) − 1

)
ς

 ,
1 − logk

1 +

∏
ς=1

(
k1−βΓ ρ(ς) − 1

)
ς

 ,
1 − logk

1 +

∏
ς=1

(
k1−γΓ ρ(ς) − 1

)
ς




(10)

where (ρ(1), ρ(2), . . . , ρ ( )) be the permutation of ς =

1, 2, . . . , which satisfy the condition Γρ(ς−1) ≥ Γρ(ς)
Proof:We can prove Theorem 16 by using the PFFOPG

operator.
Theorem 15: Consider Γς =

(
αΓς , βΓς , γΓς

)
, ς =

1, 2, 3, . . . , be the assemblage of PFVs. Let Γ−
=

min {Γ1,Γ2, . . . ,Γ } =
(
min

{
αΓς

}
,max

{
βΓς

}
,max

{
γΓ ς

})
andΓ+

= max {Γ1,Γ2, . . . ,Γ } =
(
max

{
αΓς

}
,min

{
βΓς

}
,

min
{
γΓ ς

})
. Then we have:

Γ−
≤ PFFOPG (Γ1,Γ2, . . . ,Γ ) ≤ Γ+

Theorem 16: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
,

ς = 1, 2, 3, . . . , be the assemblage of an identical PFVs
such that Γς = Γ . Then we have:

PFFOPG (Γ1, Γ2, . . . ,Γ ) = Γ

Theorem 17: Consider Γς =
(
αΓς , βΓς , γΓς

)
and

Γj
′
=

(
αΓj

′, βΓj
′, γΓj

′

)
, ς, j = 1, 2, . . . , be any two sets

of PFVs. If Γς ≤ Γj
′ such that αΓς ≤ αΓς

′, βΓς ≥ βΓς
′ and

γΓς ≥ γΓς
′. Then we have:

PFFOPG (Γ1,Γ2, . . . ,Γ ) ≤ PFFOPG
(
Γ1

′,Γ2
′, . . . ,Γ ′

)
V. PICTURE FUZZY FRANK POWER-WEIGHTED
AGGREGATION OPERATORS
We derived a list of new approaches in the form of the
PFFPWA and PFFPWG operators under the consideration of
the PF information.
Definition 12: Suppose that Γς =

(
αΓς , βΓς , γΓς

)
,

ς = 1, 2, 3, . . . , be the assemblage of PFVs. Then the
PFFPWA operator is given by:

PFFPWA (Γ1,Γ2, . . . ,Γ ) = ⊕
ς=1

( ςΓς ) (11)

where ς =
ως(1+R(Γς))∑
ς=1 ως(1+R(Γς))

and

R
(
Γς
)

=
∑
ς, j = 1
ς ̸ = j

ωςSup
(
Γς ,Γj

)
and

ω = (ω1, ω2, ω3, . . . , ω ) be the corresponding weight
vector of Γς such that ως > 0 and

∑
ς=1 ως = 1.

Theorem 18: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
,

ς = 1, 2, . . . , be the assemblage of PFVs. Then, the
integrated value using the PFFPWA operator on PFV is
defined as:

PFFPWA (Γ1,Γ2, . . . ,Γ )

= ⊕
ς=1

(
ςΓς

)

=



1 − logκ

1 +

∏
ς=1

(
κ1−αΓ ς − 1

)
ς

 ,
logκ

1 +

∏
ς=1

(
κβΓ ς − 1

)
ς

 ,
logκ

1 +

∏
ς=1

(
κγΓ ς − 1

)
ς




(12)

Theorem 19: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
,

ς = 1, 2, 3, . . . , be the assemblage of an identical PFVs
such that Γς = Γ . Then we have:

PFFPWA (Γ1, Γ2, . . . ,Γ ) = Γ

Theorem 20: Consider Γς =
(
αΓς , βΓς , γΓς

)
and Γj

′
=(

αΓj
′, βΓj

′, γΓj
′

)
, ς, j = 1, 2, . . . , be any two sets of PFVs.
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If Γς ≤ Γj
′ such that αΓς ≤ αΓς

′, βΓς ≥ βΓς
′ and γΓς ≥

γΓς
′. Then we have:

PFFPWA (Γ1,Γ2, . . . ,Γ ) ≤ PFFPWA
(
Γ1

′,Γ2
′, . . . ,Γ ′

)
Theorem 21: Consider Γς =

(
αΓς , βΓς , γΓς

)
, ς =

1, 2, 3, . . . , be the assemblage of PFVs. Let Γ−
=

min {Γ1,Γ2, . . . ,Γ } =
(
min

{
αΓς

}
,max

{
βΓς

}
,max

{
γΓ ς

})
andΓ+

= max {Γ1,Γ2, . . . ,Γ } =
(
max

{
αΓς

}
,min

{
βΓς

}
,

min
{
γΓ ς

})
.

Then we have:

Γ−
≤ PFFPWA (Γ1,Γ2, . . . ,Γ ) ≤ Γ+

Definition 13: Suppose that Γς =
(
αΓς , βΓς , γΓς

)
,

ς = 1, 2, 3, . . . , be the assemblage of PFVs. Then the
PFFPWG operator is given by:

PFFPWG (Γ1,Γ2, . . . ,Γ ) = ⊗
ς=1

(Γ ς
ς ) (13)

where ς =
ως(1+R(Γς))∑
ς=1 ως(1+R(Γς))

and R
(
Γς
)

=∑
ς, j = 1
ς ̸ = j

ωςSup
(
Γς ,Γj

)
and ω = (ω1, ω2, ω3, . . . , ω )

be the corresponding weight vector of Γς such that ως > 0
and

∑
ς=1 ως = 1.

Theorem 22: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
,

ς = 1, 2, . . . , be the assemblage of PFVs. Then, the
integrated value of the PFFPWG operator is still a PFV, so we
have:

PFFPWG (Γ1,Γ2, . . . ,Γ )

=



logκ

1 +

∏
ς=1

(
καΓ ς − 1

)
ς


1 − logκ

1 +

∏
ς=1

(
κ1−βΓ ς − 1

)
ς

 ,
1 − logκ

1 +

∏
ς=1

(
κ1−γΓ ς − 1

)
ς

 ,


(14)

Theorem 23: Suppose that Γς =
(
αΓ ς , βΓ ς , γΓ ς

)
,

ς = 1, 2, 3, . . . , be the assemblage of an identical PFVs
such that Γς = Γ . Then we have:

PFFPWG (Γ1, Γ2, . . . ,Γ ) = Γ

Theorem 24: Consider Γς =
(
αΓς , βΓς , γΓς

)
and Γj

′
=(

αΓj
′, βΓj

′, γΓj
′

)
, ς, j = 1, 2, . . . , be any two sets of PFVs.

If Γς ≤ Γj
′ such that αΓς ≤ αΓς

′, βΓς ≥ βΓς
′ and

γΓς ≥ γΓς
′.

Then we have:

PFFPWG (Γ1,Γ2, . . . ,Γ ) ≤ PFFPWG
(
Γ1

′,Γ2
′, . . . ,Γ ′

)
Theorem 25: Consider Γς =

(
αΓς , βΓς , γΓς

)
, ς = 1, 2,

3, . . . , be the assemblage of PFVs. Let Γ−
=

min {Γ1,Γ2, . . . ,Γ } =
(
min

{
αΓς

}
,max

{
βΓς

}
,max

{
γΓ ς

})

andΓ+
= max {Γ1,Γ2, . . . ,Γ } =

(
max

{
αΓς

}
,min

{
βΓς

}
,

min
{
γΓ ς

})
. Then we have:

Γ − ≤ PFFPWG (Γ 1,Γ 2, . . . ,Γ ) ≤ Γ +

VI. EVALUATION OF MAGDM TECHNIQUE BASED ON
OUR PROPOSED METHODOLOGIES
In this section, we evaluate the MAGDM technique under
the consideration of our proposedmethodologies of PFFPWA
and PFFPWG operators. Let a set of discrete alternatives
represented by T =

{
T1,T2, . . . ,Tg

}
and the set of

attributes represented by R =
{
R1,R2, . . . ,Rq

}
with

the significance level of the attributes should be indicated
by ϖ = (ϖ1,ϖ2, . . . ,ϖq)T such that ϖ jϵ ⌈0, 1⌉ and∑q

j=1ϖ p = 1. A collection of experts expressed by
X = {X1,X2, . . . ,X z} who have been asked to provide
information regarding the evaluation, and the significance
level to the experts is specified by ψ =

(
ψ1,ψ2, . . . ,ψ z

)T
such that ψaϵ [0, 1], (a = 1, 2, . . . , z) and

∑z
a=1 ψa =

1.The expert Xa calculates each attribute Ra corresponding
to each alternative Tς by the form of PFV �ς j =〈
ας j,βς j, γ ς j

〉
, (ς = 1, 2, . . . , g; j = 1, 2, . . . , q) then the

decision matrices DMa =
(
�ς j

)
(a = 1, 2, . . . , z) is

recognized. The next goal is to evaluate all options using
the defined algorithm’s steps. The experts collect information
randomly about any objects based on alternatives and criteria.
The following algorithm of the MAGDM problem is used to
evaluate different individuals based on certain criteria.

A. ALGORITHM
Step 1: The experts collect PF information and listed it in
different decision matrices DMa =

(
�ς j

)
g×q.

Step 2: First of all, the given decision matrices
DMa =

(
�ς j

)
g×q must be transformed into standardized

decision matrices. We convert the cost-type attribute into a
benefit-type attribute by using the following expression. (15),
as shown at the bottom of the next page.

Step 3: Determine the support:

sup
(
�c
ς j, �

d
ς j

)
= 1 − D

(
�c
ς j, �

d
ς j

)
, c, d = 1, 2, . . . , z, j = 1, 2, . . . , q

and ς = 1, 2, . . . , g (16)

where distance D
(
�c
ς j, �

d
ς j

)
represent expressed in the

following Eq. 17, so we have:

D
(
�c
ς j, �

d
ς j

)
=

1
3

(∣∣∣αcς j − αdς j

∣∣∣+ ∣∣∣βcς j − βdς j

∣∣∣+ ∣∣∣γ cς j −γ dς j∣∣∣)
(17)

Step 4:Determine the support δcς j of PFV�
c
ς j by other�

d
ς j

where c̸ = d and c, d = 1, 2, . . . , z and (18), as shown at the
bottom of the next page:

Then the importance of the degree of the experts
ψc (c = 1, 2, . . . , z) of DM Xc, (c = 1, 2, . . . , z) are used to
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calculate the importance of a degree of support.

δcς j =

ψc

(
1 + R

(
�c
ς j

))
∑z

c=1 ψc

(
1 + R

(
�c
ς j

)) ; c, d = 1, 2, . . . , z,

j = 1, 2, . . . , q and ς = 1, 2, . . . , g

(19)

where δcς j ≥ 0 and
∑z

c=1 δ
c
ς j = 1

Step 5: Utilize the support with the help of PFFPWA and
PFFPWG operators expressed by:

PFFPWA
(
�c

1j1
, �c

2j, . . . , �
c
gj

)
= �ς j (20)

And

PFFPWG
(
�c

1j1
, �c

2j, . . . , �
c
gj

)
= �ς j (21)

Step 6: Determine the support

sup
(
�ς j, �ς l

)
= 1 − D

(
�ς j, �ς l

)
, ς

= 1, 2, . . . , g; j, l = 1, 2, . . . , q (22)

Step 7: Determine the support R
(
�ς j

)
of the PFV

�ς j (ς = 1, 2, . . . , g; j = 1, 2, . . . , q) by the importance of
degree ϖj of the attributes Rj and the importance degree δς j
that are associated with the PFV �ς j by the importance of
degreeϖj of the attributes Rj:

R
(
�ς j

)
=

q∑
l=1,l ̸=j

ϖjsup
(
�ς j, �ς l

)
;

ς = 1, 2, . . . , g; j, l = 1, 2, . . . , q

Cς j =
ϖj
(
1 + R

(
�ς j

))∑q
j=1ϖj

(
1 + R

(
�ς j

)) ;
ς = 1, 2, . . . , g; j = 1, 2, . . . , q (23)

With condition that Cς j ≥ 0 and
∑q

j=1 Cς j = 1
Step 8: Compute results from our invented approaches of

the PFFPWA and PFFPWG operators:

PFFPWA
(
�1j1, �2j, . . . , �gj

)
= �ς (24)

PFFPWG
(
�1j1, �2j, . . . , �gj

)
= �ς (25)

Step 9: Determine the score values by using Eq. 1 against
each alternative.

Step 10: To investigate a more appropriate and
optimal solution of an alternative, make ranking and
ordering of computed score values from our derived
approaches.

B. APPLICATION
Automobiles emit nitrogen dioxide, carbon dioxide, hydro-
carbons, Sulphur dioxide, and particulate matter into the
atmosphere seen in Fig. 1, as they use gasoline supplied
from fossil fuels. These emissions’ pollutants have been
associated with adverse health consequences for people,
particularly when exposed for a prolonged period or at high
concentrations, as well as to environmental problems and
climate change seen in Fig. 2. Electric automobiles will be an
important component of global efforts to stop auto-related air
pollution. Undoubtedly, electric motor cars don’t emit more
harmful gases than traditional cars seen in Fig. 1. However,
clean fuels are accessible that can burn with less pollution,
and fuel-efficient cars require less gasoline to cover the same
distance.

FIGURE 1. Shows impact on the increasing rate of vehicles.

Throughout 95% of the world, according to a 2020 study
conducted in 59 different areas and observed environmental
pollution see Fig. 2, driving an electric vehicle is more
environmentally friendly than doing so in a gasoline-
powered vehicle. The good news is that prospective air
quality upgrades and reductions in worldwide carbon dioxide
emissions for 2020–21 have already been observed. As most

�ς j =

{
�ς j =

〈
ας j, βς j, γς j

〉
for benefit − attribute 4j ς = 1, 2, . . . , g; j = 1, 2, . . . , q(

�ς j
)c

=
〈
Nς j,Aς j,Mς j

〉
for benefit − type attribute 4j

(15)

R
(
�C
ς j

)
=

z∑
d=1;c̸=d

ψd sup
(
�c
ς j, �

d
ς j

)
; c, d = 1, 2, . . . , z, j = 1, 2, . . . , q and ς = 1, 2, . . . , g (18)
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TABLE 1. Decision matrix R1.

TABLE 2. Decision matrix R2.

TABLE 3. Decision matrix R3.

FIGURE 2. Shows environmental pollution or atmosphere.

people in the world were told to stay home and off
the roads, CO2 emissions unexpectedly decreased by as
much as 26% in some regions of the world and by
17% generally. To handle the above-discussed situation,
Dadashnialehi et al. [58]presented a sensorless mechanism
to improve electric vehicle manufacturing and mainte-
nance quality. Senapati et al. [59]exposed the significance
of electric motor cars by utilizing derived methodologies
considering IF information. In the following experimental
case study, we express the selection criteria for electric
vehicles.

C. NUMERICAL EXAMPLE
In this section, we are preparing to sketch an application to
evaluate an experimental case study under PF information.
A multinational company wants to buy an electric motor
car for their officials from five different electric motor cars

=
{

1, 2, 3, 4, 5
}
, based on some appropriate

characteristics such as: R1 is the storage capacity of an
electric car, R2 denotes the performance and efficiency of
the DC motor, R3 represents the rate of maximal torque
and speed, R4 easy and understandable operating features.
To evaluate information about an electric motor car, there
are three experts are invited with some specific degree
(0.35, 0.25, 0.40). To determine an appropriate electric
motor car under the consideration of PF information by
the derived approaches with the help of defined weight
vectors (0.30. 020, 035, 0.15). Information about electric
motor cars is listed in Table 1-3, each triplet contains PF
information.

D. EVALUATION PROCESS OF PF INFORMATION
Now we determine illustrated experimental case study about
electric motor cars under the consideration of PF information.

Step 1: The experts collect information about five different
types of electric cars under the PF environment and list them
in different decision matrices of Table 1-3.

Step 2: Given the information in Table 1-3 under the
consideration of PF environments, the experts examined all
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TABLE 4. Covered aggregated results by the PFFPWA operator.

TABLE 5. Covered aggregated results by the PFFPWG operator.

alternatives that are evaluated based on the beneficial type of
attributes. So, there is no need to transform decision matrices
into normalizer matrices.

Step 3: Determined support by using Eq. 16 and Eq. 17
under consideration of PF information in Tables 1-3. For the
support value, we have to investigate the distance among each
two different input arguments by using Eq. 17.
Step 4: By using the results of supports values, compute

the Results of weighted support of δcς j by using Eq. 18 and
Eq. 19. Results of weighted support δcς j of �

c
ς j shown in

δ1, δ2 and δ2.
Step 5: Evaluate all individuals by using computed support

of δ1, δ2 and δ3. We applied Eq. 20 and Eq. 21 on PF
information depicted in Tables 1-3. Table 4 and Table 5 cover
all obtained results from Eq. 20 and Eq. 21.

δ1 = δ1ς j =


0.3478 0.3477 0.3442 0.3482
0.3518 0.3566 0.3493 0.3426
0.3512 0.3542 0.3458 0.3468
0.3482 0.3571 0.3459 0.3447
0.3468 0.3565 0.3476 0.3520



δ2 = δ2ς j =


0.2656 0.2662 0.2675 0.2631
0.2606 0.2577 0.2649 0.2688
0.2644 0.2644 0.2671 0.2665
0.2601 0.2576 0.2655 0.2646
0.2671 0.2560 0.2650 0.2619



δ3 = δ3ς j =


0.3866 0.3861 0.3884 0.3887
0.3876 0.3857 0.3857 0.3886
0.3844 0.3814 0.3872 0.3867
0.3917 0.3854 0.3886 0.3908
0.3862 0.3875 0.3874 0.3861


Step 6: Again, determine support values by applying

Eq. 22 to the information shown in Table 4 and Table 5. The
degree of weighted support Cς j and Cς j

′ investigated by using

the information from Table 4 and Table 5 respectively.

Cς j =


0.2845 0.2003 0.3607 0.1545
0.2849 0.2005 0.3613 0.1533
0.2854 0.1975 0.3626 0.1545
0.2849 0.2005 0.3611 0.1535
0.2828 0.1995 0.3631 0.1547



C′
sj =


0.2842 0.2004 0.3609 0.1544
0.2857 0.1986 0.3616 0.1540
0.2855 0.1980 0.3621 0.1544
0.2849 0.2008 0.3607 0.1536
0.2830 0.1990 0.3630 0.1549


Step 7: integrate results by all individuals which are listed

in Table 4 and Table 5. After applying Eq. 24 and Eq. 25
to the information which is listed in Table 4 and Table 5
respectively. All investigated results by Eq. 24 and Eq. 25 are
shown in Table 6.
Step 8: Determined score values by the consequences of

the PFFPWA and PFFPWG operator under Eq. 1. Table 7
covered all score values obtained by the PFFPWA and
PFFPWG operators.

Step 9: To choose a reasonable alternative, rearrange
all computed score values by the PFFPWA and PFFPWG
operators and displayed them in Table 7.
Step 10: After analyzing the raking of score values,

we concluded that alternative 4 is more reliable by our
currently proposed methodologies. We also study the nature
and behavior of score values in Figure 3.

E. INFLUENCE STUDY
To examine the impact of different parametric values on
the consequences of the PFFPWA and PFFPWG operators.
We applied our invented methodologies of the PFFPWA and
PFFPWGoperators to assess the results of score values by the
setting of different parametric values κ . All results of score
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TABLE 6. Shows score values derived by the PFFPWA and PFFPWG operators.

TABLE 7. Shows aggregated results by the PFFPWA and PFFPWG
operators.

FIGURE 3. Shows the results of PFFPWA and PFFPWG operators.

values computed by the PFFPWA and PFFPWG operators
are stated in Table 8 and Table 9 respectively. From Table 8,
we can see if the parametric values of κ are increased,
the results of score values begging to decrease gradually.
However, the appropriate optimal option remains the same
4. In addition, we also applied the PFFPWA operator to take

score values by changing the magnitude of the parametric
values of κ . From Table 9, we can observe when the values
of κ are increased in the PFFPWG operator, then the results
of score values are begging to maximize. However, there is
no matter what is the magnitude of the parametric values,
after ranking and ordering the score values we examined 4

is the best optimal alternative for the PFFPWA and PFFPWG
operators.

VII. COMPARATIVE STUDY
To ratify the validity and superiority of our proposed
methodologies under the considerations of PF information.
We applied some existing approaches to evaluate information
which are depicted in Tables 1-3. A list of AOs based
on a weighted average and weighted geometric operators
was given by Wei [56], and Jana et al. [55]invented some

FIGURE 4. Comparison with existing average operators.

FIGURE 5. Comparison with existing geometric operators.

appropriate AOs of PF Dombi weighted average (PFDWA)
and PF Dombi weighted geometric (PFDWG) operators.
Seikh and Mandal [57] proposed some AOs based on Frank
aggregation tools in the form of PF Frank weighted average
(PFFWA) and PF Frank weighted geometric (PFFWG), AOs
of PF Einstein weighted average (PFEWA) and PF Einstein
weighted geometric (PFEWG) given by the Khan et al. [60].
Wei [35] introduced some AOs of PF Hamacher weighted
average (PFHWA) and PF Hamacher weighted geometric
(PFHWG) operators, Senapati [61] proposed PF Aczel
Alsina weighted average (PFAAWA), Naeem et al. [62]also
illustrate some new approaches of PF Aczel Alsina weighted
geometric (PFAAWG) and Hussain et al. [20]gave AOs of
Complex PFSs under Hamy mean aggregation models. After
applying all the above-discussed existing approaches under
the consideration of the proposed algorithm, we stated all
obtained results in Table 10. Form Table 10, we concluded
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TABLE 8. Shows outcomes obtained by the PFFPWA operator at varying κ .

TABLE 9. Shows outcomes obtained by the PFFPWG operator at varying κ .
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TABLE 10. Shows the results of the comparative study.

that the ranking of all existing approaches remains same,
this shows the robustness and validity of our presented
methodologies because currently proposed approaches pro-
vide smooth approximation.

We also observed the geometrical behavior of score
values by existing weighed average and weighted geometric
operators in Fig. 4 and Fig. 5 respectively.

VIII. CONCLUSION
The theoretical concept of PFS is an updated version of
an IFSs and FSs, with four terms of any object like PG,
AG, NG and RG. A PFS has a restricted condition, such as
the sum of all three grades less than or equal to 1. Frank
aggregation models are more reliable and updated versions
of triangular norms, which are used to handle complex
and complicated information about human opinions in the
decision-making process. Frank aggregation tools provide
a flexible and smooth approximation. Power aggregation
tools are robust mathematical AOs, which allow input
arguments to support each other of different arguments.
The power aggregation model and Frank aggregation tools
are more helpful in handling the unpredictable and dubious
information during the aggregation process Some effective
aspects of our proposed methodologies are given by:
a) We exposed theoretic concepts of Frank aggregation

tools and illustrated some necessary operations of Frank
triangular norms under consideration of PF information.

b) Robust concepts of power average and geometric
operators are also presented.

c) We derived appropriate methodologies under the system
of PFSs including PFFPA, PFFPG, PFFPWA and
PFFPWG operators. We also exposed some promi-
nent characteristics and special cases of our derived
approaches.

d) To ratify the intensity and validity of the currently dis-
cussed approaches, we illustrated a MAGDM technique
and evaluated a real-life problem based on the proposed
algorithm.

e) An experimental case study also gave to evaluate an
appropriate electric motor car by using our derived
approaches.

f) To observe the effectiveness and superiority of our
derived approaches, make an extensive comparative
study to compare the results of existing AOs with the
results of currently proposed approaches.

Sometimes our derived approaches cannot handle unpre-
dictable and uncertain information about human opinions.
To cope with such scenarios, we will enlarge the circle of
our research work in different fuzzy frameworks such as
Spherical FSs and T-Spherical FSs [63], [64], [65]. We will
try to apply our derived approaches in different spaces such as
medical diagnosis, networking, clustering, selection supplier
and multi-criteria decision-making approaches.
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