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ABSTRACT Digital Twin is the seamless data integration between a physical and virtual machine in either
direction. Emotion recognition in healthcare is becoming increasingly important due to recent developments
in Machine Learning methods. However, it may face technical problems such as limited datasets, occlusion
and lighting issues, identifying key features, incorrect emotion classification, high implementation costs,
head posture, and a person’s cultural background. This paper proposes a novel approach based on facial
expression and bodymovement recognition for emotion recognition. It uses three devices (Kinect 1, Kinect 2,
and RGB HD camera) to construct a new bi-modal database containing 17 participants’ performances of six
emotional states. Two mono-modal classifiers have been developed to obtain sufficient state information
based on facial expression and body motion analysis. The system’s performance is assessed using three
algorithms: Bagged Trees, k-Nearest Neighbors (k-NN), and Support Vector Machine (Linear and Cubic).
The acquired findings demonstrate the excellent performance of the suggested method and the effectiveness
of the proposed features, particularly the combination of 3D distance and 3D angle, in characterising and
identifying emotions. Results obtained using Kinect 2 marginally surpass those with Kinect 1. Comparing
2D RGB and RGB-D data reveals that the depth information significantly raises the recognition rate. RGB-D
features can be used to represent emotions, but there are discrepancies between RGB and RG-D data.

INDEX TERMS Bodymovement, classification, emotion recognition, facial expression, geometrical feature,
healthcare, human digital twin, RGB, RGB-D, virtual reality.

I. INTRODUCTION
The digital twin is a virtual representation of a real-world
asset that uses data and simulators for real-time prediction,
monitoring, and control. Recent advancements in various
technologies such as computational pipelines, artificial intel-
ligence, and big data cybernetics have made the potential of
digital twins closer to reality and have increased their impact
on society [1]. The ability of a digital twin of a person to
recognise and comprehend emotional states or emotions is
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referred to as ‘‘emotion recognition in a digital twin’’. The
authors of a comprehensive study, [2], on human-computer
interaction and digital twins provide recommendations for
further research. Digital twins can be used in healthcare
to monitor patients’ emotional states for better care and in
customer service to provide tailored services. An end-to-
end framework that integrates emotion recognition with a
digital twin setup has been proposed in [3] to examine and
test projected results before they develop into life-threatening
illnesses. Machine learning and deep learning models can
be trained using a person’s emotional state data obtained
from sensors. However, the accuracy of these models can
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be influenced by various variables such as lighting, head
pose, and cultural background. Emotion recognition in virtual
reality (VR) enhances realism and immersion and can mod-
ify content and actions to match the user’s emotional state.
There are several techniques for recognising emotions, such
as voice, body language, and physiological signs.

• Analysis of the user’s facial expressions using computer
vision algorithms allows for detecting emotions, includ-
ing happiness, sadness, rage, surprise, fear, etc.

• Voice analysis: To identify emotions like happiness,
sorrow, anger, and fear, speech recognition and natural
language processing techniques are used to analyse the
user’s voice.

• Body language analysis: In order to identify emotions
like happiness, sadness, anger, and fear, computer vision
techniques are used to examine the user’s posture, ges-
tures, and movements.

• Assessments of the user’s physiological signals, such
as heart rate, skin conductance, and blood pressure, are
used in physiological signal analysis to identify emo-
tions like happiness, sorrow, rage, and fear.

HumanDigital Twin collects data fromwearable sensors to
monitor weight, blood pressure, pulse, heart rate, respiration,
blood glucose, exercise volume, and emotional changes. Lit-
erature explores methods to identify emotional states using
machine learning, deep learning techniques, and physiologi-
cal databases [4]. Affective human digital twin (AHDT) is a
recently developed idea that uses biometrics andAI to create a
digital representation of a person’s emotions and behaviours.
The ESG (Environmental, Social, and Governance) objec-
tives are to reduce the carbon footprint, power data centres
with renewable energy sources, and reduce trash produced
during production and disposal. Privacy and data protection,
social impact assessment, trust and transparency, and ethical
technology use are among the potential social factors to take
into consideration. These social dimensions highlight how
important it is to think about the broader societal implica-
tions and duties related to the creation and use of human
digital twins, making sure that they promote social fairness,
empowerment, and well-being. Governance should ensure
that AHDT technology is created and used in an ethical and
responsible manner. To map the digital twin and the real
world, a digital model must be made that replicates the physi-
cal characteristics, actions, and functionality of the real-world
system or object. The digital twin is updated in real-time
to reflect changes in physical systems, allowing engineers,
designers, and operators to test scenarios and improve perfor-
mance. Various applications and implementations of digital
twin technology in different domains can be found. In [5],
the authors explore the use of digital twins in healthcare
and provide a paradigm of digitally twinned everything as a
healthcare service. This is consistent with the digital twining
as a service paradigm and the Internet of Things as a Service
idea supporting Industry 4.0 [6]. [7] offers a systematic eval-
uation of the literature on DT technology and its implementa-

tion difficulties in critical engineering domains. Reference [8]
describes a digital twin designed to replicate the human
response to viral infections at different scales. Reference [9]
provides a cooperative city DT idea for municipal crisis man-
agement, and [10] suggests using HDTs for elderly real-time
monitoring, remote diagnosis, virtual surgery training, and
health consulting. A system developed by [11] that uses web
cameras to capture and interpret real-time images for emotion
recognition in an emergency room. The system integrates
with a digital twin setup to allow testing and examination
of projected results, preventing life-threatening diseases and
providing efficient care. CNNs have recently been used for
facial emotion recognition [12], [13], [14].

Humans can understand, distinguish, and evaluate emo-
tions, and our study aims to recognise emotions based on
facial expressions and body movements [3], emotion iden-
tification has found fruitful ground for applications: humans-
robots interaction [15], action tendency, and recently in Dig-
ital twin for health-care [10], [11].

Our work investigates people’s emotions by recognising
them accurately. Emotion recognition can improve the per-
formance of VR systems, and machines are analysing peo-
ple’s expressions for emotion prediction. Emotions elicita-
tion, detection, and modelling are important for understand-
ing human emotional responses. One of the simplest models
is one described in [16] and [17], it contains six emotions
(fear, anger, disgust, sadness, happiness, and surprise). Other
models are proposed in [18]. These models build a clas-
sification scheme and provide a prediction with regard to
the user’s emotional state [19]. The features used to build
models can be of different natures. Many works investigated
emotion recognition by using biological signals that include
Electroencephalography (EEG) [19], an electrophysiologi-
cal [20].

Facial and body expressions are effective ways of express-
ing emotion. They are the most expressive modalities for
human emotion. In the literature, various studies addressed
facial expression [3], [21], [22], [23], [24] and body move-
ments and expressions [25], [26]. Multimodal emotion recog-
nition has also attracted attention and has been widely exam-
ined [21], [27]. It tries to combine different modalities
simultaneously to improve emotion recognition performance.
Several works implemented such an approach and showed
that the combination of the expression modalities expres-
sion improves significantly the emotion recognition system
performance [3], [28]. In the same context, combinations of
body, facial, speech, physiological, and text modalities have
been surveyed and showed their better performance than the
standard mono-modal approaches [29].

The current methods for identifying emotions through
facial and bodily expressions have various drawbacks and
restrictions. First, there is no openly accessible database.
Additionally, using insignificant features to represent vari-
ous emotions can lead to model failure, according to cita-
tion [30]. To solve a problem involving many classifications,
the complexity of the suggested model and the complexity
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FIGURE 1. The proposed framework for Affective human digital twin.

of the target emotions are crucial, especially as real-time
applications are developed further. The fact that cultural influ-
ences on emotional expression result in varied personal styles
of emotional performance is one of the significant challenges.
Also worth mentioning are changes in the surroundings, such
as variations in lighting and posture. In this study, we provide
a system for emotion recognition based on body language and
facial expressions to address these issues. The key contribu-
tions of the paper are:

• Bi-modal RGB and RGB-D dataset: We create a
dataset, including the performance of 17 participants (9
males and 8 females). The participants are from more
than ten different nationalities and have different skin
tones. For the participant emotion elicitation, we used
emotional images and videos. Unique features collected
fromKinect sensors (version 1 and 2) andRGBHDcam-
era were used to collect the data (table 1). The dataset
was captured in controlled conditions of varying face
appearance, body pose, and illumination. Our dataset is
available at: https://zenodo.org/record/8015985.

• Significant and consistent corporal and facial key
points features selection for facial and corporal emo-
tion recognition: Important facial and skeletal features
were chosen to represent the various emotional states.
We reduced the number of features and used geometrical
features, including a combination of 3D distance and
3D angle computed between each selected point for
the data provided by Kinect 1 and Kinect 2 devices;

further real-time implementation of the proposed sys-
tem endorses this choice. RGB-D recordings and joint
sequences, which are data similar to that from the
Kinect, can be utilised to extract key features for gesture
and face emotion recognition. The 3D body and facial
features points are calculated using the 3D joint-oriented
body skeleton, and the 3D facial points provided by
Kinect SDK software. Feature selection is crucial for
such a system; the multi-classification of emotions may
fail because of the choice of non-suitable feature points.

• Kinect 1 and Kinect 2 data comparison for emotion
recognition: In this study, we carried out a data perfor-
mance comparison for emotion recognition using data
provided by Kinect 1 and Kinect 2.

• RGB andRGB-D data comparison: The 2DRGB data
provided by the RGB HD camera were tested against
Kinect sensors RGB-D data. The use of depth data may
improve emotion recognition performance.

• Facial and corporal performance comparison for
emotion recognition: In this work and we provided a
comparison between two modalities for emotion recog-
nition: facial and corporal.

• Comparison of the suggested method’s performance
with other cutting-edge techniques: The method’s
effectiveness is evaluated in comparison to other cutting-
edge techniques.

The remainder of this essay is structured as follows. The
related work is discussed in section II. We describe the sug-
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TABLE 1. Properties of emotional multimedia databases.

gested strategy in more detail in section III. This encom-
passes every step of the data gathering process, experimental
settings, feature extraction and selection, classification, and
training. The results are shown, and the performance compar-
ison is discussed in section IV. Finally, in Section V, we draw
our findings and outline our next steps.

II. RELATED WORK
Across many contexts, digital twinning is currently a sig-
nificant and developing trend. No wonder a digital twin,
also known as a computational mega model, device shadow,
mirrored system, avatar, or synchronised virtual prototype,
plays a significant role in how we develop the modularity of
multidisciplinary systems as well as how we design and oper-
ate cyber-physical intelligent systems [1]. Numerous studies
on emotion identification utilising facial and bodily move-
ments have been proposed, as we noted in section I. There
were several feature extraction and selection techniques put
forth. Using Kinect’s facial and body data, [28] has looked
into positional and temporal aspects. For the positional fea-
tures, the authors developed a feature vector of the tracked
points’ coordinates, Euclidean distance, and angle. For the
temporal features, they used a window of 10 frames for
extracting temporal features across multiple frames. In [28],
the authors concluded that fusing those features augmented
the classification rates obtained from supervised learning.
The facial expression-based emotion recognition line of the
proposed work can be divided into three categories: image-
based, video-based [34], and 3D surface-based [35]. Anima-
tion units (AUs) and point positions are extracted as fea-
tures based on Kinect data for 3D surface-based emotion
identification techniques. The hundreds of physiologically
possible face expressions can be represented as combinations
of 27 fundamental AUs, and a number of AU descriptors [36],
which are used in an increasing number of studies on human
facial behaviour [21]. The facial expression analysis is carried

out using morphological parameters, such as the shapes of
the facial regions (nose, eyes, mouth, face contour, etc.),
as well as the locations of salient facial points (chin tip,
corner of the eyebrows, lips, etc.). Mao et al. [36] proposed
a real-time method for recognising facial expressions by
combining AUs point features with Kinect feature position
points. In [37], the facial expression recognition was based on
motion features; they estimate the motion between two facial
expressions. In [22], a facial feature extraction technique
is described, Using the structured streaming skeleton (SSS)
approach, the sequence of the normalised Euclidean distance
between the monitored face points was examined. This later
was first proposed for body emotion recognition [38]. For
the evaluation, they constructed a database of fifteen actors
for basic emotions (fear, happiness, surprise, sadness, dis-
gust, anger, contempt further to neutral). Zhang et al. [23]
addressed emotion recognition using 3D facial points pro-
vided by Kinect 2 to identify three emotions (sadness, hap-
piness and neutral) using Kinect 2. To reduce the feature
dimensionality PCA- Principal Component Analysis is used.
A number of 100 key facial points were selected. Each point’s
temporal, frequency, and frequency-frequency domain prop-
erties are extracted. The authors [23] constructed the emotion
recognition model using two datasets (male and female data),
and they concluded that female data gives better results with
a recognition rate of 80%.

People focusmore on facial expressions than body gestures
when trying to understand other people’s feelings, but not all
facial emotion recognition methods address which points are
most relevant. This study is based on psychological studies
on the perception of movements. [39], which reveal that
specific facial and corporal key points are more relevant to
characterising different emotions.

Body language constitutes a significant source of affective
information. Recently, researchers focused on bodily emo-
tion expression [25], [28], [33]. The study presented in [3]
reported promising results with emotion recognition rates
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of 90%. The authors noted that a person’s gait pattern and
other aspects could alter depending on their emotional state.
VR may be a beneficial tool for increasing physical activity
and helping self-manage negative emotions. In [25], Li et al.
discussed the gait recognition from information collected by
the Kinect sensor. To categorise neutral, pleased, and furious
affective states, the scientists collected gait data from six
selected joints on the arms and legs in the frequency and
temporal domains. They used PCA to lessen the redundant
frequency features and found that the time-frequency features
were more efficient. According to the authors, distinguishing
neutral, anger, and happy states were not better due to the
extracted features, whichwere not suitable. They claimed that
using more convenient features would be more beneficial for
depicting these two emotions (anger and happiness) in future
work.

The proposed work uses 3D facial and body features from
Kinect SDK software to improve the performance of the sys-
tem, compared to traditional feature extraction methods. The
first line of the work has focused on collecting a multimodal
database using the sensors (Kinect 1, Kinect 2 and RGB HD
camera). Emotion recognition classifiers have to be trained
on databases comprising emotion manifestation, and related
annotation [32]. Many databases were created for the study of
affect recognition and used for different applications. Table 1
summarises some existing datasets; it shows the device used
for data collection, the emotion target, and the application
target. The experiment of data collection is discussed in the
next section. The general framework is depicted in figure 1.
We can describe three phases: data collection, feature extrac-
tion and selection, and classification, respectively.

III. PROPOSED APPROACH
To increase the performance of emotion recognition and
accurately classify emotions, this study suggests a novel
way based on facial expressions and body movements. The
method is based on novel geometrical features and considers
the most significant skeletal and facial landmarks.

A. RGB AND RGB-D BI-MODAL DATABASE
As depicted in figure 2, we used three devices, Kinect 1
Kinect 2 and RGB HD camera, to collect the used bi-modal
dataset, including the corporal and facial recording of the
emotional performance.

1) EXPERIMENT DESIGN
We ran an emotion priming experiment to gather accurate
facial expression data using various emotional videos instead
of performing on purpose [40] and images. The acquisition
system recorded the facial expressions and corporal move-
ments data of participants. For a fair comparison, the algo-
rithms should perform under the same setting and conditions.
For this reason, we adopted a pretty similar procedure as
in [3] for a part of the experiment. This later was divided into
two phases: emotion elicitation using emotional videos and
emotion elicitation using emotional images. The acquisition

FIGURE 2. Acquisition system.

system is shown in figure 2. We created a dataset with three
devices, Kinect 1, Kinect 2 and RGB HD camera, including
six emotions performances (fear, anger, sadness, happiness,
surprise, and neutral). The neutral category was defined with
no motion to distinguish the remaining emotion classes. The
created dataset in this work contains 1581 RGB videos of 2s
of length and 6000 Kinect RGB-D data files (skeleton joints
and facial points from Kinect 1 and Kinect 2).

2) PARTICIPANTS
The participants were 17 students drawn from the School
of Engineering and Computing at the UWS University of
West of Scotland (9 men and 8 women). All of the vol-
unteers ranged in age from 24 to 45. Participants come
from ten different countries with a range of skin tones
(figure 3).

3) STIMULI AND VIDEO/IMAGE SELECTION
The participants were first shown pictures illustrating the five
basic emotions. They were asked to perform the same posture
three times (each performance was 2 seconds in length) in
front of the two Kinect sensors (Kinect 1 and Kinect 2)
and RGB HD camera (figure 2). Then, the participants were
shown emotional film clips.

We used the film clips studied in [41]; they were of dif-
ferent lengths ranging from 08 s to 55 s. We made the video
segments as brief as possible to keep subjects from experi-
encing other emotions or becoming accustomed to the stimuli
while keeping them long enough to capture the emotion. The
order of the film clips was pseudo-randomly. Between each
emotional film clip, a neutral video was projected.

4) MEASURES
After viewing each emotional video clip, each participant
was asked to fill out a modified version of the post-film
questionnaire [42]. Participants reported each emotion that
they had experienced. Then, they were asked to perform the
reported emotion three times. The form used in this work
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FIGURE 3. Some facial participants expression.

TABLE 2. Our dataset content summary.

was expanded to include a rating scale from 0 (not at all) to
10 (extremely). Table 2 provides a summary of our bi-modal
database’s properties.

The body responses and recorded facial footage were man-
ually segmented and entered into a database. We reduce our
efforts in this work for the pre-processing since we are using
the Microsoft Kinect toolkit. This device could provide a
sequence of 3D Facial and Skeleton points.

Beyond the dataset collection description above, one more
thing should be mentioned: we noticed that the expression
style projected in videos influenced some performance of
the emotional states. The participants were asked to express
their different emotions according to their personal style.
Despite this, some of them tended to imitate the film clip

TABLE 3. Extracted points.

TABLE 4. List of the facial expressions that our system can recognise,
along with the corresponding modifications to the face.

performance. Our emotion recognition has been performed
on laboratory-controlled data.

B. FEATURE EXTRACTION/SELECTION
Six categories/emotional states were defined (sadness, fear,
surprise, anger, happiness, and neutral). Some facial and
corporal points were selected. Table 3 provides an overview
of the points that have been tracked. The list of the bodily and
facial emotion categories recognised by our system, as well
as the changes that took place on the face and body, are shown
in tables 4 and 4.

1) FACE FEATURE EXTRACTION
The face and skeleton tracking API found in the Microsoft
Kinect Software Development SDKToolkit was used to study
facial and physical emotions. Kinect 1 and Kinect 2 sensors
offer 121 and 1347 face key points, respectively. However,
not all of these points are important to facial expressions,
according to psychological studies [39]. The authors of [43]
suggested that the areas, including the eyes, lips, and brows,
are involved in facial emotion expression. To increase the
recognition accuracy, we prioritised the essential facial areas
surrounding the lips, brows, eyes, nose, cheeks, and chin
above other important regions while choosing from the avail-
able points.
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TABLE 5. List of the corporal emotions that our system can detect and
the corresponding changes on the face.

For the 2D RGB sequences, we used the feature points
offered by the open-source OpenFace [44], which offers 2D
68 facial landmarks. The 26 facial points we selected.

2) BODY FEATURE EXTRACTION
For the feature selection of the skeleton joints, Points describ-
ing limbs and trunk were sufficient to determine the correct
emotion. For the skeleton joints, based on [40], and for
simplification reasons, we choose corporal joints including
ankles, shoulders, spine base, neck, elbows, wrists, knees,
hips, and head. As a result, we could only monitor 15 of the
25 skeleton joints for Kinect 2 and 20 of the 20 skeleton joints
for Kinect 1 that were available through the toolkit.

Finally, we select specific points that exhibit notable move-
ment disparities to describe the slight variations in facial and
physical expressions. We selected 26 vertices of facial points
for the face modality and 15 skeleton joints for the body
modality from among the points that could be tracked using
the toolkit. Each point has 3D information (X, Y, Z).

The feature vectors, face feature vector and body feature
vector (FVFace and FVBody), were determined by combin-
ing two geometrical characteristics: angle and the separation
between each tracked point.

Given two facial points PFacen (t) and PFacen−1 (t) with coordi-
nates (xn(t), yn(t), zn(t)) and (xn−1(t), yn−1(t),
zn−1(t)) respectively at frame t , and two corporal points
PBodyn (t) and PBodyn−1 (t) with coordinates (xn(t), yn(t),

TABLE 6. Facial and corporal feature vectors length.

zn(t)) and (xn−1(t), yn−1(t), zn−1(t)) respectively at frame t .
The position of the monitored points from one frame is the
foundation for the feature vector. Feature vectors for face
and body modalities are defined as follows (equation 1 and
equation 2) respectively. It is a set of distance difference D(t)
and θ(t) which is the angle between each tracked facial or
corporal tracked points [45], [46].

FVFace = DFace1 (PFace0 (t),PFace1 (t)), . . . ,DFacen (PFacen−1 (t),

PFacen (t)), θFace1 (PFace0 (t),PFace1 (t)), . . . ,

θFacen (PFacen−1 (t),P
Face
n (t)) (1)

FVBody = DBody1 (PBody0 (t),PBody1 (t)), . . . ,DBodyn

(PBodyn−1 (t),P
Body
n (t)), θBody1 (PBody0 (t),

PBody1 (t)), . . . , θBodyn (PBodyn−1 (t),P
Body
n (t)) (2)

The performance recording was 2 s in length. The RGB
facial videos and skeleton joint sequences are synchronised
and recorded at 30 frames per second. We chose key facial
and corporal points, and we calculated the 3D distance and
3D angle. Table 6 summarises the feature vector length. For
the face modality, we estimated 36 distances and 36 angles,
and for the body modality, 11 distances and 11 angles.
For advanced real-time applications, we would include that
optimising the parameters of the calculations has an enor-
mous impact on the speed of meeting to a level, but it requires
another step of cross-validation.

C. CLASSIFICATION, TRAINING AND EVALUATION
The distinct emotional states can be recognised using six
computational models (neutral, fear, anger, sadness, happi-
ness, and surprise). Different classifiers may offer varying
classification accuracies for the same dataset. Bagged Trees,
Linear SVM, Cubic SVM, and k-NN were some of the linear
and non-linear classifiers we chose to assess in this study.
As one of the strategies utilised in statistics and machine
learning, Support Vector Machine (SVM) displayed by Vap-
nik and Chervonenk could be a kind of capable factual learn-
ing strategy; it models the circumstance by making a feature
space. We point to prepare a demonstration that categorises
inconspicuous modern information into a specific category.
Linear SVM tries to discover a linear combination of data
that recognises or characterise distinctive classes. The facial
and corporal affect information may not be directly distinct.
For this reason, we inspected the non-linear SVM.

Leo Breiman formulated bagging, it is utilised as a strategy
for moving forward the comes about of machine learning
classification calculations. Its title was derived from the state
‘‘bootstrap aggregating’’. In arrange to decrease the change
related to forecast and make strides the forecast handle, this
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TABLE 7. The obtained emotion recognition results using Bagged trees.

algorithm can be utilised. From the accessible information,
numerous bagging samples are drawn. To each one of them,
a few expectation strategies are connected and employing a
voting process for classification; the results are combined.
Typically to get the in general forecast, with the fluctua-
tion being diminished due to the averaging. The bagging
strategy gives extra information for preparing from the first
dataset utilising combinations with redundancies to deliver
multi-sets of the same cardinality/size as the initial informa-
tion. By expanding the estimate of the preparing set, it cannot
move forward the show prescient drive, but fair diminish
the fluctuation, barely tuning the expectation to the expected
result.

A non-parametric lazy learning algorithm is the k-NN
algorithm. One of the most accessible categorisation algo-
rithms, according to several experts. Despite its simplicity,
k-NN can perform very well and give highly competitive
results. The non-parametric algorithm means that it does
not need to make any assumptions on the underlying data
distribution. Most of the experimental data do not follow the
typical theoretical assumptions (linearly separable, Gaussian
mixtures, etc.), making these algorithms pretty relevant for
the real world. The k-NN does not use the training data points
to generalise, as it is a lazy algorithm.

We employed conventional leave-one-subject-out cross-
validation to assess the performance of the models to develop
a stable and trustworthy emotion model. We ran the trials
for this study on a machine with an Intelő Xeonő CPU E3-
1245 v3 3.40 GHz and 8 GB RAM. TheMatlab classification
techniques (Bagged Trees, k-NN, Linear SVM, and Cubic
SVM) have been used in all tests.

IV. RESULTS AND DISCUSSION
Sixteen study participants’ data were used for training pur-
poses. We only used one participant’s performance for testing
purposes. The results of emotion recognition for face and
body modalities are displayed in tables 7 and 8.’’ When
comparing the performance of several training methods, the
Bagged Trees classifier outperforms them all. The outcomes
produced by k-NN are comparable to those of the Bagged
Trees method. The three algorithms’ results, Bagged Trees,
k-NN, and Support Vector Machine SVM, will be reported;
(linear SVM and Cubic SVM).

The current results demonstrated the advantages of the
suggested approach for emotion recognition with Kinect. The
spatial characteristics help define and differentiate emotions.

One of the reasons for error in learning is noise. The bagged
Trees with a single parameter its refinement is quite popular

TABLE 8. The obtained emotion recognition results using k-NN.

FIGURE 4. The outcomes for the face modality.

FIGURE 5. The outcomes for the body modality.

and can reduce the error. It gave the highest results for both
modalities, face and body (table 7) with the data of Kinect
1 and Kinect 2; the results using OpenFace are also presented.
The system achieved an accuracy rate of 98.46% for body
modality and 97.58% for face modality using data collected
by Kinect 2. The results using Kinect 1 are slightly close with
accuracy rates of 97.44%, 97.51% for face and bodymodality,
respectively, using Bagged Tress. Table 10 showcased the
accuracy rates of each class separately.

The k-NN algorithm with k = 1 achieved an accuracy
rate of 97.09%, 97.40% for face modality (for Kinect 1 and
Kinect 2, respectively). The emotion recognition for the body
modality attained 97.40%, 98.06%of accuracy rate for Kinect
1 and Kinect 2, respectively. The k-NN, a simple as it is a
lazy-learning algorithm, achieved high accuracy rates, close
to the results obtained using Bagged trees. The benefits, of the
Bagged trees, as a non-parametric learning algorithm over
the other classification existing algorithms, are robust to the
noisy training dataset, fast and effective for the large training
dataset. Table 6 and table 7, we conclude that the RGB data
showed the lowest performance compared to the RGB-D data
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collected by Kinect devices. Unlike k-NN, SVM requires
training. It maps the features into a higher dimensional fea-
ture space. Consequently, SVM finds a linear hyperplane
with a maximal margin to separate the different classes in
this higher-dimensional space. The Linear-SVM performed
poorly compared with the two previous classification algo-
rithms; it gave the lowest accuracy rates for both modalities.
The SVM poor performance is due to the feature vectors used
for face and body modality, which are large, which degraded
the performance of the SVM classifiers (Linear SVM, Cubic
SVM).

In general, when the number of features is disproportion-
ately significant, there is a possibility that the data are linearly
separable in the original space. As a result, it is not necessary
to map the data into a higher-dimensional space. However,
non-linear SVM offers the opportunity to translate data that
is linearly non-separable in a low dimensional space into a
very high dimensional space for enhanced linear separability.
Themain distinction between non-linear and linear classifiers
is that the non-linear classifiers might respond to high-level
feature conjunctions differently from how they respond to
individual features. Because our data structure is not lin-
early separable, the non-linear algorithms (Bagged Trees,
k-NN, and Cubic SVM) perform better in the relative lower-
dimensional space. In these circumstances, non-linear SVM
performed better, and linear SVM had the lowest accuracy
rate. This is so that a linear hyperplane may be identified
easily in feature space, which is a higher-dimensional space
where non-linear kernels change (map) the input data (input
space). There is a comparison of various algorithms in fig-
ure 4 and figure 5.

The present results suggested that bodily emotion recogni-
tion slightly outperformed facial emotion recognition. Using
Bagged Trees, it showed the highest classification rates com-
pared to facial emotion recognition with 97.51% and 98.46%
(for Kinect 1 and Kinect 2, respectively). That is can be
explained by the body feature points, which tend to move
more than the facial feature points in terms of distance and
number of variations such as angles.
Unlike the results obtained in [31], the results of emotion
recognition using Kinect 2 seem better than those using
Kinect 1. The acquisition conditions of the database, such
as the control of illumination intensity, may influence and
explain this difference in the results. We recorded our data
streams using an RGB HD camera and Kinect sensors under
carefully regulated lighting and face appearance scenarios.
The only requirement is that the participants need to stay in
front of the acquisition system at appropriate distances and
ensure their head yaw is less than 45◦, in which condition
their faces can be tracked successfully.

The comparison between 2D RGB data and RGB-D data
is depicted in figure 6; compared to the RGB HD camera, the
facial feature points offered by Kinect sensors produced more
significant results. The RGB-D images provide essential geo-
metrical features which yield accurate emotion distinction.
The RGB 2D images were not robust enough for emotional

FIGURE 6. RGB data and RGB-D data performance comparison for face
modality.

face recognition, which are considered 3D objects. The use of
depth information improved the recognition rate significantly.

The existing facial and corporal emotion recognition
systems could identify different emotional states through
relatively facial and corporal expressions. The authors of [3]
constructed their dataset containing the performance of
15 subjects of five primary emotional states. The best accu-
racy levels reached were 93% and 90% for face and body
mono modality, respectively, using a deep learning network
classifier. However, they got a recognition rate of 98.3%
for bi-modal fusion. We are considering using the multi-
modal affective recognitionmethod in futurework.We expect
improvement in recognition rates based on the study pre-
sented in [3], which investigated the multimodal fusion.
In [28], the authors used temporal features across multiple
frames; they reported an improvement in their results com-
pared to the positional features. They said the results for
three classes (happiness, anger, sadness). Even though we
are using the positional features in our study, we got the
highest recognition rates compared to [28]. Table 9 shows the
performance comparison between the proposed approach for
emotion recognition in this paper and state-of-the-art studies
using the same devices and data.

Our results outperform the results reported in, which used
the feature extraction method of structured streaming facial
skeleton for facial emotion recognition. The results reported
in [47] for eight classes with a dataset of five people are better
than those reported in [22] with the recorded performance
of 15 participants. In table 9, we expose the results of eight
classes presented in [22] and [47]. Since we considered a
problem of six classes in our work, we had to recalculate the
accuracy of six classes again. The results of our study with
a larger dataset (17 participants) outperform those reported
in [22] and [47]. In [48], using the RGB images acquired
by Kinect, the authors extracted geometric features of RGB
images, and they achieved a recognition rate of 89.46%.
To the best of our knowledge, we conducted fair comparisons
between the proposed approach in this study and the state-of-
the-art works by taking into account different dataset sizes
and numbers of classes, as shown in table 9.

For monomodal emotion recognition, our results out-
performed the existing works in emotion recognition with
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TABLE 9. Performance evaluation in contrast to cutting-edge works. ∗ Kinect 1, ∗∗ Kinect 2, ∗∗∗RGB camera, 1 k-NN, 2 Bagged-Trees.

TABLE 10. Bagged trees accuracy performance.

recognition rates of 97.58% and 98.46% for face and body
modality, respectively, using the Bagged Trees classifier.
Besides, our study shows that the results using the Kinect
2 sensor are slightly better than those obtained using Kinect
1. Furthermore, we noticed that the body modality gives a
higher recognition rate as compared to face modality results.

For comparison reasons and success measurement, we ran
the experiment on the part of our face database. We took
the recording of 09 participants, and using the leave-one-
out subject cross-validation; we evaluated the system perfor-
mance. The table below (table 11) addresses a comparison
between existing datasets presented in [22] and [47] and our
face dataset concerning the number of subjects and the com-
putational complexity of feature extraction. The table also
provides our method performance with two different dataset
sizes. By increasing the size of the dataset, we obtained very
close results, whichmeans that our dataset is not noisy or does
not contain unrepresentative training data.

As depicted in table 11, we presented the results using
the Bagged Trees algorithm, and we compared our pro-
posed method to two existent work [22], [47] which used
the facial points provided by Kinect 2. The authors of these
studies determined the Euclidean distance between paired
facial skeleton model points. In this example, we also use
the angle between each unique pair of tracked points to

TABLE 11. Performance with regards to the complexity and the face
dataset size.

more precisely describe the facial and bodily motion and the
distance between them. Based on the results, our strategy
performs better than the approaches mentioned.

V. CONCLUSION
By combining DT and human emotion recognition, a novel
framework for affective human digital twins is proposed. This
framework will make it easier to monitor, comprehend, and
improve the capabilities of the physical entity. It will also
provide continuous input to improve the quality of life and
well-being for personalised healthcare to monitor a patient’s
health condition and early diagnosis of life-threatening dis-
eases. The 3D positional features in this research, such as the
3D distance and the 3D angle between the monitored points,
are offered as a newway for affective human digital twin emo-
tion recognition via facial expressions and bodilymovements.
A new bi-modal dataset was introduced for the performance
of facial and physical emotions. The six emotional states have
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been categorised using mono-modal classifiers (fear, anger,
sadness, happiness, surprise, and neutral). Cross-validation
using a leave-one-out subject was established for evaluat-
ing system performance. Due to the nature of the data, the
non-linear algorithms produced consistent findings. All the
classification methods consistently performed worse than the
Bagged Trees and k-NN. Using Kinect 2, the system achieved
accuracy rates of 97.58% for the face modality and 98.46%
for the body modality. Using the Bagged Trees algorithm,
Kinect 1 had the best accuracy at 97.44% for face modality
and 97.51% for bodymodality. The findings show that Kinect
2 outperforms Kinect 1. Based on our findings, we con-
clude that the body modality produced consistent results.
The results showed that the RGB-D data outperformed the
RGB-2D data, which needed to be more reliable for emo-
tional face recognition. Furthermore, the RGB-D data are
more pertinent and provide crucial geometrical information.
Our comparison of the dataset size, computational cost, and
the number of classes revealed that the proposed method-
ology outperformed state-of-the-art classification accuracy.
We hypothesise that in the future, emotion recognition and
VR technology might incorporate capabilities for affective
digital twin.
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