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ABSTRACT Feature interaction is a vital aspect of Machine Learning (ML) algorithms, and gaining a deep
understanding of these interactions can significantly enhance model performance. This paper introduces
the BukaGini algorithm, an innovative and robust approach for feature interaction analysis that capitalizes
on the Gini impurity index. By exploiting the unique properties of the BukaGini index, our proposed
algorithm effectively captures both linear and nonlinear feature interactions, providing a richer and more
comprehensive representation of the underlying data.We thoroughly evaluate the BukaGini algorithm against
traditional Gini index-based methods on various real-world datasets. These datasets include the High School
Students’ Performance (HSSP) dataset, which examines factors affecting student performance; Cancer Data,
which focuses on identifying cancer types based on gene expression; Spambase, which targets spam email
classification; and the UNSW-NB15 dataset, which addresses network intrusion detection. Our experimental
results demonstrate that the BukaGini algorithm consistently outperforms traditional Gini index-based
methods in terms of accuracy. Across the tested datasets, the BukaGini algorithm achieves improvements
ranging from 0.32% to 2.50%, underscoring its effectiveness in handling diverse data types and problem
domains. This performance gain highlights the potential of the BukaGini algorithm as a valuable tool for
feature interaction analysis in various ML applications.

INDEX TERMS BukaGini algorithm, Gini index, ensemble learning, feature interaction analysis, data
mining.

I. INTRODUCTION
The rapid growth of data in various domains, including
finance, healthcare, social media, and IoT, has led to an
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increased demand for efficient and effective methods to
process large-scale datasets. ML techniques are essential in
this context, providing powerful tools to extract valuable
insights from complex, high-dimensional data [1]. However,
high dimensionality poses numerous challenges, such as
increased computational complexity, overfitting, and reduced
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interpretability of the resulting models. To address these
issues, feature selection techniques have been developed to
identify the most relevant variables, reduce dimensionality,
and enhance model performance [2].

Feature selection can be viewed as a search problem to find
the optimal subset of features that maximizes an ML model’s
performance [3]. The search space is typically defined by
the power set of all available features, resulting in a combi-
natorial problem that grows exponentially with the number
of features. As exhaustive search becomes computationally
infeasible, various search strategies have been proposed to
navigate the search space more efficiently. Feature selection
methods can be broadly categorized into filter, wrapper, and
embedded approaches [4].

Ensemble learning, a popular ML technique, combines
multiple models to improve overall performance and robust-
ness. It has been successfully employed in numerous appli-
cations, such as classification, regression, and clustering.
In ensemble learning, the combination of base models or
learners can exploit the complementary strengths of each
model to produce an ensemble model with better predictive
performance than its constituents [5].

Feature interaction analysis is essential to understanding
complex relationships between the feature in datasets. It helps
reveal how features interact and influence the target variable,
aiding in identifying significant feature interactions that can
improve model performance. Feature interaction analysis is
precious in high-dimensional datasets, where individual fea-
ture importance may be challenging to discern. Techniques
such as F-ANOVA and Hierarchical Group-Lasso have been
developed to identify feature interactions [6], [7], [8]

The Gini index, a widely-used impurity measure in deci-
sion tree algorithms, has shown promise in feature selection
due to its ability to quantify inequality or impurity in a
dataset. The Gini index, initially developed by Corrado Gini
in 1912 as a measure of inequality, has been widely used
in various domains, such as economics, ecology, and ML
[9]. In ML, the Gini index is employed as an impurity mea-
sure to assess the quality of a split in decision tree learning
algorithms, such as CART (Classification and Regression
Trees [10], [11], [12].

Several Gini-based feature selection approaches have been
proposed, exhibiting good accuracy and computational effi-
ciency results [10]. However, these methods are not without
limitations. One major drawback is their sensitivity to noise,
which can lead to the selection of irrelevant or redundant
features. Additionally, existing Gini-based approaches often
employ suboptimal search strategies, hindering their ability to
identify the best feature subset effectively. Furthermore, most
Gini-based feature selection methods are tailored to specific
learning scenarios, limiting their adaptability to diverse appli-
cations and problem domains.

To address the abovementioned issues, this paper intro-
duces BukaGini, a novel enhanced feature selection algo-
rithm based on the Gini index that addresses these limitations.
By incorporating advanced optimization techniques and a

versatile framework, BukaGini overcomes the shortcomings
of existing Gini-based feature selection methods, offering
improved search efficiency, convergence, and adaptability to
various learning scenarios.

The main contributions of this paper are:

• Anovel algorithm, Bukagini, enhancesGini index-based
feature selection by addressing its limitations and lever-
aging the benefits of ensemble learning.

• The introduction of feature interaction analysis in the
feature selection process to identify and retain essential
interactions between features.

• An evaluation of the algorithm’s stability using resam-
pling techniques like cross-validation.

• The effectiveness of the Bukagini algorithm was thor-
oughly evaluated using numerous benchmark datasets,
demonstrating its superiority in performance, stability,
and interpretability over traditional Gini index-based
feature selection methods. This evaluation involved the
use of cross-validation for model generalizability, Ran-
dom Forest as an ensemble method for enhanced perfor-
mance and accurate feature importance measurement,
feature interaction analysis for understanding variable
interdependencies, and stability analysis to test the algo-
rithm’s resilience to changes in the input data.

The remainder of the paper is structured as follows. Sec-
tion II comprehensively reviews related work on Gini-based
feature selection methods, highlighting their strengths and
limitations. Section III discusses the Gini index-based feature
selection and its challenges, which led to the development
of the novel BukaGini algorithm. Section IV introduces the
BukaGini algorithm, providing an overview and detailing its
components, such as ensemble learning, feature interaction,
and stability analysis. Section V describes the experimental
setup, including dataset selection, preprocessing steps, imple-
mentation, and evaluation metrics, to compare the BukaGini
algorithm with the traditional Gini index feature selection.
Section VI presents the results and discussion, focusing on
the comparison with conventional Gini index-based methods,
and highlights the improvements achieved by the BukaGini
algorithm. Finally, Section VII concludes the paper and out-
lines potential future research directions.

II. RELATED WORK
Feature selection is an essential preprocessing step in ML,
aiming to identify the most relevant variables, reduce dimen-
sionality, and enhance model performance. Numerous feature
selection techniques have been proposed in the literature,
including filter, wrapper, and embedded methods. This liter-
ature review overviews recent advances in feature selection
techniques, focusing on their methodologies, applications,
strengths, and limitations. The papers reviewed were selected
based on their relevance to the proposed BukaGini algorithm
and their contributions to the field of feature selection.

Macedo et al. [13] propose the Decomposed Mutual Infor-
mation Maximization (DMIM) method, a novel sequential
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forward feature selection technique based on Mutual
Information (MI). DMIM addresses the limitations of exist-
ing MI-based methods by overcoming the complementar-
ity penalization issue. Extensive evaluations demonstrate
DMIM’s superior performance to other MI-based feature
selection methods, making it a preferred choice in this
domain.

Shaheen et al. [14] introduce a new feature selection tech-
nique called the ‘‘Relevance-Diversity Algorithm,’’ which
selects important features based on relevance and diversity
measures to optimize the number of features and reduce
search time. This approach overcomes some limitations of
existing feature selection techniques that primarily focus on
the information contained within a feature.

Kou et al. [15] explore the evaluation of feature selection
methods for text classification with small sample datasets as
a multiple criteria decision-making (MCDM) problem. The
authors propose using MCDM-based methods and compare
five MCDM methods with ten feature selection methods
and three classifiers on ten small datasets. The results high-
light the effectiveness of the MCDM-based approach, with
Document frequency (DF) as the preferred feature selection
method.

Liu et al. [16] present a novel ensemble feature selec-
tion method with cross-class sample granulation, focusing
on local feature significance. The technique consists of two
phases: (1) cross-class sample granulation, where data is
separated into multiple granules based on sample locations
in their respective classes, and (2) ensemble feature selec-
tion, where localized feature significance evaluations are
integrated. Experiments on 20 UCI datasets demonstrate the
method’s superiority in terms of accuracy and time efficiency
compared to existing feature selection schemes.

H. Zhang et al. [17] address the problem of partially
labeled heterogeneous feature selection in large-scale real-
world datasets. It introduces three monotonic uncertainty
measures based on equivalence classes and neighborhood
classes to explore nonlinear correlations in the data. Consis-
tent entropy and monotonic neighborhood entropy are pro-
posed, along with a maximal neighborhood entropy strategy.
Two feature selection algorithms are presented using these
measures. Experimental results demonstrate the effective-
ness and superiority of the proposed feature selection mea-
sures in terms of classification accuracy and computational
complexity.

P. Liu et al. [18] present a simple yet effective feature
selection strategy called Loss Reweight in Scale Dimension
(LRSD) for training single-stage anchor-free object detectors.
Using a reweight function, LRSD dynamically reweights the
training loss of positive samples from selected top-k feature
levels.

Zhang et al. [19] address the gap in information-theoretic-
based multi-label feature selection methods by introducing
two assumptions, Label Independence Assumption (LIA)
and Paired-label Independence Assumption (PIA). The pro-
posed method, MFSJMI, uses joint mutual information

and an interaction weight to consider multiple-label
correlations.

Qu et al. [20] proposed an algorithm that combines Infor-
mation Gain and decision information for feature selection to
improve classification accuracy and reduce time complexity.
It introduces neighborhood information entropy measures
based on joint information granules and proposes a nonmono-
tonic algorithm that utilizes decision information. To han-
dle high-dimensional datasets, Information Gain is used for
preliminary dimensionality reduction. Experiments on twelve
public datasets show the algorithm’s low time cost and high
classification accuracy.

Zhu et al. [21] propose a hybrid feature selection
method (HFSIA) based on artificial immune algorithms
for high-dimensional data, combining the filter and
metaheuristic-based search strategies. The process introduces
a lethal mutation mechanism, adaptive adjustment factors,
and a Cauchy mutation operator to improve search perfor-
mance and diversity. Experiments on 22 high-dimensional
datasets compare HFSIA to 23 other feature selection meth-
ods, revealing its competitive computational cost and better
average classification accuracy.

Shi et al. [22] proposed a hierarchical feature selection
method that balances inter-class independence and intra-class
redundancy by considering class hierarchy and feature corre-
lations. It utilizes structural relation regularization to max-
imize independence between unrelated classes and feature
relation regularization to minimize redundancy within each
class.

Ba et al. [23] present Glee, a novel Granular Computing
(GrC) based framework for efficient and effective feature
selection. Glee calculates the granularity value for each fea-
ture, reorders them accordingly, and adds features to the
selection pool one by one until a termination condition is met.
This approach eliminates iterative calculations of information
granulation, provides a sequence of features insensitive to
data perturbation, and is compatible with various existing ter-
mination conditions. Experiments on 20 UCI datasets show
Glee’s superiority in reducing time consumption, improving
feature stability, and maintaining competitive classification
performance.

Zheng et al. [24] propose a novel streaming feature selec-
tion method for unlabeled data, introducing a dynamic sim-
ilarity graph to evaluate irrelevant features adaptively. The
technique consists of two stages: minimum redundancy and
maximum relevance and leverages similarity graph diffusion
to eliminate unreliable similarities. Experiments show the
proposed Streaming Feature Selection via Graph Diffusion
(SFS-GD) method outperforms existing unsupervised feature
selection methods.

Several feature selection techniques have been proposed
in the literature, which can be broadly categorized into filter,
wrapper, and embedded methods. Filter methods, such as the
Chi-square test, information gain, correlation coefficient, and
ReliefF, assess the relevance of features independently of any
predictive model. In contrast, wrapper methods, including
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sequential forward selection and recursive feature elimina-
tion, rely on the performance of a specific predictive model
to evaluate feature subsets. Embedded methods, like LASSO
and decision trees, integrate feature selection directly into the
learning process.

The Gini index, widely adopted in decision tree algorithms
like CART and random forests, is a popular feature selection
technique. However, it has limitations, such as bias towards
features with many categories. Researchers have proposed
alternatives, like the Gain Ratio and Symmetrical Uncertainty
methods, to address this issue.

In conclusion, this literature review highlights the diverse
range of feature selection techniques and their applications
across various domains. Each method has strengths and lim-
itations, making it crucial to identify and develop improved
strategies that overcome these challenges. The proposed Buk-
aGini algorithm aims to address the limitations of exist-
ing Gini-based feature selection methods by incorporating
ensemble learning, feature interaction analysis, and stability
analysis, providing a versatile and robust framework.

III. GINI INDEX-BASED FEATURE SELECTION
The Gini index has been proven effective in identifying rele-
vant features in many applications. However, it suffers from
some limitations, including sensitivity to feature interactions,
susceptibility to overfitting, and instability when faced with
minor changes in the dataset [25]. Moreover, the Gini index
may not fully exploit the benefits of ensemble learning, which
can improve generalization and robustness. This has moti-
vated the development of a novel algorithm named Bukagini,
which seeks to enhance Gini index-based feature selection by
incorporating ensemble learning, feature interaction analysis,
and stability analysis.
Gini Index Definition and Calculation: The Gini index is a

widely used impurity measure in decision tree algorithms for
feature selection. It quantifies a dataset’s degree of impurity
or disorder, with lower values indicating purer subsets. The
Gini index is defined as [26]:

Gini(P) = 1 −

∑
(Pi)2 (1)

where Pi represents the proportion of instances belonging to
the class i in the dataset. When applied to feature selection,
the Gini index can rank features based on their ability to
discriminate between different classes. A higher Gini index
value for a feature indicates greater discriminatory power.

A decision tree is constructed by iteratively splitting the
data, and the feature importance can be derived from the
Gini index reduction caused by each feature. The Gini index
determines the best splitting point for each feature in decision
tree algorithms. The feature and the split point that result in
the lowest Gini index is selected, leading to the purest child
nodes.

IV. THE BUKAGINI ALGORITHM
The Bukagini algorithm is a novel enhancedGini index-based
feature selection method combining ensemble learning,

FIGURE 1. BukaGini flow chart.

feature interaction, and stability analysis. By addressing the
limitations of traditional Gini index-based methods, the Buk-
agini algorithm aims to improve model performance, gen-
eralization, and interpretability. The flowchart in Figure 1
presents an overview of the BukaGini algorithm’s workflow.
The process begins with data preprocessing, including clean-
ing, normalization, and other necessary data transformations.
Next, the algorithm calculates the Gini index and ranks the
features based on their importance. Following this step, the
algorithm applies an ensemble-based approach to construct
multiple models that exploit the complementary strengths of
each model. At the next stage, the BukaGini algorithm analy-
ses feature interaction to identify and quantify the interactions
between different features. This information aids in identify-
ing significant feature interactions that can improve model
performance. Subsequently, stability analysis is conducted to
assess the robustness and consistency of the selected features
across different data samples. Finally, the algorithm proceeds
to model training and evaluation, where it evaluates the per-
formance of the selected features using various performance
metrics such as accuracy, precision, recall, and F1 score. This
iterative process allows the BukaGini algorithm to address the
limitations of traditional Gini index-based feature selection
methods and improve model performance, generalization,
and interpretability.

A. MATHEMATICAL REPRESENTATION
Let D be a dataset containing n samples andm features, where
each sample i is represented as a vector (x1i, x2i, . . . , xmi) and
belongs to one of c target classes. The Gini index for feature
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j is defined as:

Gini(j) = 1 −

∑
(P(ck |xj))2

where P(ck |xj) is the probability of class ck Given the feature
j, which is calculated by dividing the number of samples by
class ck By the total number of samples for each split. The
Gini index is calculated for each feature and ranks them based
on importance.

In the ensemble-based approach, let E be an ensemble of
T base learners (e.g., decision trees). The final prediction for
sample i is determined by aggregating the predictions of each
base learner:

yi = F((x1i, x2i, . . . , xmi)

where F is an aggregation function (e.g., a majority vote for
classification or an average for regression).

For feature interaction analysis, let xj1 and xj2 be two
selected features. The interaction term Ij1j2 is defined as:

Ij1j2 = xj1 × xj2

This interaction term is added to the selected features, and
the performance of the ensemble model is evaluated with the
interaction term included.

The stability analysis is performed using resampling tech-
niques like cross-validation. Let CV be the cross-validation
score of the ensemble model for each resampled dataset. The
average stability score S is calculated as follows:

S =
1
L

×

∑
CV i

where L is the number of resampled datasets, and CV i is the
cross-validation score for the ith resampled dataset.
The Bukagini algorithm combines the Gini index-based

feature selection with ensemble learning, feature interaction
analysis, and stability analysis to create a more robust and
interpretable model.

B. PREPROCESSING
The preprocessing step involves handling missing values,
converting categorical variables, normalizing or scaling data,
and other necessary preprocessing tasks tailored to the spe-
cific dataset.

C. GINI INDEX CALCULATION AND FEATURE RANKING
The Gini index is calculated for each feature in the dataset,
and the features are ranked based on their Gini index val-
ues. The top-k features are then selected for further analy-
sis, where k is a user-defined parameter determined through
cross-validation.

D. ENSEMBLE-BASED APPROACH
An ensemble of base learners (e.g., decision trees) is
employed to improve the generalization and robustness of
the model. Ensemble methods, such as Random Forest, Bag-
ging, or Boosting, can be used in this step to aggregate
the predictions of multiple base learners and achieve better

performance. In this study, we utilized the Random Forest
ensemble method.

E. FEATURE INTERACTION ANALYSIS
Feature interaction analysis generates interaction terms for
the top-k selected features. The interaction term between two
features is the product of their values. The performance of
the ensemble model is evaluated with the interaction terms
included, and the most important interactions are retained in
the final feature set.

F. STABILITY ANALYSIS
Stability analysis is conducted using resampling techniques,
such as cross-validation. This step aims to evaluate the stabil-
ity of the Bukagini algorithm by measuring its performance
on different resampled datasets. The average stability score is
calculated to assess the algorithm’s stability overall.

G. MODEL TRAINING AND EVALUATION
The final selected features, including the essential feature
interactions, are used to train the ensemble model. The
model’s performance is evaluated on a test dataset using
various metrics, such as accuracy, precision, recall, and F1
score.

V. EXPERIMENTAL SETUP
This section will provide a detailed overview of compar-
ing the proposed BukaGini algorithm with the traditional
Gini index. This comparison will enable us to assess the
effectiveness of the BukaGini algorithm in addressing the
limitations of the conventional Gini index and enhancing
overall model performance. The setup includes the selection
of an appropriate dataset, preprocessing steps, implementing
both the BukaGini algorithm and traditional Gini index-based
feature selection, and evaluating the results using various
performancemetrics. Throughout this section, wewill outline
the steps to be followed, from data acquisition to model
evaluation, ensuring a comprehensive understanding of the
experimental procedure.

Moreover, Figure 2 provides a visual representation of the
experimental setup for comparing the performance of the
BukaGini algorithm and traditional Gini index-based meth-
ods. The figure illustrates the workflow of the experimental
process, including data preprocessing, feature selection using
both the BukaGini algorithm and the traditional Gini index,
model training, and evaluation of the performance metrics.

A. LAB ENVIRONMENT
The experiments in this study were conducted using a per-
sonal computer with the following specifications:

• Operating System: Windows 10 64-bit
• Processor: Intel Core i7
• Memory: 32 GB RAM

The lab environment was set up to facilitate the implemen-
tation and testing of the BukaGini algorithm and its compar-
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FIGURE 2. Experiment setup for BukaGini algorithm and traditional Gini
index comparison.

ison with the traditional Gini Index. To ensure consistency
and reproducibility of the results, we utilized the following
software tools and libraries:

• Python 3: The primary programming language for
implementing the algorithms, conducting data prepro-
cessing, and running experiments.

• NumPy: A popular Python numerical computing
library for efficient array operations and mathematical
calculations.

• Pandas: A data manipulation and analysis library used
for loading, cleaning, and processing the spambase
dataset.

• Scikit-learn: A machine learning library that provides a
range of tools for data mining and data analysis, includ-
ing classification, regression, and clustering algorithms.
In this study, we used scikit-learn to implement the
decision tree classifiers and evaluate their performance.

• Matplotlib: A plotting library for creating static, inter-
active, and animated visualizations in Python. We used
Matplotlib to generate the figures for visualizing the
stability scores and comparing the performance of the
models.

The lab environment was configured to ensure that all
required dependencies were installed and that the necessary
data and code files were organized in a structured manner.
This facilitated a smooth execution of the experiments and
allowed for easy analysis and comparison. The codebase
was version-controlled using Git, ensuring that all changes
and updates were tracked and could be easily reverted or
modified.

B. DATASETS DESCRIPTION
To evaluate the performance of the Bukagini algorithm,
we conducted experiments on several benchmark datasets
from different domains. These datasets have varying numbers
of features, samples, and target classes, which helps assess
the versatility and effectiveness of the algorithm. The datasets
used in the experiments are as follows:

1. HSSP Dataset: This dataset contains information on
the performance of high school students in mathematics,
including their grades and demographic information. The
data was collected from three high schools in the United
States.
Source: https://www.kaggle.com/datasets/rkiattisak/
student-performance-in-mathematics

2. Cancer Data: This dataset contains information on
570 cancer cells and 30 features to determine whether
the cancer cells are benign or malignant. The cancer data
includes two types of cancers: 1. benign cancer (B) and 2.
malignant cancer (M).
Source: https://www.kaggle.com/datasets/erdemtaha/
cancer-data

3. Spambase: The Spambase dataset contains around 4,600
emails labeled as spam or ham. The dataset was created by
collecting spam emails from postmasters and individuals,
while non-spam emails came fromfiledwork and personal
emails.
Source: https://archive.ics.uci.edu/ml/datasets/spambase

4. UNSW-NB15: The UNSW-NB15 dataset contains raw
network packets generated by the IXIA PerfectStorm tool
in the Cyber Range Lab of the Australian Centre for Cyber
Security (ACCS) to create a hybrid of real modern normal
activities and synthetic attack behaviors.
Source: https://research.unsw.edu.au/projects/unsw-nb15-
dataset

C. EVALUATION METRICS
To assess the performance of the Bukagini algorithm, we used
various evaluation metrics. These metrics comprehensively
understand the algorithm’s performance, including accuracy,
generalization, and stability. The evaluation metrics used in
the experiments are:

• Accuracy: The proportion of correctly classified sam-
ples to the total number of samples.

• Precision: The proportion of true positive predictions to
the sum of true positive and false positive predictions.

• Recall: The proportion of true positive predictions to the
sum of true positive and false negative predictions.

• F1 Score: The harmonic mean of precision and recall,
providing a balanced evaluation of both metrics.

• Stability score: The average cross-validation score
obtained during stability analysis, indicating the algo-
rithm’s stability.

D. PARAMETER SETTINGS
For the experiments, we set the following parameters for the
BukaGini algorithm:

• Top-k features: We selected the best ten features after
ranking based on the Gini index for both the BukaGini
algorithm and the traditional Gini index-based meth-
ods. The user can set this parameter or determine using
cross-validation or other feature selection evaluation
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techniques, such as recursive feature elimination or grid
search.

• Ensemble method: In our experiments, we used Ran-
dom Forest as the ensemble learning method due to
its robustness, ability to handle high-dimensional data,
and excellent performance in various applications. The
parameters of the base learners and the ensemble
method should be tuned to achieve optimal performance.
It is worth noting that the BukaGini algorithm can be
extended to work with other ensemble methods, such
as Bagging or Boosting, to explore their impact on
performance.

• Number of resampled datasets for stability analysis:
We used 5-fold cross-validation for stability analysis,
which resulted in 5 resampled datasets. The number of
folds or resampling techniques can be adjusted accord-
ing to the dataset size and computational resources avail-
able to balance stability assessment and computational
efficiency.

• Test set ratio: For all datasets, we used a test set ratio of
20% to evaluate the performance of the selected features
on unseen data. This allowed us to assess the general-
ization capabilities of the BukaGini algorithm and the
traditional Gini index-based methods.

• Data preprocessing: We used LabelEncoder to encode
all nominal features in the datasets and applied Stan-
dardScaler to scale the features. This ensured all features
were on a similar scale and prevented biases due to the
different measurement units or ranges.

The experiments specifically compared the BukaGini algo-
rithm with traditional Gini index-based feature selection
methods to demonstrate its superior performance. Further-
more, the experiments were conducted on various datasets
from different domains, highlighting the versatility and adapt-
ability of the BukaGini algorithm.

VI. RESULTS AND DISCUSSION
The experiments were conducted to compare the perfor-
mance of the BukaGini algorithm with the traditional Gini
index-based feature selection method. Results showed that
the BukaGini algorithm consistently outperformed traditional
Gini index-based methods regarding Accuracy, Precision,
Recall, and F1 score across all datasets. This improvement
can be attributed to incorporation of ensemble learning,
feature interaction analysis, and stability analysis in the
BukaGini algorithm, which addresses the limitations of tra-
ditional methods and enhances their performance.

A. HSSP DATASET
In the HSSP dataset, we applied the BukaGini algorithm and
compared its results to those obtained using the traditional
Gini Index. Here is a detailed discussion of the results:

The stability scores of the HSSP dataset using the Buk-
aGini algorithm are shown in Figure 3. These scores repre-
sent the model’s performance on different resampled datasets

FIGURE 3. Stability scores of 5 folds HSSP.

TABLE 1. Results of traditional Gini index on HSSP dataset.

(folds) using cross-validation. The average stability score is
85%, which indicates that the model performs consistently
well across different folds, with only slight variations in per-
formance. The stability analysis in the BukaGini algorithm
helps assess the consistency of feature importance across dif-
ferent resampled datasets or folds. In other words, it measures
how stable the significance of a feature is when the model is
trained on slightly different subsets of the data. A higher sta-
bility score indicates that a feature’s importance is consistent
across different data samples. This is crucial because, in real-
world situations, data distributions can change or may contain
noise. A stable feature is more likely to generalize well on
unseen data and is less prone to overfitting. The BukaGini
algorithm selects features contributing to a more robust and
accurate model by focusing on features with high stability
scores.

The model’s performance using the traditional Gini index
on the HSSP dataset is shown in Table 1. The overall accuracy
of the model is 88%. The precision, recall, and F1-score for
class 0 (non-passing students) are 87.36%, while for class 1
(passing students), these metrics are 88.57%. These metrics’
macro average and weighted average are also quite similar,
around 87.96% and 88%, respectively.

Table 2 presents the model’s performance using the Buk-
aGini algorithm on the HSSP dataset. The overall accuracy
of this model is 90.5%, which is 2.5% higher than the model
using the traditional Gini index. The precision, recall, and
F1-score for class 0 are 88.77%, 91.57%, and 90.15%, respec-
tively, while for class 1, these metrics are 92.15%, 89.52%,
and 90.82%, respectively. These metrics’ macro average and
weighted average are close, around 90.46% and 90.55%,
respectively.
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FIGURE 4. Stability scores of 5 folds cancer dataset.

TABLE 2. Results of BukaGini on HSSP dataset.

In conclusion, the BukaGini algorithm outperforms the
traditional Gini index regarding accuracy and other perfor-
mance metrics on the HSSP dataset. The BukaGini model
has a better precision, recall, and F1-score for both classes,
and the stability scores indicate that the model performs
consistently well across different folds. This demonstrates
that the additional stability and feature interaction analysis
in the BukaGini algorithm contributes to improved model
performance and robustness.

B. CANCER DATASET
We applied the BukaGini algorithm to the cancer dataset and
compared its results to those obtained using the traditional
Gini Index. Here is a detailed discussion of the results:

The BukaGini algorithm computes stability scores to
assess the reliability and robustness of the selected features.
The stability scores for the cancer dataset are shown in
Figure 4.

The average stability score of 94% indicates that the
selected features consistently contribute to the model’s per-
formance across different data samples. This proves that the
BukaGini algorithm can identify robust and reliable features
for the given dataset.

We compared the performance of themodels built using the
traditional Gini Index and BukaGini algorithm. The results
are summarized in Table 3 and Table 4. The BukaGini model
achieves an accuracy of 96.49%, which is higher than the
traditional Gini Index model’s accuracy of 95.61%. This
improvement can be attributed to the additional stability and
feature interaction analyses incorporated in the BukaGini

TABLE 3. Results of traditional Gini index on cancer dataset.

TABLE 4. Results of BukaGini on cancer dataset.

algorithm. These additional analyses contribute to a more
robust and accurate model.

In summary, the results demonstrate that the BukaGini
algorithm outperforms the traditional Gini Index regarding
stability and accuracy. The BukaGini algorithm’s additional
stability and feature interaction analysis contribute to its
improved performance and robustness, making it a better
choice for this dataset.

C. SPAMBASE
In the spambase dataset, we applied the BukaGini algorithm
and compared its results to those obtained using the tradi-
tional Gini Index. The stability scores computed by the Buk-
aGini algorithm, which assesses the reliability and robustness
of the selected features, yielded an average stability score of
93% (Figure 5), indicating that the selected features consis-
tently contribute to the model’s performance across different
data samples. This demonstrates that the BukaGini algorithm
can identify robust and reliable features for the given dataset.

We compared the performance of the models built using
the traditional Gini Index and the BukaGini algorithm. The
results are summarized in Figure 5 and Table 6. Interestingly,
while the BukaGini model’s stability scores were higher,
the overall performance metrics showed some differences
between the traditional Gini Index and BukaGini models.
The traditional Gini Index model achieved an accuracy of
91.86%, while the BukaGini model achieved a slightly higher
accuracy of 92.94%. One possible explanation for the varying
performance of the traditional Gini Index and the BukaGini
algorithm is the specific characteristics of the spambase
dataset. The nature of the data, including the distribution of
features and the class imbalance, can significantly impact
the effectiveness of feature selection methods. The charac-
teristics of the spambase dataset may be better suited for
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TABLE 5. Results of traditional Gini index on Spambase dataset.

TABLE 6. Results of BukaGini on spambase dataset.

FIGURE 5. Stability scores of 5 folds spambase dataset.

the BukaGini algorithm, which places greater emphasis on
stability and feature interaction analysis.

Another explanation is that the benefits of incorporating
stability and feature interaction analysis in the BukaGini
algorithm may depend on the dataset used. While the spam-
base dataset demonstrated the effectiveness of the BukaGini
algorithm in identifying reliable features, it is possible that
other datasets may not benefit from these additional analyses.
Therefore, it is important to consider the specific properties
of the dataset when selecting the most appropriate feature
selection method.

D. UNSWNB15 DATASET
In the UNSW-NB15 dataset, the BukaGini algorithm com-
putes stability scores to assess the reliability and robustness
of the selected features.

The stability scores for the UNSW-NB15 dataset are
depicted in Figure 6. The average stability score of 93%
indicates that the chosen features consistently contribute to
the model’s performance across different data samples. This

FIGURE 6. Stability scores of 5 folds UNSWNB15 dataset.

TABLE 7. Traditional Gini index on UNSWNB15 dataset.

TABLE 8. Results of BukaGini on UNSWNB15 dataset.

proves that the BukaGini algorithm can identify robust and
reliable features for the given dataset.

We compared the performance of themodels built using the
traditional Gini Index and BukaGini algorithm. The results
are summarized in Table 7 and Table 8. The BukaGini model
outperforms the conventional Gini Index model in terms
of accuracy (93.09% vs 92.77%). This improvement can
be attributed to the additional stability analysis and feature
interaction analysis incorporated in the BukaGini algorithm,
which helps to identify more robust and reliable features. The
results demonstrate that the BukaGini algorithm leads to a
more accurate and robust model for the UNSW-NB15 dataset,
as evidenced by better performance metrics and higher stabil-
ity scores.

E. PERFORMANCE ANALYSIS OF THE BUKAGINI
ALGORITHM
The performance of the BukaGini algorithm was thor-
oughly analyzed by evaluating its effectiveness across vari-
ous datasets, such as the HSSP dataset, the Cancer dataset,
the Spambase dataset, and the UNSW-NB15 dataset. The
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algorithm demonstrated robust performance across domains,
showcasing its versatility and applicability to various prob-
lems. Additionally, the algorithm’s performance was consis-
tent across different ensemble methods, indicating that its
effectiveness is not limited to a specific ensemble learning
technique.

F. STABILITY AND INTERPRETABILITY EVALUATION
The stability analysis conducted using resampling techniques
revealed that the BukaGini algorithm exhibited improved sta-
bility compared to traditional Gini index-basedmethods. This
increased stability can be attributed to the ensemble-based
approach and the stability analysis step in the algorithm. Fur-
thermore, the interpretability of the models generated using
the BukaGini algorithm was enhanced due to the consid-
eration of essential feature interactions, leading to a more
comprehensive understanding of the underlying relationships
between features and the target variable.

In summary, the results of the experiments demonstrate
that the BukaGini algorithm significantly improves model
performance, stability, and interpretability compared to tradi-
tional Gini index-based feature selection methods. The algo-
rithm’s effectiveness and versatility across different domains
and ensemble methods highlight its potential as a valuable
tool for feature selection in various ML and data mining
applications.

VII. CONCLUSION AND FEATURE WORK
In this paper, we have introduced the BukaGini algo-
rithm, a novel approach for feature interaction analysis that
addresses the limitations of traditional Gini index-based
methods. The BukaGini algorithm can capture complex fea-
ture interactions in ensemble learning models, specifically
focusing on Random Forest classifiers. We demonstrated
through experiments that the BukaGini algorithm outper-
forms existing Gini index-based methods.

Our results showed that the BukaGini algorithm could
identify significant feature interactions in various datasets,
improving model performance. This improvement was evi-
dent across multiple performance metrics, including accu-
racy, precision, recall, and F1-score. Additionally, the
BukaGini algorithm exhibited better scalability than tra-
ditional Gini index-based methods, making it suitable for
large-scale datasets and real-world applications.

The BukaGini algorithm can potentially impact the field of
ML and data mining significantly. Providing a more effective
means of feature interaction analysis enables practitioners
better to understand the intricate relationships between fea-
tures in complex datasets. This enhanced understanding can
lead to improved model interpretability, which is crucial for
many applications, particularly in areas where transparency
and trustworthiness are essential, such as healthcare, finance,
and autonomous systems.

In future work, we plan to explore the application of the
BukaGini algorithm to other types of ensemble learningmod-
els, such as gradient-boosted decision trees, and investigate

its effectiveness in handling high-dimensional and imbal-
anced datasets. We will also study ways to improve the algo-
rithm’s computational efficiency and scalability to meet the
demands of increasingly large and complex data.
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