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ABSTRACT Predicting the price and trends of financial instruments is a major challenge in the financial
industry, impacting investment decision-making efficiency for various stakeholders. Although numerous
and effective artificial intelligence techniques have been applied to time series analysis, the prediction of
exchange rate movements in the Forex market still necessitates parsimonious, interpretable, and accurate
solutions. This paper presents a novel methodology for predicting the short-term directional movement
of the euro-dollar exchange rate using market data, specifically by measuring price action. The proposed
methodology prioritizes using market inflection points and the multidimensional nature of the differences
between uptrends and downtrends to construct a linear discriminant function (LDA). The core of our
methodology is our novel Linear Classifier Configurator (LCC) which includes stages for data preparation,
feature selection, and detection of underlying structures. We validate the results and interpretations using
the statistical power of parametric tests. The experiments use market data of the euro-dollar exchange
rate in 15-minute and 1-week time frames. Additionally, we incorporate a collection of intraday winning
trades provided by an algorithmic trading model applied between January 1999 and April 2023. The
proposed LCC methodology achieves an out-of-sample classification accuracy of 98.77%, outperforming
other methodologies based on sophisticated approaches such as Long Short-Term Memory (LSTM), Deep
reinforcement learning (DRL), Wavelet analysis (WA), Sentiment analysis of textual content, Support
Vector Machines (SVM), and Genetic Algorithms (GA). Furthermore, our methodology improves financial
performance and reduces risk exposure in trading strategies, as well as it is useful in selecting variables and
transferable to other financial assets.

INDEX TERMS Linear discriminant analysis (LDA), foreign exchange market (FOREX), machine learning
(ML), supervised learning (SL), time series forecasting (TSF), trading systems.

I. INTRODUCTION
The FOREX or FX market, also known as the ‘‘Over the
Counter’’ (OTC) market, is the world’s largest financial
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market with a wide range of players, from financial insti-
tutions to individual investors, participating in it. In this
market, currency values are defined and currency exchange
is encouraged. Recently, the market has experienced rapid
growth, making it easier to access currency trading, and intro-
ducing new technological challenges in the current trading
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and regulatory models. This has awakened a growing interest
among investors, practitioners, and researchers to predict
future price behavior. The euro-US dollar cross (EUR/USD)
is one of the most traded financial instruments, and is par-
ticularly interesting to investors because the strength of cur-
rencies is determined by the level of economic activity in the
economies they represent [1].

Currently, exchange rate volatility and the effects gen-
erated on the value of currencies are strongly influenced
by market liquidity and the interaction of economic, politi-
cal, psychological, and non-fundamental variables [2]. The
2008 financial crisis and the Covid-19 pandemic have empha-
sized the importance of monitoring market dynamics to iden-
tify, anticipate, and mitigate adverse movements, reinforcing
both financial and operational resiliencies. Market partici-
pants now require the ability to detect and monitor inflection
points and the directional movement of exchange rates to
manage their utilization effectively. Thus, informed decision-
making is crucial in enhancing trading, minimizing risk
exposure, and enabling the timely development of hedging
operations to safeguard investment value.

Traditionally, asset value prediction revolves around two
main approaches: technical analysis and fundamental analy-
sis [3]. The former relies on studying historical market data
and visually identifying patterns in price charts to predict
their trends [4]. On the other hand, from a fundamental anal-
ysis perspective, proponents of the efficient markets hypoth-
esis [5] argue that the price of a financial asset reflects all
market information, asserting that price changes are random
and, consequently, future behavior is unpredictable. Despite
initial research supporting these postulates, subsequent stud-
ies by [6], [7], [8], [9], [10] demonstrate that historical data
can predict returns and prices. As a result, the predictability
of asset prices and trends remains a debated research topic.

In artificial intelligence, researchers have tackled price
forecasting as both a supervised and unsupervised classifi-
cation problem. A literature review reveals that this complex
issue has been examined through statistical, machine learn-
ing, and deep learning techniques [11], as well as hybrid
models [11], [12]. Additionally, alternative approaches have
utilized sentiment analysis of news and text mining in social
networks [13], [14], [15]. In recent years, the authors in [16]
have observed a strong preference for deep learning tech-
niques, especially in economic and financial applications.
These techniques are increasingly used due to their high
accuracy in classification and prediction tasks [17], [18].
Although these approaches can identify patterns or trends
in historical data, they cannot directly explain the influence
of predictor variables on price developments. Due to their
black-box nature, in addition to model complexity and lack
of readability, they pose problems of overfitting, general-
ization, and hyperparameter definition [19], [20], [21], [22],
the solution of which entails significant efforts. Unlike the
methods above, Discriminant analysis does not suffer from
the same issue. It is less susceptible to parameter instability
and offers competitive interpretability and precision when

prior knowledge exists regarding the discriminant variables
that effectively distinguish between groups [23].

In particular, linear discriminant analysis (LDA) is the
most widely used classification method since it was proposed
by Fisher [24], [25], [26]. Although new variants appear in
the specialized literature, among themost diverse approaches,
the following methods stand out: Quadratic (QDA) [27],
Heteroscedastic (HDA) [28], Regularized (RDA) [29], Sparse
Linear Discriminant Analysis (S-LDA) [30] and High-
Dimensional Discriminant Analysis (HDDA) [31]. LDA is
a multivariate parametric statistical method particularly rel-
evant in the financial field for classification and prediction
tasks. Besides enhancing the discriminative power of the
predictor variables when they are useful for generating signif-
icant differences between classes, themain advantage of LDA
over other techniques is its ability to incorporate multiple
quantitative variables in the analysis. Thus, classification can
be approached as a dimensionality reduction problem or,
ideally, by selecting the best subset of predictor variables to
ensure model interpretability while achieving accurate clas-
sification between groups.

Empirical evidence has shown that discriminant analysis
is effective in classification when predictor variables produce
significant differences between groups. Several noteworthy
studies use discriminant analysis and novel information to
predict value-at-risk (VaR) and financial instrument prices.
These studies use data from investor information [32],
descriptive statistics [33], financial ratios [34], news head-
lines [35], [36], and fundamental data extracted from finan-
cial news (twits) [37]. The classification results show that
using valuable information with high discriminant power
improves the models’ predictive power and classification
accuracy. Discriminant analysis, as shown in [23], [37], [38],
and [39], outperforms certain machine learning algorithms.
This supports the notion that LDA is well-suited for fore-
casting asset price trends. By effectively capturing patterns
in extensive datasets and leveraging the multidimensional
distinctions between groups, LDA improves accuracy while
maintaining interpretability in classification. However, dis-
criminant analysis is less common than other artificial intel-
ligence techniques in predicting price trends and logarithmic
asset returns. One contributing factor to its limited usage is
meeting the statistical assumptions necessary for its applica-
tion. This challenge arises when dealing with asymmetrically
and leptokurtically distributed data, preventing the variables
from assuming a multivariate normal distribution [40], [41].
Although other econometric approaches have also explored
this issue [42], [43], [44], [45], [46], [47], [48], [49], [50], the
problem of non-normal data distribution in parametricmodels
continues to be a topic of ongoing research and debate. This
limitation hampers the use of specific techniques due to the
data structure.

Given this context, there is no definitive solution to the
problem of price trend prediction. While various approaches
have been proposed, current research has not yielded a con-
clusive answer, leaving room for further investigation and

67250 VOLUME 11, 2023



M. Argotty-Erazo et al.: Novel Linear-Model-Based Methodology for Predicting the Directional Movement

potential breakthroughs. Consequently, there is a significant
demand for the development of parsimonious, simple, and
highly accurate forecasting models that can effectively iden-
tify patterns or trends in historical data for predicting future
price movements. Despite the complexity of the relationship
between predictor variables and price developments, for-
mulating classification models that elucidate their influence
remains a critical challenge, as it enables more precise, well-
informed, and value-driven investment decisions [51].

Research papers thus far have predominantly explored this
phenomenon with an emphasis on technique. These studies
use a wide variety of data and variables (market data, techni-
cal and fundamental indicators) to discover valuable insights
that improve forecasting accuracy. However, most of these
studies overlook the context and the moments leading up to
trend changes. Taking into account these observations, our
approach departs from the methodologies employed in the
cited articles.

The main contribution of this work, from the technical and
statistical analysis field, is to provide a valuable methodolog-
ical tool to build interpretable, parsimonious, and accurate
classification models.

Our approach aims to improve investment decision-making
by predicting short-term trends in the euro-dollar exchange
rate while maintaining interpretability.

This study introduces a novel framework for understanding
and predicting price direction by incorporating market turn-
ing points. It also introduces two new variables that effec-
tively discriminate between upward (bullish) and downward
(bearish) trends. Additionally, the study applies discriminant
analysis to multivariate normal data drawn from an asymmet-
ric and leptokurtic distribution, contributing to its originality.

The novelty of the proposed methodology lies in the sys-
tematic use of a well-defined set of procedures, as shown in
Figure 1. These processes include data preparation, selection
of discriminant and independent features, structure detection
to validate the discriminant power of the selected variables,
and integration of these partial solutions to construct a linear
discriminant function. This function provides a more precise
depiction of price action to predict future trends. Moreover,
statistical significance tests duly support the quality and reli-
ability of the results and interpretations in each stage of the
proposed methodology.

Our proposed methodology achieves a remarkable out-of-
sample classification accuracy of 98.77% using 15-minute
trading sessions of the euro-dollar exchange rate market
data from January 1999 to April 2023. This performance
surpasses even the most sophisticated methods discussed in
recent works, including [52], [53], [54], [55], [56], [57],
and [58].

Consequently, the findings suggest that the change in direc-
tion is influenced by the average yield of closing prices and
the slope of the regression line of these variations. Thus,
at inflection points ET (where the change in trend takes
place), an bullish/bearish movement is more likely to occur
when the average yield decreases/increases above/below its

historical average value and the slope of the regression line
of the variations between closing prices is negative/positive.
In addition, predictions can confirm buy or sell orders before
placing them, which increases the probability of successful
execution of orders. In predictor variables, our approach helps
to identify support and resistance levels at which the price
changes its trend. In addition, this method is suitable for
trading strategies that work in different time frames.

This paper is structured in the following sections: Section II
provides a synthesis of the state of the art of the field of study.
Section III describes the structures of the data collections and
the proposed methodology. Section IV presents the experi-
ment setup and performance measures used. Section V pro-
vides the results and discussion of the executed experiments.
Finally, section VI summarizes the study’s conclusions.

II. RELATED WORKS
Accurate prediction of price movements in the foreign
exchange market is crucial for making informed investment
decisions. However, the lack of interpretability in predic-
tive models can hinder the formulation of judgments before
making investment decisions. While model development has
traditionally emphasized technique and accuracy, there is a
growing need to develop predictive approaches that strike a
balance between accuracy and interpretability [59].

Ge et al. [60] and Aziz et al. [61] highlight numerous stud-
ies in the scientific literature that use statistical techniques,
machine learning, and artificial intelligence algorithms to
address the problem of price trend prediction. Commonly
used approaches include artificial neural networks (ANNs),
support vector machines (SVMs), wavelet analysis, textual
content sentiment analysis, and genetic algorithms [61]. Deep
learning techniques, such as LSTM and deep reinforcement
learning, have been utilized to enhance prediction accu-
racy [62]. Additionally, several studies use SVM and genetic
algorithms to reduce dimensionality and improve prediction
accuracy [63]. Moreover, textual content sentiment analysis
has been leveraged to understand the impact of news on mar-
ket behavior and achieve a higher prediction accuracy [64].

Although these studies have improved the accuracy of pre-
dictions, the importance of the interpretability of the results
has often been underestimated. In finance, the explanatory
power of predictive models is essential in making investment
decisions [65]. There remains a need to develop predictive
approaches that balance accuracy with interpretability, gen-
erating more compelling results and supporting investment
decisions with clear and understandable information [59].

In this context, discriminant analysis is a useful statistical
technique that has proven its effectiveness in terms of accu-
racy and explanatory power in different financial applica-
tions [66]. Although less widely used in price prediction than
machine learning algorithms, several studies use discriminant
analysis to predict the direction of price movements in differ-
ent financial assets, such as cryptocurrencies, exchange rates,
stocks, investment portfolios, and stock market indices.
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FIGURE 1. High-level diagram of the proposed methodology, Outlines the stages of data preparation, feature selection, and structure
detection to predict the directional movement of the euro-dollar exchange rate. Additionally, it highlights the benefits of using the
multidimensional nature of the differences between trend movements to construct a linear discriminant function.

A. CRYPTOCURRENCIES
Several studies have demonstrated the effectiveness of dis-
criminant analysis in predicting digital assets. Grobys and
Sapkota [32] achieve an 87% accuracy in classifying 146 dig-
ital assets using LDA and discriminant variables. The results
show that reducing data dimensionality and selecting only
the most informative variables improves model performance
and allows investors to make informed decisions on high-
default-risk assets. Gurrib and Kamalov [35] use sentiment
analysis and LDA to predict the direction of bitcoin (BTC).
With an accuracy of 58.5%, lower than that achieved by
Grobys and Sapkota [32], they demonstrated the potential of
Natural Language Processing (NLP) in extracting valuable
information from heterogeneous data to design classification
models for decision-making. Chen et al. [38] demonstrate the
superiority of LDA and LogR over various machine learning
algorithms (Quadratic Discriminant Analysis, Support Vector
Machine, Random Forest, XGBoost, and Long Short Term
Memory) in daily Bitcoin prediction, with an accuracy of
66%. These studies suggest that prediction accuracy does
not necessarily depend on the complexity of the technique
employed. However, using linear combinations of the original
data as input variables may result in a loss of interpretability
in predictions. In contrast, our proposed methodology over-
comes this limitation, improving the transparency of predic-
tions and facilitating informed decision-making.

B. EXCHANGE RATES
Several authors stress the importance of selecting the
appropriate model and transforming the data to improve
the accuracy of predictions. Zlicar et al. [67] achieved a
53.25% accuracy in predicting the direction of the most
traded exchange rates using a Parzen sequential window-
ing (PW) algorithm for mapping price data. The results of
this approach suggest that proper selection of the learning
algorithm (among several methods evaluated, such as SVM,
PW, and FDA) is critical to improving classification accu-
racy. On the other hand, Steurer et al. [68] focus on predict-
ing daily exchange rate movements using machine learning
techniques such as ANN, LDA, and LR. Their study also
underscores the importance of selecting a suitable model
and transforming the data to improve the accuracy of the

predictions. Although the appropriate modeling technique
choice depends on the problem and the data, it is worth noting
that the most complex and attractive methods are not always
the most effective. Therefore, it is essential to establish a
coherent connection between the objective, the method, and
the data used to obtain robust and reliable results. In the
proposed methodology, this connection ensures the results’
robustness and applicability in informed decision-making.

C. EQUITY INSTRUMENTS
Recent stock market studies have demonstrated the effec-
tiveness of discriminant analysis in building predictive mod-
els and improving forecast accuracy. Mndawe et al. [37] use
sentiment analysis to predict the stock price trend of South
African companies. Their experiments reveal that LDA out-
performs Support Vector Machine (SVM), Decision Tree
(DT), and Random Forest (RF) with 94% and 96% accuracy.
The results highlight the relevance of using fundamental data
from news headlines and social media (tweets). Meanwhile,
Iworiso and Vrontos [23] propose an approach to predict the
direction of the U.S. equity risk premium as a function of
14 financial performance variables. The experiments demon-
strate the superiority of high-dimensional discriminant anal-
ysis (HDDA), achieving a 67% classification accuracy, while
quadratic discriminant analysis (QDA) generates the highest
cumulative returns. Bernardi et al. [36] use discriminant anal-
ysis to create sentiment indicators and reduce expected VaR
violations. Their study focused on examining the influence of
news on financial return prediction. The authors also demon-
strated that incorporating exogenous quantitative variables
from market news improves prediction accuracy. However,
despite the accurate results obtained from these studies using
fundamental data and discriminative exogenous information,
the interpretability and transparency of the models are con-
strained due to feature extraction. In the proposed methodol-
ogy, we handle these limitations through appropriate feature
selection techniques.

Dao and Ahn [69] use a support vector machine (SVM)
fuzzy logic model to predict stock market movements.
Among other statistical methods, the authors use LDA to
compare machine learning models (multiple discriminant
analysis MDA, LogR logistic regression, CART regression
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tree, ANN artificial neural network, SVM, and fuzzy SVM
models). Gorenc and Dejan [70] and Sharma et al. [71] focus
on the use of statistical classifiers to improve the accuracy
of predicting the movements of S&P 500 and ICICI Bank
stock prices, respectively. Although these approaches use
discriminant analysis as a benchmark to compare the effec-
tiveness of other classifiers, feature extraction compromises
the interpretability of the predictions of the best approaches.
The proposed methodology ensures model transparency and
interpretability by selecting readable features, which facili-
tates, facilitating decision-making processes.

D. INVESTMENT PORTFOLIOS
The use of discriminant analysis has proven effective in struc-
turing investment portfolios with potentially profitable, low-
risk assets.

Weiss [33] studies a portfolio classification approach that
predicts the VaR and expected loss of 1500 bivariate port-
folios containing stock, commodity, and currency futures
data. The approach uses LDA to generate a parametric VaR
and expected shortfall (ES) risk model. This model uses the
descriptive statistics of the bivariate distribution of the port-
folios as attributes, categorizing them according to the VaR
and ES categories of the dependent variable. The results show
a classification accuracy of 67.53% for VaR and 53.80% for
ES. Although the interpretability of predictions and themodel
transparency are compromised, using descriptive statistics as
predictor variables is remarkable. These statistics capture key
aspects of the data distribution, leading to improved classi-
fication accuracy. By adopting this approach, the proposed
methodology introduces two discriminant variables based on
measuring average closing price returns and the slope of these
returns at inflection points.

Okicic et al. [72] present an approach to stock selection
and analysis based on LDA. This method seeks to facilitate
the configuration and diversification of investment portfolios.
The results emphasize the importance of identifying vari-
ables that can effectively predict the relevant categories for
selecting suitable stocks. For their part, Zopounidis et al. [73]
propose an approach using LDA to select financial ratios and
compare its discriminant ability with that of other approaches.
Studies show that using critical and relevant information
improves classification accuracy by capturing distinctive
characteristics of the dependent variable categories. The pro-
posed methodology capitalizes on these findings by using
discriminative measures to differentiate the categories of the
dependent variable.

On the other hand, combining multiple techniques leads
to substantial improvements in classification performance.
Hwang et al. [74] develop a linear discriminant function to
classify stocks into superior and inferior according to their
financial performance. They confirm that the combination of
data envelopment analysis (DEA) and discriminant analysis
(LDA) significantly improves classification accuracy, reach-
ing 85%. This outcome indicates that employing more robust

approaches can benefit from incorporating pre-modeling pro-
cedures and complementary techniques.

Kwag et al. [34] introduced an approach that uses a logis-
tic regression model to predict stock price direction. The
model’s prediction parameters are determined using LDA.
Furthermore, their study reveals that financial ratios have a
greater impact than macroeconomic indicators in explaining
and predicting stock price variations.

Ogut et al. [75] propose a model for detecting price manip-
ulation in the Turkish stock market. The study compares
several machine learning algorithms, such as discriminant
analysis, logistic regression, artificial neural network, and
support vector machine. The results show that discriminant
analysis helps detect price manipulation in the stock market
to prevent fraudulent practices. These studies demonstrate the
versatility and effectiveness of discriminant analysis in clas-
sification when combined with complementary approaches.
The results improve with data preparation, feature extraction,
or feature selection. The proposed methodology considers
other complementary approaches to improve classification
accuracy, such as underlying structure analysis.

E. STOCK MARKET INDEXES
Discriminant analysis has been used in notable studies to
predict the direction of stock market indexes.

Leung et al. [39] evaluate the effectiveness of several
classification methods (LDA, logit, probit, and probabilistic
neural network) in predicting the direction of stock indexes.
The study highlights the performance of the discriminant
function, which achieved the highest accuracy of 68% when
applied to the NIKKEI 225 index. These results indicate
that using methods that capture and exploit discriminant
relationships and patterns in the data can increase prediction
accuracy.

Huang et al. [76] propose a combined approach that
integrates multiple classification methods to improve pre-
diction accuracy. Specifically, the model combines support
vector machine (SVM), linear discriminant analysis (LDA),
quadratic discriminant analysis (QDA), and Elman back-
propagation neural networks. By leveraging this combined
approach, they achieved improved accuracy in predicting the
movement of the NIKKEI 225 index, with a hit rate of 75%.
These results suggest that combining different approaches
capitalizes on their strengths and compensates for their indi-
vidual limitations, resulting in more robust and accurate pre-
diction models.

Azis et al. [61] presents a remarkable study summarizing
the machine learning approaches used in the investigation of
financial phenomena. This article details the most commonly
used machine learning techniques in financial asset price pre-
diction. It is worth highlighting that harnessing discriminant
information leads to a significant improvement in prediction
accuracy.

This brief literature review provides a clear and detailed
rationale for why the proposed methodology can achieve
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more compelling results in predicting the evolution of the
euro-dollar exchange rate. We also identify the issues and
challenges these approaches face that remain to be solved.

The literature review supports the selection of discriminant
analysis and the criteria defined in the proposed methodol-
ogy. It offers insights into the strengths and limitations of
the cited approaches and identifies best practices that have
demonstrated high predictive ability in their respective fields.

We develop the proposed methodology with a comprehen-
sive approach that addresses common challenges in current
predictive approaches. We also carefully consider relevant
factors such as market inflection points and the introduction
of new variables that influence the prediction of financial
asset prices. In addition, we address the need for interpretabil-
ity, stability, generalization, scalability, accuracy, complexity,
and transparency of the proposed model.

An exceptional aspect of this methodology is its emphasis
on preserving the interpretability of the input variables. This
feature allows investors to gain a deeper understanding of
how investment decisions are made and instills confidence
in the model’s outcomes. As a result, the main contribution
of this methodology is to offer a transparent and informed
understanding of the price action of the traded exchange
rate. By leveraging such information, this approach generates
more compelling and valuable predictions, thereby empower-
ing investors to make well-informed investment decisions.

III. MATERIALS AND METHODS
A. DATABASE
This research work uses the collection of intraday winning
trades generated by an algorithmic trading model. These data
are obtained from a trend-following trading strategy based on
a momentum trading approach (Momentum Trading Strat-
egy). The model captures the beginning of the direction of
price movement and identifies it as an ET entry momentum.
These reference points are useful for identifying the variables
that best predict the onset of the direction of the future move-
ment of the euro-dollar exchange rate. Thus, trades made on
ET entry points are made in favor of the trend and produce
positive profit margins.

Table 1, shows the performance of the trading strategy.
It should be noted that positions with negative financial per-
formance are excluded from the data preparation and analysis
as they negatively impact the results of the study. The opening
and closing of each contract is done on CP closing prices on
a 15-minute time frame. This time frame is selected based on
the trading strategy’s financial performance and risk expo-
sure. Each contract is executed at the ET instant at which the
trend change occurs. Commission costs of $45/1000000 USD
trade are charged after each transaction. The commission
charged for holding a position open overnight is applied
according to the type of position, Swap long = −4.96 and
Swap short = −0.96. Slippage is not deducted from trades
because delays in execution negatively affect the definition
of ET study times and the definition of microtrends.

Consequently, the trades have a winning probability of
72% and generate net profits of USD 13162.85, during the
sample period, from January 2006 to December 2020. Thus,
the winning trades represent 75.34% of the 20894 trades
made and take an average of 7 hours. Seventy-five percent
of these trades achieved gross returns in the first two-thirds
of the holding period. The Win/Loss Ratio with a value of
2.37 shows that the number of winning positions is 2 times
higher than the number of losing positions. Profit Factor of
1.68 shows that $ 1.68 is earned for every dollar lost.

Statistically, the test of spurts and the Z-score of the trad-
ing system determines the existence of dependence between
trades’ results. Thus, a Z-score of −47.68 confirms a positive
dependence between trades within a 99.7% confidence limit.
This means, a smaller number of spurts than the normal
probability function would imply, so that winning trades
generate more winners and losing trades more losers. It is
certainly possible to exploit the dependence relationships that
exist between positions and improve the performance of the
system, but the use of capital management measures and
confirmation signals is beyond the scope of this paper.

1) MARKET DATA
The study uses two data sets with market information on the
euro-dollar exchange rate. The quotes for the euro-dollar pair
are obtained from the Alpari International trading platform.
These quotes come from 15-minute and 1-week time frames.
The first analysis sample spans 15 years, running from Jan-
uary 1, 2006 to December 31, 2020. The second sample is
18 years, from January 4, 2004 to June 27, 2021. The first
data set is compiled into a Q ⟨375000 × 7⟩ matrix consisting
of 375000 observations and 7 metrics. The second set is
compiled into a matrixW ⟨913 × 7⟩ consisting of 913 obser-
vations and 7 metrics. Each observation, in both data sets,
consists of Record Number (id), Date and Time, Opening
Price (opi), High Price (hpi), Low Price (lpi), Closing Price
(cpi), and Volume (Voi).

Figure 2 shows the price history (a) and log returns (b) of
the euro-dollar exchange rate. The price and return series cor-
respond to 15-minute and 1-week time frames. These values
come from the data matrices Q and W. Figure 2a shows that
the exchange rate, while exhibiting a range movement, tends
to maintain a bear market regime during the analysis period.
The trend effect of the historical price series is suppressed
by the logarithmic returns. The series of returns are obtained
from the following expression ϑi = ln (cpi/cpi−1), where ϑi
is the inter-price return calculated for each time frame and cpi
is the closing price associated to the time instant i.

The mean ϑ̄ of these returns is higher in the 15-minute
returns than in the 1-week returns (ϑ̄15m = 8.42 × 10−08,
ϑ̄1w = −6.56 × 10−05). Analysis of Figure 2b reveals that
volatility, in both time frames, is highest in late 2008 and
early 2009. Subsequently, volatility in the 15-minute time
frame becomes strong in early 2014 and late 2015, while
in the weekly time frame it becomes strong in mid-2010
and early 2020. The skewness coefficients (γ ) of these
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TABLE 1. Trading strategy performance report.

FIGURE 2. Historical closing prices (a) and logarithmic returns (b) of the euro-dollar exchange rate. Data is measured on a
15-minute time frame sampled over a 15-year time horizon, ranging from January 1, 2006, to December 31, 2020. Weekly data is
sampled over an 18-year period, from January 4, 2004, through June 27, 2021.

returns are negative. The negative skewness is strongest in
the 15-minute (γ15m = −1.02, γ1w = −0.30). The kurtosis
coefficient (κ) is larger in the 15-minute returns distribution

(κ15m = 7570.83, κ1w = 1.60). Thus, the distributions of log
returns, of the euro-dollar exchange rate for both time frames,
are asymmetric and leptokurtic. Furthermore, this suggests
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preparing the data to make the use of multivariate forecasting
techniques feasible.

2) INTRADAY WINNING TRADE DATA
Intraday winning trades are obtained from a trend-following
trading model. This dataset A ⟨14770 × 18⟩ constitutes the
starting unit for the detection of micro-trends in favor of the
long-term trend movements to be forecasted. This collection
consists of 14770 contracts and 18 metrics that measure the
market behavior before and after the opening of each contract
at the ET time. The units of analysis consist of 7380 long
trades and 7390 intraday short trades. The analysis period is
15 years and runs from January 2006 to December 2020.

• Indexes and variables.

Trades are measured by 18 indicators. The first fifteen
indices, referenced in the table 2, measure market perfor-
mance 18 periods prior to the ET moment (on a 15-minute
time frame). These indicators are calculated with a number of
periods (18) defined by the best performance achieved with
the ranking model. These indicators are grouped into three
areas of analysis, price, volume and divergence between price
and volume dimension variables. In addition, these indica-
tors are used as candidate variables in the feature selection
process. The best indices are used to predict the onset of the
directional movement of the euro-dollar exchange rate.

The following three metrics (GPL_$, RP% M[1], and
Sp.XP-EP) measure the performance obtained by the trade
after the end of the contract’s holding time. These indicators
are used in the detection of underlying structures and the iden-
tification of the determinants of the differences between trend
movements. The indicators (M.Sp.P.ET, LTT and,M.Sp) help
to integrate the micro-trends of intraday winning trades (A)
into a larger time frame (W). Consequently, the instances that
are in favor of long-term trend movements are extracted and
form the study population O (See Section III-B1).
Finally, the categorical variable ‘‘Trend’’ labels at time

ET the direction of the exchange rate trend. The class labels
used are ‘‘Upward TrendMovement’’ and ‘‘Downward Trend
Movement’’. Sideways price movements are not considered
in the present work.

• Descriptive statistics of the indexes.

Table 3 summarizes the descriptive statistics of the mul-
tivariate data matrix A. The mean of the data at the ET
moments (where the change in direction of the preceding
trend takes place) is higher for the variables Sp.Vo.18P,
GPL_$, Dv.CP.RSI.18P, and s.Vr.RSI.18P. In addition, the
first two indices (Sp.Vo.18P, GPL_$) report a volatile effect,
while the last two have one of the lowest standard devia-
tions. The mean and median of the data are different. The
skewness and kurtosis statistics are far from zero. The indi-
cators s.Vr.Vo.18P, x.Vr.Vo.18P, and Sp.Vr.Vo.18P provide
evidence of disproportionate values in the tails of the distri-
butions. Since none of these measures are close to the mean,
this is strong evidence that the data set, for some indicators,
exhibits asymmetric and leptokurtic behavior.

B. PROPOSED METHODOLOGY
This approach has practical applications in real-world
scenarios, particularly in intraday trading of financial
instruments like foreign exchange rates. Making informed
decisions under uncertainty is crucial in this context. Our
methodology allows analysts to leverage market inflection
points and use data preparation, feature selection, and struc-
ture detection to develop effective classification models.
These models facilitate the interpretation of price behavior
and offer accurate short-term trend predictions for the traded
asset. Incorporating these predictions into intraday trading
frameworks improves the effectiveness of value judgments
in investment decision-making and minimizes risk exposure.
As the core of our methodology is the configuration and
validation of the model so that it becomes suitable for linear
classification, we name it Linear Classifier Configurator -
LCC in short.

The proposed methodology allows predicting, in the short
term, the beginning of the direction of the future movement
of the euro-dollar exchange rate. The methodological design
is based on five stages and four collections of data 4 ⟨i× j⟩
of size i rows by j attributes. Where i is the number of
study moments ET, at which the change in direction of the
preceding trend occurs and j are the numerical observable
variables that measure the behavior of the closing prices
before and after the moment ET. Figure 3 summarizes the
procedure followed at each stage. First, the data collections
are prepared, in order to make them analyzable and rele-
vant, in fulfillment of the purposes established in each of
the proposed phases. Secondly, from the technical analysis
point of view, the predictors with the highest discriminatory
power are selected on the basis of their statistical merit.
Thirdly, the underlying structures are detected and analyzed
to identify the determinants of the differences between trend
movements. The usefulness of the selected predictors and
the adequacy of the discriminant analysis is validated with
the results of this stage. Fourth, the classification of the
direction of the exchange rate movement is performed using
discriminant analysis. Finally, the predictive power of the
classification model is evaluated out-of-sample. The effec-
tiveness of the proposed methodology is confirmed by the
results of this stage. It is important to consider a suggestion
when setting up new data sets before applying the proposed
methodology (Figure 3). The benchmarks used for prediction
should be measured using the variables specified in Table 2.
This recommendation ensures that the features are defined
based onmeasurements that effectively distinguish one obser-
vation from another. These benchmarks can be represented
by turning points or the opening moments of successful buy
or sell trades. These market entry signals must have been
previously validated technically and financially through a
trading strategy.

1) DATA PREPARATION
To maximize the usefulness of the data, make them analyz-
able and increase their potential in the processes of feature
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TABLE 2. Indexes and variables.

selection, structure detection and model formulation, they
are prepared and arranged in four data collections 4 ⟨i× j⟩.
Where i is the number of ET times at which the change in
direction of the preceding trend occurs, in 15-minute trading
sessions, and j are the variables that measure their behavior
before and after the trend shift. According to Figure 4, data

preparation is summarized in four phases. First, the bullish
and bearish micro-trends are categorized and arranged for
the feature selection process. Second, the study population
is extracted and prepared based on the micro-trends that are
in favor of the long-term trend movements. The instances that
meet this requirement are used to predict, in the short run, the
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TABLE 3. Descriptive statistics of indices.

direction of the future movement of the euro-dollar exchange
rate. Third, the best set of observable variables is prepared and
arranged for the detection of underlying structures. The rele-
vance of the selected discriminant analysis and predictors is
determined by the adequacy of the data. Fourth, a multivariate
normally distributed data sample (MND) is drawn from the
study population to overcome the asymmetric and leptokurtic
nature of the observations and meet the requirements of the
discriminant analysis.

• Short-term trend movements.

In this phase, the units of analysis are prepared for dis-
cretization into bullish and bearishmicro-trends. All prepared
data matrices employ these class labels as a factor or group-
ing variable. In addition, measurements performed on these
instances are used for feature selection. Thus, the multivari-
ate data collection A ⟨14770 × 18⟩, consisting of intraday
winning trades, from a trend-following trading strategy, are
categorized into two class groups: micro uptrend and micro
downtrend. The information used to perform this procedure
is reported in the table 4. The discretization process assigns a
class label based on two quantitative variables (Gross profit
or loss and Trade slope) and confirms this assignment based
on a true categorical variable (Trade type). Accordingly,
an upward micro-movement occurs if a long trade generates
a positive gross profit on a positive slope. A bearish micro-
trend is defined by a short trade with positive gross profit on
a negative market slope.

• Long-term trend movements.

At this stage the study population is identified and com-
piled into the O data matrix. These data are used to predict,

in the short term, the onset of the future direction of the euro-
dollar exchange rate. The matrix O ⟨1873 × 2⟩ is formed
by i moments of analysis ET, at which the change of the
preceding trend occurs, on which p chosen predictor vari-
ables x̂j are measured. This collection is the result of con-
firming each micro-trend, from matrix A, with a long-term
trend movement, according to market information from data
matrix W ⟨913 × 7⟩. Consequently each change of direc-
tion of the preceding trend is confirmed 96 weekly peri-
ods before and after the time ET. The results obtained dur-
ing data preparation show that this number of periods is
sufficient to confirm the dominance of the newly formed
trend on a weekly time frame. Thus, the study time ET,
is selected as a valid instance, when the change of direc-
tion of the preceding trend, in 15-minute trading sessions,
is confirmed with a continuation or a change of trend in
favor of the dominant trend, in weekly trading sessions,
otherwise the observation is discarded. It should be noted
that short-term trend changes are part of long-term trend
movements, but are not determinative of their formation. Note
that the purpose of this study is limited to predicting the
beginning of the trend direction in 15-minute trading sessions
and, therefore, does not necessarily mean that such predic-
tion is determinant of the beginning of the long-term trend
movement.

Figure 5 shows a graphical explanation of the analysis unit
selection process described in the table 5. The various long-
term bullish and bearish market regimes, according to the
studymomentsET, are formed bymovements with continuity
in the trend and movement with change in the direction
of the preceding trend. It should be noted that the study
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FIGURE 3. Proposed methodology to predict, in the short term, the onset of the future movement of the euro-dollar
exchange rate. Each phase (in yellow) is divided into actions (in blue) and their corresponding results (in white). This
methodology is summarized in data preparation procedures, selection of features with discriminant power,
multidimensional analysis of differences between trend movements, discriminant analysis, and evaluation of the
predictive power of the classification model.

FIGURE 4. Data preparation for short-term prediction of the beginning of the direction of the future
movement of the euro-dollar exchange rate. (1) Definition of micro-trends. (2) Definition of micro-trends
as a function of long-term trend movements. (3) Preparation of data for underlying structure analysis. (4)
Extraction of micro-trends with multivariate normal distribution.

moments ET in which the change of direction of the short-
term trend occurs, according to the 15-minute trading session,

are a function of the dominant market trend, according to the
weekly trading session.
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TABLE 4. Categorization of micro movements.

FIGURE 5. Market movements of the euro-dollar exchange rate based on weekly closing prices with the integration of
intraday data at time ET. Row-normalized data. (a) Regime shift, upward to downward directional movement. (b) Regime
continuity, downward directional movement. (c) Regime shift, downward to upward directional movement. (d) Regime
continuity, upward directional movement.

For purposes of selection of the ET study units, Table 5
details in the first column the process of formation of the
long-term trend movements. The study moments ET of
micro-trends and long-term trend movements overlap. Thus,
the moment of study ET is the reference point used to con-
firm, in weekly trading sessions, the continuity of the pre-
ceding trend (FT - Following the trend) or to identify the
change in the direction of the preceding trend (CT - Shift
trend). Thus, two trend formations are recognized, upward
movements and downward movements, with two forms of
origin, change of trend or continuity in the trend. The second
and third columns define the assumptions used to identify the
type of regime before and after the ET moment. The fourth
column confirms the dominant slope of the market. Finally,
the last column details the number of observations obtained
for the study.

In summary, the study population O consists of
1873 micro-trends that are in favor of the direction of
the dominant trend, but are not determinants of the initial

long-term trend formation. Consequently, the study popula-
tion consists of 414 and 228 bullish micro-trends, the former
with trend reversal in favor of the dominant uptrend and the
latter supporting the long-term uptrend. 556 and 675 bearish
micro-trends, the former with change of direction of the
preceding trend in favor of the dominant downtrend and the
latter supporting the continuation of the long-term downward
movement.

• Trend movements and Risk-award.

At this stage, the data collection B is prepared. According
to Figure 4, the best observable variables are evaluated and
selected for structure detection. The data are prepared in such
a way that the analysis of the underlying structures reveals
the multidimensional nature of the differences between trend
movements. Consequently, the results of this study help to
determine the relevance of the discriminant analysis and the
appropriateness of the selected predictors. The data collection
B ⟨14770 × 7⟩ is made up of i analysis moments ET and
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TABLE 5. Micro movements into long-term trend movements.

j variables measuring price action before and after the ET
moment. There are two groups of noteworthy variables, the
first group corresponding to the selected predictor variables
and the second group consisting of the risk premium analysis
(Sp.XP-EP, RP%M[1], GPL$). The latter group validates the
direction of microtrends after earning positive gross profits
following trading atET inflection points. Variables that do not
explain the differences between the onset of an upward and
downward movement are excluded from the data structure.

• Normally distributed multivariate data.

Finally, in this phase, the study sample Z is prepared.
These data are used to formulate, validate and evaluate the
performance of the classification model. To overcome the
asymmetric and leptokurtic effect of the study population and
to ensure that the assumptions validating the application of
discriminant analysis are met, a small sample size with mul-
tivariate normal distribution is used. To solve this problem,
we draw from the study populationO ⟨1873 × 2⟩ a sample of
observations that follows a multivariate normal distribution.
Outliers are excluded from the study sample. This procedure
ensures that the assumptions of multivariate normality and
equality of variance and covariance matrices within groups
are met for predictors and groups. Consequently, the data
collection Z ⟨125 × 2⟩ consists of 125 ET observations on
which 2 chosen predictor variables x̂j are measured.

2) FEATURE SELECTION
The predictive power of the classification model is deter-
mined by the quality of the selected predictor variables and
the adequacy of the selection process. Furthermore, the use
of irrelevant variables, which do not contribute to the differ-
entiation between classes, negatively affects the performance
of the classification model. To address this problem, based
on the multidimensional nature of the differences between
bullish and bearish movements, the feature selection process
is conceived under an exploratory-confirmatory statistical
approach. This procedure helps to identify and confirm the
effectiveness of the variables responsible for the separation
of these clustering structures.

In this way, the proposed methodology helps to identify
and select, from a multivariate data matrix A ⟨i× j⟩ formed
by i trend movements on which p observable numerical

variables xj =
(
x1, . . . , xp

)
, the determinants x̂j of the

movement of the euro-dollar exchange rate. The distinction
between groups is made with a single categorical variable
defined by the data vector ẏ = {0, 1}, where 0 = ‘‘Upward
Trend Movement’’ and 1 = ‘‘Downward Trend Movement’’.
Thus, the vector ẏ is divided into two groups y̌g =

{
y̌1, y̌2

}
.

Consequently, the selection process yields the subset of eligi-
ble predictors x̂j which is formed by p independent variables
x̂j =

(
x̂1, . . . , x̂p

)
, and is better than xj, if

(
x̂j ⊂ xj

)
and(

xj > x̂j
)
, so that, A′

∈ Ri×ĵ, with ĵ < j.

The function max
(
β⊤
j Lβj

)
/
(
β⊤
j Tβj

)
evaluates the vari-

ables xj using the data matrix A. So, it maximizes the
between-group variability as a function of the total variability
from a subset of xj variables. The total covariance T =

K + L, is composed of the within-group and between-group
covariances. βj is the vector of coefficients of the discriminant
function that evaluates the observable variables xj. Thus, the
subset of eligible predictors x̂j is the one that best contributes
to the differentiation between groups, has the highest dis-
criminant power, and offers the best predictive performance.
Additionally, the selection of the most plausible features is
validated by performing statistical significance tests. These
predictors are used in the construction of the classification
model.

• Variable selection process.
It is composed of three stages, as shown in Figure 6.

First, the ability to differentiate between groups is the poten-
tial that an eligible candidate variable has. This criterion
is detected by one-way Anova analysis. The number of
candidate variables is reduced with this initial screening.
Second, the predictors that best contribute to the separa-
tion between groups are identified using the Wilks’ Lambda
statistic. The discriminant potential of each candidate vari-
able is measured by this criterion. Levene’s test of homo-
geneity of variances validates the test of equality of group
means and reduces the number of eligible variables detected
with the Wilks’ Lambda statistic. Finally, the association
between eligible variables is measured with Pearson’s corre-
lation coefficient. Predictors that may cause multicollinearity
problems are discarded from the model formulation. Vari-
ables that are left out of the analysis, do not improve the
separation of the groups, do not contribute information to
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the model and are therefore excluded from the subsequent
procedures.

• Discriminant potential of eligible variables.
Referring to the process shown in Figure 6, the second

step is based on the stepwise selection method. This helps
to identify, statistically, explanatory variables that have a
strong discriminative power and provide the best performance
in the construction of classification models. This statistical
procedure is an iterative method in which the study variables
are analyzed individually until a subset of eligible variables x̂j
is obtained. The Wilks’ Lambda statistic and the value of the
associated statistic, Snedecor’s F, are used to determine the
discriminant potential of each variable and of the subset of
eligible variables x̂j. Attributes with large Snedecor F-values
contribute to the separation of group means and therefore
discriminate better. In contrast, lower values do not discrim-
inate due to attributes with closely spaced groups and widely
scattered data. The procedure starts by calculating, for each
analysis variable, the Snedecor’s F-Values of inclusionFε and
removal Fr given by equations (1) and (2), as follows:

Fε =

(
f̌ − ě

)
(n− q− g)

ě (g− 1)
(1)

Fr =

(
ě− f̌

)
(n− q− g+ 1)

f̌ (g− 1)
(2)

where ě isWithin-groups Sums of Squares and Cross-product
Matrix, f̌ is Total Sums of Squares and Cross-product Matrix,
q corresponds to the group of variables incorporated in the
analysis, g is the number of groups, n is the number of
observations.

Variables with inclusion levels higher than the F-value to
enter (Fε = 3.84) enter the subset, of eligible variables x̂j,
and variables with removal values lower than the elimination
F-value (Fr = 2.71) exit the analysis. The process is repeated
until there are no candidate variables to remove. If the toler-
ance of the analysis variable falls below the specified toler-
ance (0.001), the variable is ineligible. The tolerance ψi can
be written as ψi =

(
1 − R2

)
. The tolerance is understood as

the percentage of unexplained variance between the analyzed
variable and the included variables. The value decreases dras-
tically if the variables are correlated, while it will produce
small variations when the variables are independent.

The modeling of the discriminant power of the linear func-
tion is performed as a function of some or all of the p eligible
variables x̂j. The Wilks’ Lambda statistic is the benchmark
used to assess the discriminant power of the variables used
in the model. This criterion contrasts the dispersion of the
instances within groups and the dispersion of the data with-
out distinguishing between groups. Its computation is given
in the equation (3). The closer the value is to zero, the greater
the discriminant power of the variables analyzed, whereas if
the value is close to one, the lower the discriminant power.

3 =
|K|

|T|
(3)

In matrix notation T = K+L is the total covariance, with
K and L as the within-group and between-group covariances.
Lambda is the Wilks’ Lambda statistic. Finally, the use of
statistical significance tests facilitates the identification of the
subset of eligible variables x̂j, which, because of their statis-
tical validity and from a technical analysis point of view, help
to explain the emergence of a new trend as a function of the
culmination process of the previous movement. In addition
to this connotation, the eligible predictors x̂j are more useful
because they provide explanatory value to the results obtained
and contribute to the formulation of more accurate prediction
models.

3) MULTIVARIATE ANALYSIS
GH − Biplot is a multivariate analysis method useful for rep-
resenting and inspecting big data matrices [77]. This analysis
technique is an alternative approach to the original method
introduced by Gabriel [78] that improves the quality of rep-
resentation of observations (points) and variables (vectors) in
the same reduced-dimensional reference system. In this work,
the GH − Biplot analysis is used to detect structures and to
describe the underlying relationships between the selected
observable variables x̂j and the factors that explain them.
Thus, the analysis allows us to suggest, according to the
structure of the data and the discriminant capacity of the
selected predictor variables, the appropriateness of formulat-
ing a discriminant model.

In Figure 7a, the multivariate data matrix B ⟨i× j⟩ after
singular value decomposition (SVD) approximates the matrix
B ∼= UDVT , where, U and V are orthogonal matrices, and
D = (λ1, . . . , λJ ) contains the singular values. Consequently,
G is the matrix U, and H the matrix of the first two columns
of the product VD. Thus, this technique with the appropriate
selection of markers, ði = (ði, . . . ,ðn) for the units of analy-
sis and hj =

(
hj, . . . , hn

)
for the variables, allows to represent

simultaneously in the same space observations (points) and
variables (vectors).

The graphical representation and interpretation rules of
a biplot analysis are shown in Figure 7b. Although the
GH − Biplot analysis is specifically used for the detection
and study of patterns and covariation relationships between
variables, this analysis uses the following interpretation rules:
the length of each vector represents the variability of the
measurements; the angles formed between variables deter-
mine the level of covariation or correlation; and the angles
formed between variables and factors are understood as the
relationship or contribution of each variable to the factor.
However, although this type of analysis does not focus on the
study of the relationships between observations and variables,
the distance between units of analysis is interpreted as a
measure of similarity and the orthogonal projection of each
observation on the body of the vector determines the order of
the measurement in the original matrix.

4) DISCRIMINANT ANALYSIS
Discriminant analysis is a multivariate statistical technique
introduced by Fisher [79]. It allows modeling and predicting,
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FIGURE 6. Proposed procedure to identify and select the predictor variables with the greatest discriminant
power. This procedure is summarized in three stages, initial screening of observable variables, evaluation of
the discriminant potential, and selection of independent predictor variables.

FIGURE 7. GH − Biplot analysis: A new tool to diagnose the discriminatory power of selected predictor variables and the
suitability of classification models in the underlying structures of the variables. (a) Typologies of biplot analysis. (b)
Graphical representation and rules of interpretation of a biplot analysis.

on a categorical dependent variable, group membership as
a function of a set of independent quantitative variables.
Violation of assumptions and limitation in the fulfillment of
requirements can distort results and interpretations. To over-
come these difficulties, the linear discriminant function is
constructed, validated and evaluated from the data matrix
Z ⟨i× j⟩ formed by i study moments ET (at which the direc-
tion of the preceding trend changes) on which p chosen
predictor variables x̂j =

(
x̂1, . . . , x̂p

)
are measured. The

membership group corresponds to the beginning of the future
movement direction and is defined by the label vector ẏ =

{0, 1}, where 0 = Upward Trend Movement ‘‘CU’’ and
1 = Downward Trend Movement ‘‘CD’’. The data vector ẏ
is divided into y̌g groups with g = {1, . . .G}, where, y̌g
denotes the gth group of size ng, such that y̌g =

{
y̌1, y̌2

}

is the a priori probability of membership of each case to
the group y̌g. Consequently, the linear function expressed in
equation (4) is the one that best discriminates between bullish
and bearish movements.

y(X̂) = β⊤
j X̂j + β0, (4)

where y(X̂) is the discriminant score. βj is the vector of
discriminant weights or coefficients. X̂j are the selected inde-
pendent variables and β0 is a constant. The function (4) can
be written as the equation (5):

y(x̂) = β0 + β1x̂1 + β2x̂2. (5)

The classification criteria available for case assignment are
multiple, however, in this work the Fisher classification func-
tions y(x̂g) derived from the main equation (5) are employed.
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For each group g a function is extracted, thus y(x̂U ) and y(x̂D)
discriminate between upward ‘‘CU’’ and downward ‘‘CD’’
movements respectively. The coefficients of these functions
are obtained assuming bivariate normality for the subset of
predictors x̂j, maximum likelihood and equal a priori prob-
abilities for y̌g. The vector of coefficients of each ranking
function is determined by the equation (6).

y(x̂g) = ¯̂x⊤
jgS

−1x −
1
2

¯̂x⊤
jgS

−1 ¯̂xjg + ln
(
πg

)
, (6)

where ¯̂x⊤
jg is the transposed vector of the means of the predic-

tor variables x̂j of the group g. S is the combined intra-group
covariance matrix, x is the name of the chosen independent
variables, πg is the a priori probability of belonging to the
group g. The classification of each observation i (turning
point ET) is made according to the obtained discriminant
score y(x̂). The model assigns the case to the group that
achieves the highest discriminant score. The rule that assigns
the cases to the membership group is summarized below:

If y(x̂U ) ≥ y(x̂D) then y(x̂U ) belongs in CU.
Else if y(x̂U ) < y(x̂D) then y(x̂D) belongs in CD,

where y(x̂U ) is the bullish linear function, y(x̂D) is the bearish
linear function, CU y CD are the group identification labels
according to bullish and bearish movements.

Goodness-of-fit measures indicate the model’s ability to fit
the data set. Analysis of these results can reveal discrepancies
between observed and expected values of the model. The
explained variance, the canonical correlation and the function
test are the most commonly used goodness-of-fit measures.
The total variance explained is due to the first eigenvalues that
are associated with each of the extracted discriminant func-
tions. Thus, the m discriminant functions yi = (y1, . . . , ym),
wherem = Min

(
g− 1, x̂j

)
are linearly independent and have

an associated eigenvalue λ indicating the proportion of total
variance explained by that function. For a single discriminant
function m = 1, there is only one nonzero eigenvalue λ1.
The ratio of variance explained by the function yi to the
total variance explained by the extractable functions ym is
determined by the expressionϖ(yi) of the equation (7):

ϖ(yi) =
λi∑m
i=1 λi

. (7)

Note that in the denominator of the equation (7) is the
sum of all the eigenvalues λi, corresponding to the total
variance explained by all the discriminant functions ym. In the
numerator is the eigenvalue λi associated to the discriminant
function of analysis yi.
The canonical correlation is a measure of the effective-

ness of the discriminant power of a function and provides
valuable information when differentiation is made between
two groups. Again, the effectiveness of the function is known
from the eigenvalues extracted. The canonical correlation
measures the percentage of the total variance that in the
i− th function yi is being explained by the difference between

groups. Consequently, the i− th function yi is more discrimi-
nant the closer the canonical correlation is to one. This value
is obtained from (8):

C (yi) =

√
λi

1 + λi
, (8)

where C (yi) is the canonical correlation of the discriminant
function yi, λi is the eigenvalue associated to the discriminant
function yi.
Finally, the function test evaluates in the constructedmodel

the ability to differentiate between groups. The overall sig-
nificance of the discriminant function is obtained using the
Wilks’ Lambda contrast statistic of equation (9):

3 =
1

1 + λi
, (9)

where λi is the eigenvalue of the linear discriminant function.
The linear function discriminates more between groups when
the Wilks’ Lambda statistic is closer to zero.

5) FORECAST PERFORMANCE
At this stage, the predictive power of the classification model
is evaluated. After training the linear discriminant function,
the model is used to classify the direction of the future
movement of the euro-dollar exchange rate. By replacing the
measures of the predictor variables x̂j in the discriminant
function y(x̂), it predicts, in the short term, the direction of the
movement of the euro-dollar exchange rate. The performance
of the model is evaluated using four additional samples,
OOS1, OOS2, OOS3 and OOS4, which capture information
from different market conditions and time horizons over a
15-minute time frame. The performance indices used to mea-
sure the predictive power of the model are described in more
detail in the section (IV-B). The use of performance mea-
sures and additional data allows an objective and comparative
evaluation of the model with other approaches in terms of
generalization, accuracy, and interpretability.

6) LCC ALGORITHM
Algorithm 1 is a pseudocode that gathers all the steps of the
proposed LCC methodology.

IV. EXPERIMENTAL SETUP
Considering the nature of the data and their asymmetric
and leptokurtic arrangement, the proposed methodology is
designed to reduce the natural bias of the data and to give
reliability to the interpretations. To this end, a subset of the
data is extracted and prepared. The cases are independent.
Predictors and groups assume a multivariate normal distri-
bution. Intra-group variance-covariance matrices are equal
and the membership of each case to a particular group is
exclusive.

The identification of the determinants of the directional
movement of the euro-dollar exchange rate due to the change
of ‘‘market regime’’ is approached as a problem of selection
of observable characteristics [80] and the distinction between
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Algorithm 1 Linear Classifier Configurator (LCC) for Predicting the Directional Movement of the Euro-Dollar Exchange Rate
Input: Market Data (OHLCV): Q ⟨375000 × 7⟩ 15-minutes, W ⟨913 × 7⟩ 1-week, Trading system, IWT data: A ⟨14770 × 18⟩.

1: Data preparation:
• Extract ET inflection points in A ⟨14770 × 18⟩ from Q ⟨375000 × 7⟩ using Trading system.
• Measure ET inflection points using Table 2 variables.
• Assign labels to trends using Table 4.
• Extract population data O ⟨1873 × 2⟩ from A ⟨14770 × 18⟩ based on weekly market data W ⟨913 × 7⟩ using Table 5.
• Extract the normally distributed sample Z ⟨125 × 2⟩ from the population O ⟨1873 × 2⟩.
• Extract selected subset features B ⟨14770 × 7⟩ with underlying structures from A ⟨14770 × 18⟩.

2: Feature selection:
• Use candidate variables from A ⟨14770 × 18⟩ with specified parameters from Table 6.
• Conduct one-way ANOVA analysis to assess group differences among candidate variables.
• Evaluate candidate variables’ discriminant potential via stepwise variable selection (Equations 1, 2, and 3).
• Validate the equality of means among groups using the Levene’s test.
• Measure the linear relationship between variables with Pearson’s correlation coefficient.
• Extract the subset X̂ of discriminative and independent variables A′ ⟨14770 × 2⟩.

3: Multivariate analysis:
• Use the subset of features B ⟨14770 × 7⟩ for structural analysis with GH-Biplot (Section III-B3)
• Assess data adequacy for structure detection with the KMO measure and Barlett’s test of sphericity.
• Validate:

– Individual differences in trend movements from a multivariate perspective.
– The discriminative efficacy and independence of the selected predictors.
– The effectiveness of discriminant analysis.

4: Discriminant analysis:
• Use the data matrix Z ⟨125 × 2⟩ and the parameters in Table 6.
• Analyze descriptive statistics of Z ⟨125 × 2⟩ as described in Table 13.
• Verify the fulfillment of statistical assumptions (Section V-C2).
• Formulate, validate and evaluate the classification model (y(X̂) = β0 + β1X̂1 + β2X̂2) following Equations (4), (5) and (6).
• Assess the model fit to the data structure using goodness-of-fit tests based on Equations (7), (8), and (9).

Output: Linear discriminant model y(X̂) = β0 + β1X̂1 + β2X̂2.

groups is made with a single categorical variable consisting
of two classes (uptrend and downtrend).

The prediction of the direction of the exchange rate is
approached as a supervised learning classification problem.
The formulation of the classification model is done based on
the sampled data and the selected variables. The performance
evaluation of the classification model is done with four addi-
tional data samples. Therefore, to validate the effectiveness of
the results obtained in all experiments the proposed method-
ology uses an interpretive approach based on the statistical
power of parametric tests and on the reliability of the results.

During the experimental phase, six key technical consid-
erations significantly impact the quality of results achieved
with the proposed methodology: (i) Ensure data quality by
maintaining accuracy and consistency, particularly in critical
activities during the preparation phase. (ii) Use discrimina-
tive variables that effectively differentiate between observa-
tions. (iii) The categories of the dependent variable must be
relevant in number, independent, and significantly discrim-
inative. (iv) The effectiveness of the selection process of
predictor variables must be observable through GH-Biplot
structure analysis. (v) The integration of these partial solu-
tions in a classification model must be reflected with high-
performance values. Finally, (vi) statistical significance tests

must support the generalization and validity of interpretations
and conclusions.

The open source, machine learning PyCaret library was
used in Python (3.9.5) notebook environment for data prepa-
ration and model implementation. IBM SPSS Statistics for
Windows, Version 27.0. (IBM Corp. Released, 2019) [81]
and RStudio Team (2021) software were used for sta-
tistical analysis. MultBiplot software [82] was used for
GH-Biplot analysis and multivariate data visualization. The
MVN [83] package in R code was used to evaluate multi-
variate and univariate normality assumptions and provide the
graphical evidence. The experiments were performed on an
Intel(R) Xeon(R) Silver 4110 CPU@2.10Ghz (2 Processors)
with 32 Gb in 64-Bit RAM.

A. TRAINING, VALIDATION AND TESTING
The analysis sample consists of 125 observations divided into
two subsets, one for training and one for evaluation. The size
of these subsets should be large and representative enough
for the model to accurately learn, generalize, and assess its
performance. However, there is no standard rule defining
their specific size. For the analysis, the cases are randomly
selected, approximately 70% of the upward and downward
movements are used to create the model (training set) and
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the same cases are used to cross-validate the model. The
remaining trend movements, approximately 30%, are used
to validate the performance of the model. Four additional
data samples are used to evaluate the predictive power of the
model. Set OOS3 consists of 1748 confirmed trend move-
ments on a long-term weekly time frame and sets OOS1,
OOS2 and OOS4 consist of 6581, 14645 and 2336 trend
movements measured on a 15-minute time frame. The table,
6, provides the parameter values used to conduct all experi-
ments, including technical specifications of the criteria used
in the feature selection process, the discriminant analysis and
the analysis sample sizes. In the feature selection process,
the default values assigned for Tolerance (ψi), input levels
(Fε = 3.84) and removal (Fr = 2.71), in the attribute evalu-
ation, are the ones that produce the best performance.

B. PERFORMANCE MEASUREMENTS
The performance of the classification model is measured
based on the results given in the table 7. The confusion matrix
consists of four categories. In the main diagonal are placed
the observations correctly classified by the model. There are
the True Positives TP which is the number of observations
correctly classified as bullish movements and the True Nega-
tives TN which is the number of cases correctly classified as
bearish movements. On the opposite diagonal are the cases
incorrectly classified by the model. The False Positive FP is
the number of bearish moves incorrectly classified as bullish
and the False Negative FN is the number of bullish moves that
are misclassified as bearish.

Although there is no general consensus on the effective use
of a particular performance measure, Accuracy is one of the
most commonly used metrics to evaluate the performance of
models in classifying new observations. The equation (10)
measures the proportion of observations that the model clas-
sifies correctly:

Accuracy =
TP + TN

FP + TP + TN + FN
(10)

The geometric mean G − mean is a performance measure
that is used when groups are unbalanced [84]. Equation (13)
measures the geometric mean of the positive hit ratio (Recall
or Sensitivity) and the negative hit ratio (Specificity). Recall
and Specificity are measured from equations (11) and (12)
respectively.

Recall =
TP

TP + FN
(11)

Specificity =
TN

FP + TN
(12)

G− mean Accuracy =
√
Recall · Specificity (13)

The positive predictive value, also called Precision, is the
ratio computed between the number of cases classified as true
positives and the total number of positive cases. The equation
(14) defines its calculation.

Precision =
TP

FP + TP
(14)

F1 − Score is the harmonic mean of Recall and Precision.
This measure is useful for comparing prediction quality
betweenmodels and can be interpreted as a function of counts
of true positives, false negatives, and false positives [85].
Equation (15) shows how it is calculated.

F1 =
2 · Recall · Precisin
Recall + Precision

(15)

The Kappa statistic is calculated from the equation (16).
It is useful in model building and is used to find out whether
the formulated model is better, equal or worse than a random
model [86]. Note that the Kappa statistic is computed as a
function of a prime rate called Baseline. This rate defines
the baseline or benchmark for model comparison and is com-
puted with the expression (17):

Kappa =
Accuracy− Baseline

1 − Baseline
, (16)

where

Baseline =
(PP · AP)

(PP+ PN )2
+

(PN · AN )
(AP+ AN )2

. (17)

Matthews correlation coefficient MCC is a robust rate
statistic that provides a more reliable measure of the perfor-
mance of the classification model. It produces higher scores
only when the predictions are correct in all four categories
of the confusion matrix [87]. It is calculated as shown in
equation (18):

MCC =
TP · TN − FP · FN

√
(TP + FP) · (TP + FN ) · (TN + FP) · (TN + FN )

.

(18)

V. RESULTS AND DISCUSSION
This section presents the results of the methodology outlined
in Figure 3. The results are discussed in four distinct areas,
highlighting key findings and insights. These areas include:
A. Selection of attributes with high discriminant power that
best explain the price action; B. Multidimensional analysis
of differences between trend movements; C. Construction,
validation, and evaluation of a classification model for pre-
dicting the short-term trend of the euro-dollar pair; and D.
Evaluation of the model’s performance using out-of-sample
data and comparison with other forecasting approaches.

A. FEATURE SELECTION
According to the table 2, of the first 15 metrics that capture
information prior to the market regime change, at the ET
instant, the variables that are relevant to the study are not
known a priori. Not all of them are useful and significant
in the process of discriminating the direction of the future
movement of the euro-dollar exchange rate. The importance
of the variables lies not only in the statistical and individual
significance that each one contributes to the differentiation
between groups, but also in their explanatory capacity for
the interpretation of the study problem. The identification
and selection of the predictor variables that best contribute
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TABLE 6. Parameter values.

TABLE 7. Confusion matrix.

to the differentiation between upward and downward trend
movements is done in three steps, using the multivariate data
matrix A.

1) EVALUATION OF THE CONTRIBUTION OF EACH
PREDICTOR
The test for equality of group means, from an exploratory
point of view, helps to identify the potential that each pre-
dictor variable has in group differentiation before participat-
ing in the formulation of the model. The evaluation of the
contribution that each variable makes in the differentiation of
groups allows to recognize the predictor variables that should
be considered in the study. The test of equality of groupmeans
referred to in the table 8 contrasts theH0 on equality of means
between groups. According to one-way ANOVA analysis and
with a significance value higher than 5%, the H0 on equality
of means between groups is accepted, so that the variables
highlighted in gray do not have the potential to discriminate
between upward and downward trend movements and, there-
fore, should not be considered in the study.

2) EVALUATION OF THE DISCRIMINANT POWER OF EACH
PREDICTOR
The search for a simple, parsimonious and easy to explain
prediction model leads to the identification and selection of
predictors that best explain the price action and, consequently,
best contribute to the separation between groups. The step-
wise variable selection method is useful in achieving this

purpose and thus ensures the identification and arrangement
of the best candidate variables to be used in the model
formulation.

Table 9 summarizes the statistics for the subset of signif-
icant candidate variables that could be incorporated into a
single model and, taken together, are the predictor variables
that best discriminate between upward and downward trend
movement.

At each step, the predictor with the highest F-value for
entry that exceeds the entry criterion (default, 3.84) is added
to the model. Thus, the small values of the Wilks’ Lambda
statistic obtained at each step indicate that the subset of
predictors chosen are the ones that best contribute to the
separation between groups. In the last step the variables that
are left out of the analysis all have F-values for entry smaller
than 3.84, so no more are added to the subset.

According to the results of the table 9, s.V.18P does not
minimize the value of theWilks’ Lambda statistic obtained in
the previous step (7), consequently this variable (8) does not
contribute information to the model and therefore is excluded
from further analysis.

The potential that each predictor has in class differentiation
and the ability to achieve a high level of classification per-
formance are measured through the Wilk’s Lambda statistic.
Figure 8 shows in order of importance the discriminant power
of the best predictor variables. x.V∗18P, Sp.Vr∗CP.18P and
Sp.CP.18P are the variables that best explain the price action
prior to the market regime change. The second, third and
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TABLE 8. One-Way ANOVA.

TABLE 9. Discriminant power of predictor variables.

fourth variables measure market behavior as a function of
the technical indicator RSI (9P). Finally, the variable Dv.Vo-
CP.18P measures the divergence between the closing price
and the volume in the market.

Levene’s test for homogeneity of variances allows us to
establish whether the study groups come from populations
with equal variances. The reliability of the test of equality of
means, one-wayANOVA, is validated by compliancewith the
test of homogeneity of variances. Consequently, by verifying
in the table 10 the fulfillment of the assumption of homogene-
ity of variances, with Levene’s statistic, the rejection of the
hypothesis Ho that the means of the groups of predictors 1,
2 and 6 are equal is reaffirmed. Therefore, now that it is
known for the predictors highlighted in gray that the group
means do indeed differ, it is possible through multivariate
analysis to approach the knowledge of the differences that
changes in the market regime generate in the price action.

3) INDEPENDENCE ANALYSIS BETWEEN PREDICTOR
VARIABLES
According to the results presented in the table 11, there
is a high correlation between the variables Sp.CP.18P and
x.V∗18P. The 95.6% correlation is significant at the 1% bilat-
eral level. If all variables are used in the model formulation.
The instability in the signs of the coefficients of the Fisher
linear discriminant functions could negatively affect the clas-
sification results. Therefore, to avoid the multicollinearity

problem, the variable Sp.CP.18P is excluded from the model
formulation.

In summary, according to the proposed methodology, out
of 15 candidate variables, the predictor and independent
variables selected according to the exploratory confirmatory
approach are two. Average yield of closing prices x.V∗18P
and Slope of the regression line of the variations between
closing prices Sp.Vr∗CP.18P, both calculated on the basis
of the last 18 periods before the change of market regime
at the ET time. According to statistical merit, the chosen
subset of variables x̂j are the ones that best contribute to
group separation and have the highest discriminant power
and, from a technical analysis point of view, are the ones
that best explain the price action before a market regime shift
occurs at the ET instant.

B. MULTIVARIATE ANALYSIS
The purpose of the GH − Biplot analysis is to detect and
describe, in the underlying structures of the data, the multidi-
mensional nature of the differences between the onset of an
upward and downward directional movement as a function of
the chosen predictor variables x̂j. The results of the analysis
allow us to confirm the suitability of the selected predictor
variables and the relevance of the discriminant analysis in the
classification tasks.

The analysis is performed on the data collection
B ⟨14770 × 7⟩ consisting of 14770 trend movements on
which 7 numerical observable variables and a categorical
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FIGURE 8. Discriminant ability of the predictor variables. Order of importance of predictors according to
discriminant capacity between groups. The Wilks’ Lambda statistic measures the discriminant potential of each
predictor to differentiate between bullish and bearish movements. Predictors with F-value greater than the entry
criterion (default, 3.84) are suitable for differentiating between class averages.

TABLE 10. Variance Homogeneity Test.

TABLE 11. Independence test of predictor variables.

variable labeling the direction of the trend of the euro-dollar
exchange rate are measured in two groups y̌g. The groups,
according to the label vector ẏ = {0, 1}, are identified with
the categories 0 = ‘‘Upward Trend Movement’’ and 1 =

‘‘Downward Trend Movement’’.
The effectiveness of the GH − Biplot analysis in detect-

ing underlying structures is determined by the adequacy
of the data. The relevance of the multivariate data matrix
B ⟨14770 × 7⟩ for structure detection is verified by the
Kaiser-Meyer-Olkin KMO sampling adequacy measures and
Bartlett’s test of sphericity. The results of these statistical tests
suggest that the analysis is appropriate. The KMO value of
0.639 close to 1 indicates that the proportion of variation in
the variables used in the analysis are caused by underlying
factors. The Chi-square value χ̃2

= 47208.373 associated
with the KMO test statistic and a P-Value of less than 5%
suggests rejection of the hypothesis H0 that the correlation
matrix is an identity matrix (χ̃2

= 47208.373, Df = 21,
P-Value = 0.000). Hence, covariation between variables is
suitable for the detection of underlying structures.

The manifest variables that best explain the factor axes are
summarized in the table 12. The relative factor contributions

to the column items can be interpreted as a measure
of goodness-of-fit with which the observed variables best
explain the factor axes. The reliability of the analysis and of
the suggested classification model is verified by the accuracy
achieved in the classification process.

The table 12 details, by groups, the variables involved in
the analysis. The first group measures the behavior of the
closing prices preceding the trend change at the time ET. This
group of variables 1, 2, 4 and 5 are the ones that best dis-
criminate between upward and downward movement direc-
tions. The proposed solution, by the feature selection method,
is formed by variables 1 and 4 highlighted in gray color. The
second group is formed by variables 3, 6 and 7 that financially
validate the expected trend direction with the realization of
profits after theETmoment. Other parameters available in the
table 2 do not participate in the analysis because they do not
help to explain the multidimensional nature of the differences
between the beginning of a bullish and bearish movement.

Figure 9 shows the GH − Biplot representation of the B
data collection. The interpretation of the proposed solution
is made on the first two factors that explain 55.012% of
the accumulated variability of the analyzed variables. This
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TABLE 12. Relative contributions of the factor to the column elements.

suggests two latent influences associated with the change in
direction of the preceding trends, with a significant unex-
plained margin of variation. Therefore, the proportion of
variance absorbed is sufficient to explain the underlying rela-
tionship between the historical behavior of the exchange rate
and gross realizable profit, when the direction of the future
trend is known a priori.

The column markers or vectors represent the variable mea-
surements (technical parameters before and after the onset
of each microtrend after the ET moment). The row markers
represented by dots define, in terms of values, the time prior to
the trend change ET. The scale of measurement of the vectors
defines the magnitude of the variance of the measurements.
The angles formed between vectors represent the correla-
tions between variables. The center of the GH-Biplot is the
midpoint of the differences between upward and downward
movements.

Consequently, two latent factors are identified and are
associated with the multivariate nature of the differences
between groups. The first factor axis (Axis 1) describes the
historical behavior of the exchange rate preceding the trend
change. This axis is highly correlated with the variables:
average return x.V∗18P and closing price trend Sp.CP.18P.
In the first factor, there is greater variability in the left-hand
side measurements than in the origin of the GH-Biplot. These
negative variations, between closing prices, depreciate the
exchange rate. Thus, the sustained accumulation of negative
average returns is an indicator that precedes the beginning
of a new upward movement. This effect experienced by the
depreciation of the euro against the US dollar is highlighted
during the period 2006 - 2020.

Towards the right side of the first factor, the variability of
the measurements is lower. The sustained appreciation of the
exchange rate is an effect of positive variations between clos-
ing prices and is an indicator that precedes the beginning of
a new downward movement. Consequently, the first factorial
axis is the one that best discriminates between group means.
According to the covariation angles formed between the fac-
tor and the explaining variables, the mean return x.V∗18P
is a better predictor. Note that the high correlation with the
closing price trend Sp.CP.18Pmay generate multicollinearity
problems, in case it is also decided to include this variable in
the construction of the model.

The second factorial axis (Axis 2) describes the risk pre-
mium. This axis is explained by the variables: Market Risk
RP%M[1] and Gross Profit or Loss GPL$. Both vectors score
in the opposite direction. Theoretically, gross profits subject
to risk are achieved, with the opening and closing of trades,
depending on the start and end of each micro-trend. Thus,
on the second axis, the variability of the profit obtained as a
function of risk exposure is greater above the midpoint of the
biplot than below.

The plane variables: slope of the variations between clos-
ing prices Sp.Vr∗CP.18P measured before the moment ET
and slope of the micro-trend Sp.XP-EP measured after the
event ET, between both vectors, register an inverse covaria-
tion. Thus, negative slopes of the variations between closing
prices precede the formation of upward micro-trends (Points
in quadrants II and III) and positive slopes of the variations
between closing prices precede the formation of downward
micro-trends (Points in quadrants I and IV). The indepen-
dence between Sp.Vr∗CP.18P ands.Vr.RSI.18P is confirmed
by the 90◦ angle they form between them, note that this
feature is not sufficient to discriminate between bullish and
bearish movements.

Overall, taken together, these results suggest the formation
of four quadrants that explain the multivariate nature of the
differences between bullish and bearish moves. Quadrants II
and III can be interpreted as the oversold zone, where each
rowmarker represents, with respect to the first factor axis, the
lowest depreciation experienced by the exchange rate prior
to the trend change. Quadrants I and IV can be understood
as the overbought zone, where the observations represent,
with respect to the first factorial axis, the highest appreciation
reached prior to the change in trend. Quadrants I and II can
be interpreted as high risk exposure zone, where each row
marker corresponds, with respect to the second factorial axis,
to Micro trends generating positive gross profits with expo-
sure to floating losses before reaching the target closing price.
Quadrants III and IV can be understood as low risk exposure
zone, where each row marker corresponds, with respect to
the second factorial axis, to positive gross profit generating
micro trends with exposure to floating gains before reaching
the target closing price.

The evidence from this study suggests that the first factor
axis best explains the differences between the means of the
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FIGURE 9. GH − Biplot of euro-dollar exchange rate movement determinants.Normalized data is standardized
by column and partitioned according to SVD. Factorial plane 1-2. Explained variance of 55.012% (37.71% of axis
1 and 17.29% of axis 2). Detection of underlying relationships between variables (vectors) and identification of
predictors that best discriminate between bullish and bearish micro-trends (row markers in quadrants II-III and
quadrants I-IV, respectively).

upward and downward movements. Given the pattern of cor-
relation with the observable variables, the predictor variable
x.V∗18P is the best contributor in differentiating between the
onset of a new upward and downward trend movement. This
predictor is the most influential to consider in building a clas-
sification model. Therefore, a discriminant analysis model is
sufficient to distinguish, classify and predict the beginning of
a trend movement.

C. LINEAR DISCRIMINANT ANALYSIS MODEL
To explore the advantages of the solutions provided by
the proposed methodology, in terms of data, predictors and
context, this paper evaluates the performance of the clas-
sification model based on three established measures: (i)
sample with multivariate normality to overcome the asym-
metric and leptokurtic nature of the data; (ii) predictor vari-
ables chosen according to technical and statistical merit; (iii)
adequacy of the discriminant analysis with respect to the

multidimensional nature of the differences between bullish
and bearish movements. To this end, this section presents the
results in five specific areas. 1) Descriptive statistics for the
study subset (Z data matrix). 2) Verification of assumptions
and requirements of the discriminant analysis. 3) Evaluation
of model fit. 4) Classification of the direction of euro-dollar
exchange rate movements and 5) Validation of the model.

Discriminant analysis is performed on the data set
Z ⟨125 × 2⟩ using two independent variables x̂j that col-
lect information about the price action. These predictors
are used to classify the observations i into two groups
y̌g. The x̂j predictor variables are: Average closing price
returns x.V∗18P and slope of the regression line of the inter-
closing price changes Sp.Vr∗CP.18P, both predictors are
calculated 18 periods prior to the ET study time, at which
the change in direction of the preceding trend occurs. The
clusters, according to the vector of labels ẏ = {0, 1}, are
trend movements described by the euro-dollar exchange rate,
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where 0 = ‘‘Upward Trend Movement’’ and 1 = ‘‘Down-
ward Trend Movement’’. These class labels identify the
beginning of a new short-term directional movement (mea-
sured on a 15-minute time frame) confirmed on a long-term
(1-week) time frame.

1) DESCRIPTIVE STATISTICS
Descriptive statistics prior to the onset of the ET event, where
the change in direction occurs relative to the onset of new
directional motion, are reported in the table 13. On average,
the mean return x.V∗18P records, over the analysis period
(2006-2020), a slight depreciation of the euro against the US
dollar with a high variance in mean returns.

The slope of the variations between closing prices
Sp.Vr∗CP.18P preceding the formation of a new market
regime (bullish/bearish) reports on average a slight positive
trend with high variation in the measurements.

When analyzing the average values of the groups, the aver-
age of the mean returns x.V∗18P that precede the formation
of an uptrend reports on average a slightly higher loss of value
(depreciation) relative to its appreciation process, and a high
variation between closing prices.

The slope of the closing price-to-closing price variations
Sp.Vr∗CP.18P preceding the onset of a directional up/down
move reports on average a slight negative/positive trend with
high variance in the measurements.

While, the average x.V∗18P returns preceding the forma-
tion of bullish/bearish moves report a slight negative/positive
skewness, this asymmetric and leptokurtic effect is common
in the returns generated by financial assets. However, the
subset of data overcomes this problem, as confirmed in the
next section.

2) VALIDATION OF ASSUMPTIONS
The multivariate normality assumption is one of the most
important requirements of some multivariate parametric sta-
tistical procedures to ensure the reliability of interpretations.
If significance tests and goodness-of-fit assessment are not
satisfied, it will negatively affect the reliability of interpreta-
tions based on the results of these procedures [88], [89]. The
results of tests validating compliance with these requirements
are presented below.

• Multivariate normality tests for predictors.

There are numerous tests that evaluate multivariate nor-
mality assumptions but there is no single standard procedure.
However, the Henze-Zirkler and Royston tests suggested
in [90] are used in this study because of their good control
of type I error and power. Table 14 shows the results of the
Henze-Zirkler test for samples larger than 100 observations
and its result is validated with the Royston test.

The predictors x.V∗18P and Sp.Vr∗CP.18P with a signifi-
cance level greater than 0.05 assume a multivariate normal
distribution. In this context, the Henze-Zirkler test statis-
tic follows an approximately log-normal distribution and,
therefore, it is more likely that the data, as a function of

the variables and groups, also assume a univariate normal
distribution [88].

Graphical methods also validate the results obtained.
Figure 10 summarizes this analysis. The first graph (a) shows
the clear agreement between the quantiles of the hypothesized
and observed probability distributions. Values in Y tend to be
equal in X . That is, the evaluated data do not deviate from
multivariate normality.

The ellipsoidal contour line plot (b) is useful to verify
the multivariate normality of the predictors. The top view
of the contour plot of x.V∗18P and Sp.Vr∗CP.18P hints at a
slight Gaussian bell figure with an obvious separation and dif-
ferentiation between the negative and positive mean returns
generated by the Depreciation / Appreciation of the exchange
rate, prior to the change in trend. Looking at the histograms
in Figure 11, this difference is more evident in x.V∗18P than
in Sp.Vr∗CP.18P and this is because the logarithmic returns
are leptokurtic and asymmetric. In addition, the contour lines
confirm the positive correlation between groups, as detected
in the GH − Biplot de la figura 9.
The perspective plot (c) is a bivariate representation on

a three-dimensional probability distribution surface. It gives
information about where the data tend to be concentrated and
since the variables are correlated, its shape approximates a
Gaussian distribution.

• Univariate normality tests for predictors.

The results of the tests in the table 15 indicate that the sub-
set of data satisfies the assumptions of univariate normality at
a significance level of 5%. AD − Statistic is the value of the
Anderson-Darling test statistic used to test the hypothesis H0
that the sample is from a normally distributed population.

Figure 11 verifies through normality plots the struc-
ture of the analyzed data. The predictors x.V∗18P and
Sp.Vr∗CP.18P have a univariate normal distribution at 5%
of significance level.

• Multivariate normality tests for groups.

Since the significance value derived from the Henze-
Zirkler and Royston tests are mathematically greater than
0.05 the results of the 16 table allow us to conclude that
the data set of the directions of the upward and downward
movements of the euro-dollar exchange rate conform to a
multivariate normal distribution.

While the subsets of observations on uptrending and down-
trending price directions fit a multivariate normal distribu-
tion, in Figure 12 in the contour (b) and outlook (c) plots it
is observed that the distribution of data for the uptrending
and downtrending groups have a slight negative and posi-
tive skewed distribution. As mentioned, this is due to the
fact that the closing price returns, prior to the trend change,
have an asymmetric and leptokurtic behavior. However, it is
emphasized that these samples follow a multivariate normal
distribution.

If the results of the table 16 indicate that the subset of
data satisfies the assumptions of multivariate normality at
a significance level of 5% and the graphical analysis of the
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TABLE 13. Descriptive statistics of predictors and groups. Values prior to time ET.

TABLE 14. Multivariate normality tests for predictors.

FIGURE 10. Multivariate charts of predictor variables. The structure of the data matrix Z
〈
125 × 2

〉
approximates a multivariate normal

distribution. (a) Chi-Square Q-Q Plot of long-term movements. (b) Contour Plot from x.V∗18P and Sp.Vr∗CP.18P. (c) Perspective plot
from predictor variables.

TABLE 15. Univariate normality tests for predictors.

TABLE 16. Multivariate normality tests for groups.

figure 12 corroborates the results of the tests, then it is valid
to state, as confirmed in the following section, that each
predictor and hence each group within each predictor has a
univariate normal distribution [88].

• Unvariate normality tests for groups.
According to results in table 17, in all analyses, the

P-Value of the Anderson-Darling test statistic is greater than
0.05, consequently, the subsets of observations from each of
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FIGURE 11. Univariate charts of predictor variables. The structure of the
data matrix Z

〈
125 × 2

〉
approximates a normal distribution. (a) Normal

Q-Q Plot for predictors. (b) Histograms with normal curves.

the trend groups within each of the predictors x.V∗18P y
Sp.Vr∗CP.18P come from a normally distributed population.
As seen in 13, the distributions of the data for the upward

and downward trending groups follow a normal distribution
within each of the predictors x.V∗18P and Sp.Vr∗CP.18P.
It is concluded that the selection sample satisfies the multi-
variate and univariate normality assumptions, and the validity
of the results obtained with the test statistics is confirmed by
inspection of the multivariate and univariate normality plots.

• Assessment of the contribution of each predictor.
The test for equality of group means measures the potential

that each independent variable has before becoming part of
the model. The table 18 shows the results of the one-way
ANOVA and at a significance value of less than 5% the
predictor variables discriminate between group means.

The Wilks’ Lambda statistic is another criterion that mea-
sures the discriminant potential of the variables. Small values
indicate that the selected variable is better at discriminating
between groups. The table 18 suggests that the mean return
measured 18 periods prior to the regime shift x.V∗18P is a
better discriminant than the slope of the variances measured
18 moments prior to the trend change Sp.Vr∗CP.18P.

• Assessment of the collinearity of the predictors.
The matrix of correlations within groups, from the table

19, shows the correlation between predictors x.V∗18P and
Sp.Vr∗CP.18P. The value obtained suggests a clear indepen-
dence between predictors. The correlation coefficient is not
large enough for instability problems to occur in the signs
of the coefficients of the model variables. Consequently, the

proposed methodology through the selection of predictors
helps to overcome the multicollinearity problem.

In the table 20, the structure matrix is defined by the
correlations within groups combined between the predictors
and the standardized canonical discriminant function. The
order of the variables is a function of the absolute value of
this correlation and the coefficients of the ranking functions.
Moreover, this order is identical to that shown in the test
for equality of group means in the 18 table. This concor-
dance confirms the absence of multicollinearity between the
selected independent variables.

The standardized coefficients facilitate the comparison of
the independent variables measured on different scales. The
coefficient with the highest absolute value corresponds to
the predictor variable with the highest discriminant capacity.
Thus, the order of the predictors, according to their standard-
ized coefficients, shows the importance of the average return
x.V∗18P in predicting the future direction of the euro-dollar
exchange rate.

Consequently, as the discriminant function is not affected
by multicollinearity, it is safe to mention that the future
direction of the price movement is mainly determined by the
average return x.V∗18P of the euro-dollar exchange rate and,
therefore, the average return x.V∗18P discriminates better
between the directions of the upward and downward trend
movements.

• Assessment of homogeneity of covariance matrices.

The table 21 presents the values of the ranks and logarithms
of the determinants of the covariance matrices of the groups.
The logarithms of the determinants are a measure of the
variability of the groups. Small differences in the logarithms
of the determinants indicate groups with equal covariance
matrices. The Box ′s M statistic of the table 22 evaluates
the assumption of equality of covariance matrices between
groups.

According to results from the table 22, the P-Value of
the Box ′s M test statistic is greater than 0.05, consequently,
the subsets of observations of the groups in the predictors
x.V∗18P and Sp.Vr∗CP.18P come from populations with
equal variance-covariance matrices and, therefore, it can be
implicitly inferred that the formulation of the classification
functions do not require separate group covariance matrices.

3) ASSESSMENT OF MODEL FIT
Theoretically, the size of the groups in the analysis sample
determines the a priori probability of belonging to each group.
The definition of the coefficients of the classification func-
tions and the performance of the classification process are
determined by the prior probabilities used in the formulation
of the models. According to the table 13, the study sample
(Z ) is formed by groups of equal size. Consequently, so that
the calculation of the coefficients of the functions is not
affected, equal prior probabilities are used for both groups
(πg = 0.50).
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FIGURE 12. Multivariate charts of groups. The group structures of the data matrix Z
〈
125 × 2

〉
, upward and downward

trending movements, approximate a multivariate normal distribution.(a) Normal Q-Q Plot for groups. (b) Contour plots
for groups. (c) Perspective plots for groups.

TABLE 17. Univariate normality tests for groups.

TABLE 18. Tests of equality of group means.

TABLE 19. Within-groups correlation matrix.

The table 23 provides information related to the efficacy
measure of the linear discriminant function. For the case in
question, since there are two groups to be discriminated, the
canonical correlation is used as a measure of the function’s
effectiveness. This measure is similar to Pearson’s correlation

between the actual values of the observations in each group
and the predicted discriminant scores.

As a result, with an appreciable eigenvalue of 3.048 the
predictor variables involved in the model formulation explain
100% of the total cumulative variance, and the 87%canonical
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FIGURE 13. Univariate charts of groups. The group structures of the data matrix Z
〈
125 × 2

〉
, upward and downward trending movements,

approximate a normal distribution.(a) Normal Q-Q Plot for groups. (b) Histograms with normal curves.

TABLE 20. Structure matrix and standardized function coefficients.

TABLE 21. Measure of variability of the groups.

TABLE 22. Box’s M-Test of equality of covariances across groups.

correlation between the observations in the groups and the
predicted discriminant scores gives a glimpse of a model
that fits the behavior of the data and provides, in terms of
efficiency, a high correlation between the observed values and
the predicted data.

In the table 24 the Wilks’ Lambda statistic is used as a
measure that checks howwell the linear discriminant function
separates cases into groups. Small values, close to zero, of the
Wilks’ Lambda statistic are indicators of the discriminant
ability of the function. Chi-square is the value of the associ-
ated statistic used to test theH0 hypothesis. So with a P-value
of less than 5%, the hypothesis H0 that the means of Fisher

linear functions are equal between groups is rejected and,
therefore, the linear discriminant model contributes to the
differentiation of cases between group means.

4) CLASSIFYING THE DIRECTION OF EXCHANGE RATE
MOVEMENT
The Fisher linear functions help to assign the cases to a partic-
ular membership group. For each case a classification score
is calculated and the discriminant analysis model assigns the
case to the group whose classification function obtained the
highest discriminant score. The linear Fisher functions that
best discriminate between upward and downward trending
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TABLE 23. Efficiency of the linear discriminant function.

TABLE 24. Test of functions.

movements are summarized in equation (19).

y(X̂) = β0 + β1X̂1 + β2X̂2, (19)

where, y(X̂ ) is the discriminant score, X̂1 is the average
return (x.V∗18P), X̂2 is the slope of the regression line of
the variations between closing prices (Sp.Vr∗CP.18P), both
criteria calculated over the last 18 periods. The coefficients
of the ranking functions β0, β1 y β2 are referenced in the
table 25.

Now, starting from themain function (19), the discriminant
analysis model works with two linear functions denoted as
y(X̂U ) and y(X̂D) to discriminate between upward trending
movements CU and downward trending movements CD. The
rule that assigns the cases to the membership group is:

If y(X̂U ) ≥ y(X̂D) then y(X̂U ) belongs in CU
Else if y(X̂U ) < y(X̂D) then y(X̂D) belongs in CD

The structure of the discriminant scores is affected by
the signs and magnitude of the coefficients of the variables
participating in the model. The upward movement ranking
function, according to the table 25, is characterized by the fact
that the coefficients of the predictors are less than zero. This
means, according to the contribution that each variable makes
in the model, that the smaller the average return x.V∗18Pwith
respect to the slope of these variations Sp.Vr∗CP.18P, the less
likely it is that the price of the euro against the US dollar
will continue to depreciate. Consequently, after the fall of the
exchange rate slows down and enters a phase of exhaustion
and correction, at this level, the negative behavior of the price
action and occurring before the change of market regime,
is the value used by the discriminant function to predict the
beginning of an upward movement.

Also in the table 25, in the bearish movement classification
function, the change of sign in the coefficients indicates that
the cases with positive mean returns x.V∗18P greater than
the slopes of these variations Sp.Vr∗CP.18P, are more likely
to have reached the end of an appreciation process, thus
announcing the beginning of a bearish market regime.

In contrast to what was said, the box plot in Figure 14
shows the distribution of predictor measures by groups. The
expected variances of the data are symmetrically arranged in
two different regions bounded by a central zero level. Neg-
ative mean returns x.V∗18P indicate that the exchange rate
has depreciated and remains in the oversold zone. Conversely,

when the mean returns x.V∗18P are positive, the exchange
rate is appreciating and is in the overbought zone. Theoret-
ically, the Q1, Q2 and Q3 quartiles of the box plots define
the levels of support and resistance at which the direction
of the trend has historically changed and implicitly indicate
the number of moves generated at each level. The results
show that for each group there is explicit agreement between
the predictor measures. Note the 75% similarity between the
signs of the values of Sp.Vr∗CP.18P and x.V∗18P.
The findings obtained seem to suggest that a change of

direction in price movement is more likely when the fol-
lowing signals occur. An upward movement is more likely
to occur when the negative mean return x.V∗18P is greater
than the mean of the negative mean returns x.V∗18P and the
slope of the variances Sp.Vr∗CP.18P is negative. Otherwise,
a downward movement is more likely to occur when the
positive average return x.V∗18P is less than the mean of
the positive average returns x.V∗18P and the slope of the
variances Sp.Vr∗CP.18P is positive.
In summary, because the mean return has the largest con-

tribution in the discriminant function, a sustained decrease
or increase in the mean return of the exchange rate above or
below its historical average value makes it more likely that
each case, according to the highest discriminant score, will be
classified as the beginning of an upward or downward trend
movement respectively.

5) MODEL VALIDATION
Table 26 presents the results of applying the model. The
initial analysis achieved an impressive classification accu-
racy of 98.9%. Out of 38 bearish moves, 37 were correctly
classified, and all 49 bullish moves were accurately identi-
fied. These cases train and cross-validate the discriminant
function, showcasing the model’s effectiveness and ability to
generalize during cross-validation. In the subsequent phase,
a perfect classification accuracy of 100% was attained by
employing observations excluded during the model formu-
lation. This outcome indicates that the model is efficient
and capable of accurately detecting the differences between
the onset of a bullish move and a bearish one. Importantly,
it should be highlighted that the class imbalance within
the data subsets does not have a detrimental impact on
classification accuracy. The exceptional performance can be
attributed to the representative nature of the data sample,
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TABLE 25. Coefficients of the classification functions.

FIGURE 14. Box plots of predictors and groups. Values of x.V∗18P and
Sp.Vr∗CP.18P at the inflection points ET before the trend shift, from the
data matrix Z

〈
125 × 2

〉
. (a) Upward movement. (b) Downward movement.

the discriminative power of the chosen predictor variables,
and the suitableness of the employed discriminant analysis
methodology.

The obtained accuracy values support the model’s useful-
ness and reliability in forecasting tasks, making it a valuable
tool for market analysts and investors, empowering them to
make well-informed decisions.

D. FORECAST PERFORMANCE
This section presents the evaluation results of the short-term
predictive power of the model for predicting the direction
of movement of the euro-dollar exchange rate. Additional
experimental results are presented to assess the effectiveness
of the proposed methodology. These results are based on out-
of-sample data encompassing diverse market conditions and
spanning various time horizons. In each instance, the model
predicts the initiation of a new directional movement from an
inflection point ET when the change in the direction of price
movements has historically occurred.

Table 27 presents the classification results using out-of-
sample data from Fisher’s linear functions. The data are
divided into two sections: The first corresponds to the training
and cross-validation data, and the second to the test data:
OOS1, OOS2, OOS3, and OOS4. Overall, the method ranks
the bullish and bearish data exceptionally well, with values
from 98.10% to 99.0% and 98.8% to 99.0%, respectively.
The results suggest Fisher’s linear functions fit the data

structure and accurately discriminate between bullish and
bearish trends. This finding demonstrates that discriminant
analysis is an effective tool for classifying trend data. Fur-
thermore, the relevance of these results and their relation
to the objective of the proposed methodology demonstrate
effectiveness in predicting short-term trends.

Additional experiments conducted with the OOS1 and
OOS4 ensembles show classification performance consistent
with earlier results. The model correctly classifies bullish
and bearish movements with values ranging from 98.7% to
99.0%, and from 98.8% to 99.9%, respectively. It is worth
noting that the class imbalance observed in OOS3 does not
have a detrimental impact on classification accuracy. This
exceptional performance can be attributed to the representa-
tive nature of the training sample, the discriminative quality
of the selected predictor variables, and the suitableness of the
discriminant analysis methodology.

The experimental results demonstrate the model’s good-
ness of fit and its generalizability and accuracy under differ-
ent market conditions and time horizons. However, specific
requirements must be met to maintain the consistency of the
obtained results: (i) Ensure the quality of the results during
feature preparation, selection, and validation through struc-
tural analysis. (ii) Avoid using inflection points when they are
influenced by the release of fundamental data, as prediction
accuracy may be affected by the resulting volatility. (iii)
Use discriminant and independent characteristics that pro-
vide significant differences between trends to ensure accurate
classification. (iv) Ensure compliance with the assumptions
of multivariate normality in the training and validation sam-
ples when opting for discriminant analysis as a classification
method. Failure to meet these conditions may compromise
the reliability of interpretations, rendering the results merely
descriptive rather than inferable. Additionally, it is crucial to
perform statistical significance tests at each stage of the pro-
cess to ensure the reliability and consistency of the obtained
results. This strategy ensures the successful application of the
proposed approach to other financial instruments.

• Predictive capability of the classification model

Table 28 provides an overview of the predictive power
of the classification model obtained through the proposed
methodology. Three sections with different performance
measures have been included: the first details the perfor-
mance measures for the training and validation data set; the
second, the test data sets; and the third, the descriptive statis-
tics of themean performance values. The classificationmodel
undergoes training and validation on a single training dataset,
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TABLE 26. Classification results.

TABLE 27. Out-of-sample classification results.

and its performance is evaluated on four distinct test datasets:
OOS1,OOS2,OOS3, andOOS4. Several performance metrics
are measured on each dataset, including accuracy, sensitivity,
specificity, AUC, precision, F1-score, baseline, Kappa coef-
ficient, and Matthews correlation coefficient.

The results indicate that the model has an exceptionally
high predictive ability on all test data sets, with an accuracy of
over 98.57%. Additionally, the high values of the area under
the curve (AUC) indicate a strong discriminatory ability to
differentiate between bullish and bearish movements. The
model demonstrates impressive sensitivity and specificity,
exceeding 97.52% and 98.51%, respectively, across all test
datasets. These figures indicate the model’s capability to
accurately detect the onset of bullish and bearish move-
ments. Furthermore, the model achieves remarkable accu-
racy and F1-score values, surpassing 98.03% and 97.85%,

respectively. These results highlight the model’s exceptional
ability to predict bullish movements and maintain a strong
balance between precision and sensitivity, confirming its
effectiveness in identifying both types of trends. Moreover,
the Kappa and Matthews correlation coefficients (MCC)
exhibit high values exceeding 96.75% across all test datasets.
Therefore, the model possesses an exceptional ability to pre-
dict the correct class, further reinforcing its overall perfor-
mance and reliability.

The outstanding performance achieved in this study con-
firms that the training sample effectively picks up the pat-
terns that best differentiate the trends through the predictor
variables. Consequently, the model has a high generaliza-
tion capacity and produces very accurate predictions with-
out compromising the readability and interpretability of the
predictions.
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TABLE 28. Model’s predictive power.

Finally, the proposed methodology outperforms the ref-
erence value (Baseline) across all performance evaluation
metrics. Even if the best performance of the state of the
art is considered as the benchmark (0.8955, see Table 29),
the proposed methodology is superior in all performance
evaluation metrics. Moreover, the 95% confidence limits for
all performance metrics are closely aligned with their mean
values, indicating high accuracy in the results. Additionally,
both the standard error and standard deviation are minimal,
suggesting low variability in model performance across dif-
ferent datasets. This consistency implies a high level of gen-
eralization, accuracy, and reliability of the model over various
time horizons and market conditions.

• Comparison with the state of the art
Accurate and interpretable classification models are essen-

tial for predicting market behavior in the investment field.
Evaluating these characteristics is crucial to determine the
effectiveness of the chosen approach. In this regard, Table 29
comprehensively compares the proposed methodology with
state-of-the-art techniques, summarizing the key character-
istics of the evaluated methodologies. These methodologies
include ensemble approaches [91], hybrid approaches [57],
neural networks [92], [93], and trend prediction based on
sentiment analysis [58]. These approaches are chosen not
only for their effectiveness but also for their ability to predict
the direction of the euro-dollar exchange rate.

The methodologies evaluated in the study rely on market
data (MI) and technical indicators (TI) as inputs. However,
these models have limitations due to the restricted nature of
the study samples, which only consider specific time hori-
zons. Consequently, their generalizability in the long term
may be compromised. Moreover, feature extraction (FE) is
widespread in these approaches, which enhances accuracy but
often hinders interpretability. While the assessed approaches
have demonstrated predictive power using both training and
out-of-sample (OOS) data, particular studies, such as [91]
and [93], were solely evaluated using in-sample data (TVT).
This reliance on in-sample data may result in an overestima-
tion of their predictive ability and a lack of generalizability to
new data.

The definition of the hyperparameters in the referred meth-
ods is one problem that requires careful assignment to guar-
antee the reported accuracy. The incorrect assignment of
hyperparameters can lead to overfitting issues and limit the
model’s generalization capacity to specific market conditions
and time horizons. In contrast, the proposed methodology,
which uses discriminant analysis, avoids the instability of
hyperparameters by employing discriminant and independent
predictor variables [23].

Table 29 presents the results of the accuracy (Acc) com-
parison, highlighting the exceptional performance of the pro-
posed methodology (FE and FS) with OOS data, achieving
accuracies of 0.975 and 0.987, respectively. The statistical
analysis using the HSD Tukey test, with a significance level
of less than 1%, confirms the superiority of the proposed
methodology in terms of accuracy. Compared to the state-of-
the-art approaches, which use deep neural networks [92] with
a 0.8955 accuracy, the proposed methodology (FS) demon-
strates remarkable improvement in classification accuracy
while maintaining the interpretability of the results. This
improvement is attributed to various factors, including the
incorporation of inflection points, the introduction of new
attributes, the discriminant and independent feature selection
process, and the multivariate validation prior to constructing
a linear discriminant function.

The proposedmethodology leverages a comprehensive and
representative data set spanning from 1999 to 2023, surpass-
ing the scope of other approaches. This substantial data cover-
age enhances robustness and generalization when construct-
ing classification models evaluated under different market
conditions. Consequently, the resulting classification model
is more accurate and reliable, instilling greater confidence in
the results’ validity. Using a larger data set reduces the risk
of the results being influenced by specific sample artifacts,
increasing the reliability of the proposed methodology.

Overall, classification models based on artificial intelli-
gence and machine learning techniques significantly impact
classification accuracy, requiring sufficient computational
resources for training, validation, and deployment phases.
However, the simplicity of the formulated model makes it
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TABLE 29. Accuracy assessment of prediction approaches.

easily interpretable (see Linear discriminant model), stable
(seeAssessment of the collinearity of the predictors), general-
izable (see Out-of-sample results), scalable (see Extra-out-of-
sample results) and accurate (see Model’s predictive power).

VI. CONCLUSION
This paper demonstrates the effectiveness of the proposed
methodology for the formulation of a simple, accurate, parsi-
monious and easy-to-explain prediction model [69]. Specif-
ically, the here-introduced Linear Classifier Configurator
(LCC) integrates data preparation for discriminant analy-
sis, feature selection, and the formulation of a classifica-
tion model that predicts, in the short term, the onset of the
direction of the future movement of the euro-dollar exchange
rate. This ingenious approach begins with the exploratory
statistical analysis of candidate variables. The effectiveness
of the selected variables is validated with the results of the
ranking process. The prediction model is formulated from a
representative sample following a multivariate normal distri-
bution. Finally, the model is evaluated using out-of-sample
data. On average, the proposed methodology provides an
exceptionally satisfactory out-of-sample classification accu-
racy of 98.77%.

The suitability of the LCC methodology makes it particu-
larly useful for identifying the best determinants of the direc-
tion of the euro-dollar exchange rate movement. The selected
independent predictor variables, according to statistical merit,
are the ones that best explain the price action before the
change of market regime (object of prediction), have the
highest discriminant capacity, the highest predictive power
and are the variables that best contribute to the formulation
of the classification model. A significant advantage of the
proposed method is its ability to deal with and overcome
the asymmetric and leptokurtic arrangement of the studied
data. Thus, the preparation of data and the extraction of a
representative study sample guarantees the requirements of
multivariate normality between predictors and groups, over-
comes the influence of imbalance in the groups and ensures
the fulfillment of statistical assumptions that validate the
interpretations made on the results obtained with the discrim-
inant analysis.

The proposed methodology is applicable, from the point of
view of technical analysis, to the study of the price behavior
of financial instruments, especially those traded on the basis
of a reliable and consistent trading strategy over time. In this
context, the proposed method is appropriate to identify the
determinants of the price movement of the traded asset. The
quality of the selected variables is validated with the perfor-
mance of the constructed classification model.

Consequently, the obtained results allow to conclude, that
on the basis of a reliable and consistent trading strategy in
time, it is predictable in the short term (a period in the future
in 15-minute trading session) the future direction of the euro-
dollar exchange rate movement (as a consequence of the
change of the market regime). In these cases the results of
the study can help to improve the financial performance of
trading strategies. In addition, the prediction model can act
as a decision support tool. Thus, the proposed model can
confirm a buy or sell order prior to its issuance.

The obtained findings suggest that the change of direction
is mainly influenced by the average return x.V∗18P and the
slope of the variations between closing prices Sp.Vr∗CP.18P.
Consequently, an upward or downward movement is more
likely to occur when the average negative or positive return
of the exchange rate decreases or increases above or below
its historical average value and the slope of the inter-closing
price changes is negative or positive.

The implementation of the predictivemodel in the algorith-
mic trading system is a future work in progress. The study
focuses on systematically analyzing and evaluating, in real
time, the performance of the trading system. The evaluation
will comprehensively improve the effectiveness of the trading
system and the forecasting model in the face of euro-dollar
exchange rate volatility. In addition to the exploration of
other supervised learning methods, future work planned by
the authors also focuses on benchmarking the performance
provided by other classification techniques.

An important problem to be addressed in future studies is
the prediction of the duration of trending price movements.
Although, the prediction model achieves, out of the analysis
sample, 98.77% classification accuracy, a problem that still
needs to be investigated, from a technical analysis point of
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view, is the causality or covariation relationships between the
identified metrics and trend price movement duration times.
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