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ABSTRACT This paper introduces a lightweight Blockchain-based architecture for 5G-enabled Internet-of-
Thing (IoT) networks that employs a low-complexity consensus algorithm suitable for resource-constrained
IoT devices. By combining 5G technology with a lightweight Blockchain consensus algorithm, the
proposed architecture guarantees high availability, real-time data delivery, security, reliability, and low-
latency connectivity. Two transaction types are considered in this architecture, i.e., local and public. Local
transactions are exchanged within devices located in the same Small Cell (SC) or Macro Cell (MC) private
Blockchains, while public transactions exchange data among different MCs in the public Blockchain and
store verified data in the distributed ledger. Performance evaluation reveals that the proposed architecture
outperforms conventional 5G (without Blockchain) regarding security against data manipulation and fraud.
The proposed architecture improves hashing and encryption protocols compared to conventional 5G but
slightly reduces the data traffic rate and increases local transaction processing time. In contrast, the proposed
architecture reduces the consensus processing time in the public Blockchain compared to Proof of Elapsed
Time (PoET) by about thirty percent due to adding a Distributed Trust Algorithm (DTA). We evaluate the
proposed architecture’s performance against conventional 5G and PoET in terms of processing time and
power consumption. The results indicate that the proposed architecture provides superior performance, and
the DTA algorithm’s addition enhances the public transaction’s consensus processing time.

INDEX TERMS Blockchain, DTA, IoT, lightweight, PoET, scalability, security, transaction.

I. INTRODUCTION
The number of new Internet-of-Thing (IoT) devices linked
to the Internet has grown exponentially in recent years.
IoT devices will be anticipated to surpass 20 billion
by 2025, increasing the generated traffic to six hundred
ZettaBytes [1], [2]. According to Cisco’s prediction, half of
the networked devices will be IoT devices by the end of 2023,
and a third will be wireless. Almost all smartphones and
mobile devices provide embedded IoT features in wireless
nodes. Although about eleven percent of them will be 5G
capable, they generate three times greater net traffic than 4G
cell devices [3]. Therefore, suggesting a 5G-enabled platform
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for IoT devices is essential. In addition to the steadily growing
demand for IoT applications, the COVID-19 pandemic
worldwide has proven the importance of the convergence
of IoT with the latest technologies, including the Internet,
5G, Artificial Intelligence (AI), and Blockchain. During
this period, many Internet-based businesses flourished, and
several traditional companies were prompted to provide new
intelligent solutions to protect their business [4].

By growing the IoT network’s size and taking over
more essential and sensitive tasks by IoT devices, secu-
rity breaches, privacy concerns, and connectivity issues
have become the main drawbacks and threats to current
IoT technologies. Gartner predicts that in 2025, over
25 percent of attacks on enterprises will be targeted
at IoT devices [5]. The IoT networks need to design
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for future requirements and additional features. In other
words, they must keep their scalability and functionality
when the IoT devices and applications increase expo-
nentially [6]. The predictions and available statistics on
IoT network vulnerability motivate recent research toward
innovations for creating secure, scalable, and high-speed
networks aligned and compatible with 5G requirements and
objectives.

Most IoT networks use a centralized architecture which
causes security and scalability issues, as a failure in the
central server can cause system failure or bottleneck [7], [8].
Decentralized or distributed architecture, such as Edge and
Fog computing, can mitigate these issues by transferring a
part of computational operations to edge nodes or devices
within the network [9], [10], [11]. Edge computing allocates
part of the processing load to IoT devices and gateways,
while fog computing transfers the computation load from
the central servers to local area networks [12], [13]. These
distributed computing technologies can create a highly
scalable network with lower latency, reduce computation
complexity, and keep storage resources, bridging the gap
between centralized clouds and distributed IoT devices.
Fog and Edge computing could potentially enhance the
performance of IoT networks [14], [15].

Recent researches suggest that distributed peer-to-peer
(p2p) solutions utilizing Blockchain technology can over-
come the centralized architecture and Fog/Edge computing
drawbacks in IoT networks, which require permanent support
computing [16], [17], [18]. Blockchain technology can
transform the centralized architecture into a p2p distributed
ledger, offering immutability, security, and data privacy [19].
This technology can utilize the resources of all participating
nodes and eliminate many-to-one traffic flows, decreasing
latency and solving the single point of failure problem in the
centralized design [20]. Blockchain also provides a secure
platform for IoT devices by offering massive trust, as most
network participants have to agree to validate transactions
based on a consensus protocol [21].

Despite its benefits, the well-known Blockchain con-
sensus methods, such as Proof of Work (PoW) [22] and
Proof of Stake (PoS) [23] impose significant computation
overhead, limited scalability, and delays to the network,
making it challenging to fulfill IoT requirements [24].
However, new Blockchain-based solutions have emerged to
address these issues in recent years. These solutions include
lightweight Blockchain algorithms and Hybrid combina-
tions of distributed ledger and Fog/edge computing [25].
Another alternative is to reconfigure an IoT network by
combining single public and multiple private Blockchains
with different consensus protocols. For instance, [26]
proposes a Lightweight Scalable Blockchain (LSB) in
smart homes that utilizes two-layer, local and overlay,
to reduce data overload with central local manager to
manage communication, while [27] uses Byzantine Fault
Tolerance (BFT) to interconnect multiple sub-Blockchain
representatives to minimize consensus computation overload

and latency. Similarly, [28] connects multiple enterprise
private Blockchains using hybrid consensus nodes to create
a public Blockchain that facilitates data exchange within
enterprises.

Although Blockchain and IoT integration provides several
benefits, some IoT devices require real-time connectivity,
low latency, and high speed to transmit critical data [29].
The fifth-generation mobile network, which uses advanced
wireless technologies like Small Cell (SC), mm-wave
communications, Software-Defined Networks (SDN), and
Network Function Virtualization (NFV), aims to overcome
the limitations of previous cellular standards for IoT
devices [30], [31].SC can handle high traffic volumes by
utilizing the mmWave band, while SDN can provide services
for IoT edge devices [32], [33]. A novel Blockchain-based
distributed cloud architecture has been introduced in [34],
which uses SDN-enabled controller fog nodes at the edge of
the network. NFV is also a promising approach to reducing
network control traffic and costs [35].

This paper introduces a Blockchain-based architecture
that combines SC, Macro cell (MC), and 5G network core
with a lightweight security consensus algorithm to improve
real-time data delivery, security, privacy, resiliency, and low
latency in IoT networks. While cellular networks offer a
stable connection with higher data rates, they are not ideal for
small IoT networks in nearby areas due to the 5G centralized
architecture, which asks 5G access devices to forward the
computation and routing to the 5G network core. This results
in increased data blocking rate, internet traffic, and End
to End (E2E)h delay, along with higher transmission costs
compared to low-power wide area networks. The proposed
architecture addresses the issues small IoT networks face
in a small area by securely exchanging data in private
Blockchains, reducing internet traffic, blocking rates, and
delays. Also, a lightweight consensus algorithm is used to
protect the security of exchanging data within these private
networks, which reduces computation complexity well-suited
for IoT devices while maintaining data privacy.

Our proposed architecture involves utilizing 5G SCs to
reconfigure IoT devices at the network edge, establishing
local Blockchains within their coverage range, and MC
manages a second-level local Blockchain to preserve network
scalability. Each SC centrally manages packets and maintains
an immutable ledger, while each MC handles second-tier
local transactions and acts as a local Blockchain representa-
tive for out-of-range cases. All MCs participate in transaction
verification and consensus processes and keep a copy of the
immutable ledger. The proposed architecture uses lightweight
encryption and consensus algorithms to reduce computation
load, making it suitable for IoT. The main contribution of this
research can be summarized below:
• Propose a novel three-layer (two private and one public)
Blockchain based on the current 5G cellular network.

• Protect data security and preserve privacy with
IoT-suitable consensus algorithm in the proposed
architecture.
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• Reduce the Internet traffic and down-level the local
transaction management via private Blockchains.

• Provides power, resource consumption, and cost-effective
architecture for cellular systems.

• Capable of implementing on current 5G cellular network
based on software patches.

The remainder of the paper is structured as follows:
Section II introduces the preliminary concepts and related
works. Section III explains the system model, transaction
structures, and consensus mechanisms. Section IV evaluates
the performance of the proposed architecture in different
scenarios and compares it with conventional 5G and 5G Proof
of Elapsed Time (PoET) in terms of latency, consensus time,
blocking ratio, and security. Finally, Section V provides the
paper’s conclusion and future works.

II. RELATED WORKS
IoT devices can be categorized as either resource-rich or
resource-constrained. While devices like smartphones and
Raspberry Pi boards can perform complex operations due to
their sufficient resources, most IoT devices have limitations
in power, processing, and memory due to their small size and
mobility [36], [37]. These constraints make implementing
advanced security measures and cryptography algorithms
to safeguard data challenging, thereby leading to potential
security and privacy risks. Additionally, gathering sensitive
personal data in centralized untrusted entities can aggravate
the privacy risk associated with IoT platforms [38].

In this regard, Blockchain suggests a way to record
transactions or any digital interaction designed to be secure,
transparent, highly resistant to outages, auditable, and effi-
cient, which encourages IoT companies to enhance current
networks to Blockchain-based technology [39]. However,
conventional Blockchains are well-suited to address security,
privacy, and centralized bottlenecks issues, but they can
not fulfill the IoT devices’ requirements regarding resource
consumption, delay, and scalability [24]. In [40], researchers
discuss the Blockchain idea and relevant characteristics
to provide a detailed study of potential security attacks
and present current solutions to evade such attacks, which
let Blockchain developers counter security vulnerabilities.
In recent years, there has been extensive research on
integrating Blockchain and IoT, which tries to find out
the well-suited Blockchain approaches for authorization,
authentication, privacy protection, security, scalability, and
power consumption [41], [42], [43].

Public Blockchains may disclose essential information
and threaten user privacy protection, especially in financial
transactions. On the other hand, private Blockchains try
to keep sensitive information within a small group of
pre-approved participants and not publicly share data due to
restricted users who verify the transactions. These properties
led researchers to suggest hybrid Blockchains that combine
private and public Blockchains. For instance, most people
prefer to keep their financial information confidential in

digital auctions. Reference [44] proposes a hybrid Blockchain
architecture that restricts access to open, sensitive bids on
a private Blockchain for anyone except the auctioneer. The
public Blockchain is used to announce the winner, and
payments and smart contracts deployed on the Blockchain
guarantee trustful bids.

The first essential item in integrating Blockchain in IoT
networks is the authentication of the connected node to
the Blockchain and additional hashing overhead to the IoT
devices. Reference [45] considered standard and lightweight
hashing functions used in Blockchain-based applications
regarding the area, power, energy, security, and throughput.
The study found on Field Programmable Gate Arrays (FPGA)
platforms that SPONGENT [46] provides the best protection
and throughput, while QUARK [47] consumes the least
power but offers lower security. Another protocol proposed
in [48] introduces a device manager entity to connect IoT
devices, which acts as an intermediary to connect IoT devices
with Blockchain networks, and it is demonstrated to be robust
to various attacks.

Although expanded network access and enhanced con-
nectivity between devices in IoT networks provide many
benefits, it increases the risk of cybersecurity attacks. These
networks are vulnerable to Cyber-attackers with different
digital targets, including wireless and mobile networks and
related infrastructures shared between independent services.
In [49], researchers proposed a Blockchain Random Neural
Network to protect users regarding digital and physical
cybersecurity threats and channel authentication methods.
This approach keeps user identity secret by employing neural
weights to codify the user information. In other words,
Blockchain-based authentication is used to keep IoT devices’
user privacy.

The smart home is one of the most well-known and
considerable IoT that can be employed as a small-scale
testbed to model the IoT platforms. Reference [26] intro-
duces a two-layer method. First, in the smart home layer,
Local Block Managers (LBM) centrally manage the local
immutable ledgers of different IoT devices via establish-
ing shared keys for communication and process requests.
They are responsible for generating, verifying, and storing
individual transactions. Second, the overlay layer constitutes
various high-resource entities known as overlay nodes,
including the LBM, mobile devices, service provider servers,
and local cloud storage, forming a public Blockchain to
achieve decentralization. LSB proposed the PoET consensus
algorithm to decrease computing overload and verification
time. Reference [50] suggests a hybrid architecture that
combines the Hyperledger Composer Fabric Blockchain
with edge nodes to control access to EHR data. The
Blockchain-based controllers apply the identity and access
control policies and immutable log of access events stored
on the Blockchain. The Edge nodes keep the off-chain
EHR datasets and let authorized users access the patients’
records to execute smart contracts and access list (ACL)
policies.
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The majority of current IoT platforms have central-
ized architectures, leading to high maintenance costs, low
time-critical IoT applications compatibility, and security and
trust issues. Decentralized smart objects cooperate to achieve
distributed consensus in the IoT world. Hybrid-IoT [27]
and LSB are similar approaches that include multiple sub-
Blockchains. However, Hybrid-IoT attempts to protect its
decentralization by executing PoW in each sub-Blockchain
and using the BFT inter-connector framework (Polkadot)
to provide connections within PoW-based sub-Blockchains.
Hybrid Flowchain [28] enables machine learning on IoT
Blockchain through private permissioned and public per-
missionless Blockchains and guarantees data privacy while
allowing multiple organizations to perform collaborative data
analytics and machine learning. In other words, hybrid con-
sensus nodes represent organizations’ private Blockchain in
PoS-based mining transactions. Lightweight-BIoV [51], is a
lightweight Blockchain-based architecture for the Internet
of Vehicles (IoVs) that enhances security and privacy by
using a hybrid consensus mechanism (PoW and Proof of
Authority (PoA)) to achieve a balance between security and
efficiency. The performance of the proposed architecture
is evaluated through simulation experiments using the
Cooja simulator, demonstrating its ability to efficiently
handle large amounts of data and resist various types of
attacks.

In [34], a proposed solution for the challenges of
high availability, real-time data delivery, scalability, secu-
rity, resilience, and low latency in the IoT network is
a Blockchain-based distributed cloud with SDN-enabled
controller fog nodes at the network’s edge. Fog nodes,
which are distributed fog computing entities, allow the
deployment of fog services and are composed of multiple
computing resources at the edge of the IoT network. The
proposed solution shows promising results in reducing
delays, improving response time, increasing throughput, and
detecting real-time attacks in the IoT network with low-
performance overheads.

To provide network connectivity, heterogeneous IoT
devices utilize various wireless technologies, such as
2G/3G/4G, Wi-Fi, and Bluetooth [29]. However, according
to Nokia’s prediction [52], by 2025, around 10 billion IoT
devices will require cellular technologies for connectivity,
which need to be fully optimized for IoT applications. There-
fore, 5G technology is expected to provide the necessary
infrastructure for these devices to meet IoT requirements,
including higher speeds, lower latency, reduced energy
consumption, increased data traffic capacity, and expansion
of cell sites.

In addition to the 5G features, other promising technolo-
gies, such as SDN and NFV, are used in 5G implementation
to enhance network flexibility and management. SDN and
NFV are complementary approaches. They suggest strategies
to design, deploy and manage the network and its services.
While SDN separates the network control and data forward-
ing planes to provide a centralized view of the distributed

network for more efficient orchestration and automation of
services, NFV focuses on optimizing these services by taking
network functions from dedicated hardware appliances to run
them as software in the same device to accelerate service
innovation, and provisioning [53], [54].

III. PROPOSED ARCHITECTURE
This section presents the proposed architecture, which imple-
ments a Blockchain-based model on the existing 5G cellular
system. The first step comprehensively introduces the system
model, layers, connections, interfaces, and functionalities.
A detailed analysis of the structure and different local/public
transaction types is then performed. The consensus algorithm
and related methods to reduce latency and complexity are
introduced.

A. SYSTEM MODEL
Figure 1 illustrates our proposed system model that consists
of three main layers: Device, Edge, and Core. This archi-
tecture attempts to employ the Blockchain-based software
platform on the existing 5G architecture without making
structural changes in the infrastructure to increase security
and reduce Internet traffic. Each layer in the proposed
architecture has a tier of public/private Blockchain, described
in detail in the following.

1) DEVICE LAYER
In the 5G architecture, SCs play essential roles in connecting
end devices and mobile devices to the network. Each
SC has appropriate power and computation resources to
manage and forward transactions compared to connected
devices. In this layer, SCs create multiple sub-Blockchains
of connected IoT devices and centrally manage the local
immutable ledger and all incoming/outcoming transactions
from network/IoT devices as Small Cell BlockchainManager
(SCBM). Each sub-Blockchain formed around the SC
coverage area performs as a private Blockchain and lets IoT
devices join the SCBM to secure 5G network access via
tamper-proof elements that provide end-to-end anonymity.
SCBM manages transactions locally and adds them to the
SCBM immutable ledger if they perform within SCBM and
IoT devices or among two IoT devices located in the same SC.
Otherwise, theywill be forwarded to theMC if the transaction
destination is not in the SCBM table. All SCs directly connect
to the MC as a Core network gateway through wired or
microwave backhaul in the proposed architecture. Due to the
resource-constrained nature of IoT devices, local transactions
in SC are encrypted using Diffie-Hellman protocol [55] as
a symmetric encryption to securely exchange cryptographic
keys over a public channel and SPONGENT as a lightweight
cryptographic function. The structure and various local
transactions are discussed in the following subsection.

2) EDGE LAYER
This layer includes the multiple 5G MC, responsible for two
main tasks. First, as SCs in the device layer, MC creates
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FIGURE 1. Proposed architecture.

sub-Blockchains of connected SCBMs and centrally man-
ages the MC local immutable ledger, collecting associ-
ated devices’ information table and transactions as MC
Blockchain Manager (MCBM). Second, each MCBM par-
ticipates in the public Blockchain to handle transactions
in a distributed ledger. Therefore, MCBM generates two
types of transactions in the proposed architecture: the local
transaction, which performs within MCBM and IoT devices
or among two IoT devices/SCs in the same MC. Second,
the public transaction commits beyond the MCBM coverage
area or end devices via public Blockchain in the other
location. However, MCBM manages local transactions the
same as the SCBM process, but from a public transaction
viewpoint, each MCBM is known by a public key, and
they use a distinct public key for any transaction to ensure
anonymity. The MCBM generates secured transactions using
asymmetric encryption, digital signatures, and cryptographic
hash functions (e.g., SHA256) to provide fully protected
communication. The structure and various types of public
transactions are discussed in the following subsection.

3) CORE LAYER
This layer consists of a high-performance distributed SDN
controller and NFV orchestrator, representing a path toward
more generic network hardware and open software. SDN
works on layers 2 and 3 of the OSI model [56] to
separate the data plane from the control plane and redefine
network architecture. On the other hand, NFV works on
layers 4 to 7 of the OSI model to separate network
software from hardware and redefine network equipment
architecture. Therefore, the core layer aims to separate
data/control traffic and enhance network performance and
flexibility via orchestration. Although the transaction data
or payload are instantly sent from the data plane, the
transaction control packets are transferred via the control
plane and waiting for consensus to verify the transaction data.

Moreover, core nodes can access the distributed cloud over
the internet to flexibly deploy the application service and
computing availability. The Blockchain-based cloud in this
layer provides secure, low-cost, and on-demand access to
the competitive computing infrastructures proposed in [34].
Clients can search, find, supply, use, and automatically free
up all the computing resources they need, such as servers,
data, and applications.

B. PUBLIC/LOCAL TRANSACTIONS
Based on source and destination end devices, the local
and public transactions are formed by SCBM/MCBM in
unique structures to cover system model requirements in
the proposed architecture. The public and local transactions’
structure and their characteristics are explained in this
section.

1) PUBLIC TRANSACTIONS
Depending on the requested actions, public transactions
can be classified as single-signature or multi-signature
transactions, containing only the requester’s signature or both
the requester’s and responder’s signatures. Figure 2 illustrates
the structure of public single/multi-signature transactions.

Each multi-signature public transaction contains five
essential parts. The first part exposes transaction information,
such as the hash of the transaction (transaction ID) and the
previous transaction hash of the same requester node, to track
a chain of requester’s transactions, monitor transaction
validation rate, and protect Blockchain from cyber security
attacks such as block overgeneration, modification, and
Distributed Denial of Service (DDoS). In the second/third
part, the public key and signature of the requester/responder
are set in their fields. The responder appends its signature
to the transaction when it receives the request from the
requester. The Fourth part includes transaction verification
information and records set by the requester. This part
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FIGURE 2. The structure of public transaction.

contains the following three entries: (I) The number of
verified transactions that the requester generated for the
responder, (II) The number of rejected transactions of the
responder, (III) The Public key (PK) of the requester in
the next transaction. The first two fields are used in the
Distributed Trust Algorithm (DTA) [26] explained in the next
section to reduce transaction verification participants and
consensus latency. The last field is essential for requester
verification due to the dynamic PK nature of MCBM in the
subsequent transactions. The final part of a multi-signature
transaction provides metadata about the desired action and
target IoT device, SCBM, and MCBM. In the case of single-
signature transactions, no need for any data or confirmation
from the responder side; the public transaction structure is
similar to multi-signature, excluding the responder fields,
highlighted with blue in figure 2.

Public transactions are responsible for various functional-
ities and tasks in the MCBM. The main public transactions
are classified as follows:
• Genesis transaction: Each MCBM or Blockchain-based
cloud node requires a Genesis transaction to join the
public Blockchain. Certificate authorities can generate
this transaction to append them to the Blockchain. After
verification, the MCBM advertises the Genesis transac-
tion to other MCBMs participating in the Blockchain to
add to the distributed ledger. Due to previous experience
with the Cell Global Identity (CGI), other certificate
authorities can assign Genesis transactions to each node.

• Cloud storage: Any MCBM node can generate this
transaction to store data in the cloud storage. Any user
who needs to accumulate data has to create an account in
a cloud storage provider and use the public/private key
to store data and access transactions. In this transaction,
the IoT device sends the request to the MCBM and asks
to store data in the cloud storage. After authorization via
checking ACL checking, MCBM forwards this request
to the cloud that contains the cloud storage public key
for authentication. If authentication is completed, the
cloud storage sends the ID of its MCBM to IoT devices
(Figure 3(a)).

• Access: The MCBM node generates an access trans-
action to ask for stored data of devices for some
specified time. Any user requiring access to any device
sends a request to its MCBM. The requester MCBM
generates and broadcasts an access transaction to ask the
responder to send its information to the user. It should be
broadcasting transactions to find responder MCBM and
SCBM. The responder SCBM authorized the requester
via ACL and obtained the data access from the local
or cloud storage for the requester user if it matches.
SCBM routes the data to the requester directly in the data
plane, signs the access transaction from the requester,
and sends it to its MCBM to be stored in the public
Blockchain (Figure 3(b)).

• Monitor: In the monitor transaction, we have the same
process as an access one, but the requester asks for
the real-time information of the responder. There-
fore, in the responder SCBM, after the authorization
process, the requester user directly receives real-time
data from devices instead of cloud or local storage
(Figure 3(b)).

2) LOCAL TRANSACTIONS TYPE
The local immutable ledger records all local and public
transactions that their responders are located in the same
SCBM/MCBM. Due to the differences between the local and
public transaction structure, we provide the form of local
transactions, Access policy List, and local immutable ledger
example in Figure 4.

Each SCBM/MCBM stored twomain structures to manage
transactions within its coverage area: The local transaction
and ACL roles in characterizing the information of the
requested transaction and controlling the access policies,
respectively. The local transaction contains five fields to
store its information as below: (I) The transaction ID for
tracking the sequence of transactions in the local ledger.
(II) The device ID stores the requester’s device ID. (III) The
previous transaction ID for the same device creates a
transactions chain for this device. (IV) Transaction types
or tasks. (V) The device signature is appended to the
transaction frame if needed. As shown in Figure 4, the
access policy defines rules for processing local and public
transactions.

The access policy contains four parameters: (I) The
PK/ID of the requester refers to the generator of incoming
public/local transactions. (II) Responder device ID. (II) The
access type determines the proper operation for the requester.
(IV) The action defines that policy to allow or deny the
request. As same as public transactions, the local ones also
provide different functionalities, which can be classified as
below:

• Association (Genesis): Any IoT device requires an
association transaction to join the SC/MC and let them
add the device to the immutable ledger. This process
is divided into two main functions: As standard 5G
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FIGURE 3. The public transactions diagram.

FIGURE 4. Structure of local transaction and access policy.

nodes, each device is authenticated via the Access
and Mobility Management Function (AMF) for stable
connectivity and handover management. Second, the
SCBM/MBSM generates a shared key to encrypt its
communications directly with the IoT device and stores
Genesis transactions in its local immutable ledger
(Figure 5(a)).

• Disassociation: If the connected device loses its connec-
tion with the associated SC for a while or hand over to
another cell, the AMFmanages this process and send the
disassociation notification to update the MC/SC tables.
The MCBM/SCBM adds the disassociation transaction
to the local ledger and removes PK from its list
(Figure 5(a)).

• Local storage: When IoT devices need to store data
locally, they request the SCBM/MCBM to generate
a shared key between the IoT device and the local
storage. In the next transactions, local storage use
this key to authenticate the IoT device, and SC/MC
lets the IoT device store the data in local storage
directly(Figure 5(b)).

• Exchange Data: Usually, a significant part of the trans-
action occurs within geographically closed IoT devices.
Therefore, When an IoT device needs to communicate
with another device inside SC/MC, it allocates shared

keys to the devices that request to share data. In the
next transaction, they can exchange data with this
valid shared key to exchange data via SC directly
(Figure 5(b)).

C. CONSENSUS PROTOCOL
Although Blockchain offers several benefits to address IoT
obstacles, existing Blockchain consensus algorithms are
unsuitable for the IoT context in terms of complexity,
scalability, latency, and throughput. For instance, miners
in the Bitcoin Blockchain must solve the PoW puzzles to
satisfy a particular arbitrary condition. Each block has the
SHA-256 hash initiated by a certain number of zeros defined
as difficulty level. IoT devices need several minutes to solve
PoW puzzles, even with a low difficulty level. Therefore,
solving such consensus algorithms imposes significant time
and power consumption on resource-constrained IoT devices.
These reasons reveal the need for an alternative approach to
fit IoT device requirements.

The PoET consensus mechanism was introduced by Intel
on the Hyperledger Sawtooth platform to decide which node
has the right to mine and determine the winning block in
Blockchains. In this mechanism, each node in the network
must wait a random amount, and the first node that finishes
the waiting time validates the next block. This mechanism
in hyperledger sawtooth is used to solve the BFT validation
node limitation and requires Intel’s Software Guard Exten-
sions (SGX) assistance to determine the next leader in gen-
erating the block [57]. SGX offers hardware-based memory
encryption to isolate data in memory from application codes
and create private spaces called enclaves for a granular level
of control and protection [58]. Although the PoET requires
dedicated Intel hardware to build trust but provides a more
energy-efficient and securemechanism due to the nodes’ long
rest and SGX hardware-based encryption for waiting time,
respectively. In this paper, the modified LSB, a conceptual
PoET consensus-based algorithm in Hyperledger Sawtooth,
is employed and altered due to our conditions in the proposed
architecture. The modified LSB consensus is organized based
on the following strategies:
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FIGURE 5. The SCBM local transactions diagram.

1) SELECT BLOCK GENERATOR RANDOMLY
In the public Blockchain, as same as PoET, each MCBM
node must wait for a random time before generating a new
block. After these waiting times, the first MCBM finishes
the waiting time and can start the generating block process
to validate the generated block. When another MCBM
receives the newly developed block, any MCBM should
check its transaction pools and remove duplicate transactions.
We determine the maximum waiting time in our scheme at
1000 ms.

2) RESTRICTED GENERATED BLOCK IN EACH CONSENSUS
PERIOD
The Blockchain protects from malicious MCBM by restrict-
ing it from generating many blocks and avoiding fake
transactions. Any MCBM can generate only one block over
a consensus period. The PoET-based mechanisms are at risk
of breaking the waiting timer by attackers and consistently
winning the lottery. This strategy can mitigate the threat of
SGX drawback on the PoET mechanism.

3) DYNAMIC CONSENSUS PERIOD
Distributed throughput management (DTM) algorithm is
used to ensure the public Blockchain’s utilization rate keeps
in range. The algorithm determines the utilization rate by
calculating the proportion of the total transactions generated
during consensus time TrCT to the maximum number of
added transactions Trmax . Adjusting the consensus time
CT can modify the utilization rate. Algorithm 1 presents
a pseudocode for determining the consensus period. The
algorithm first calculates the utilization rate α and checks if
it is within the minimum αmin and maximum utilization rate
αmax limits. The algorithm then computes a new consensus
time CTnew. If the new consensus time is less than the
minimum consensus time, the current consensus time is

Algorithm 1 Dynamic Consensus Period
Input: Consensus Time (CT ), Transactions in CT (TrCT ),

Max Transaction (Trmax), Max and Min Utilization
(αmax , αmin)

Output: New Consensus Time (CTnew)

Calculate utilization rate α =
TrCT ∗ CT
Trmax

if α ≥ αmax or α ≤ αmin then

CTnew =
CT ∗ αavg

α
if CTnew ≥ CTmin then

CT ← CTnew
else

CT ← CTmin
end

end
return CT

updated to the minimum consensus time. Finally, the updated
consensus time is returned by the algorithm.

4) DISTRIBUTED TRUST ALGORITHM
Each MCBM must verify the received new block before
adding it to the public Blockchain by validating the block
generator signature and each transaction in the block. Proving
such a significant number of transactions and blocks needs
numerous computational resources. Therefore, the amount of
transaction that needs to be verified should be reduced via
a DTA that addresses scalability issues in the IoT context.
An MCBM can have direct evidence about another MCBM
if it has previously validated a block generated by it. However,
if it lacks direct evidence, it can obtain indirect evidence
from a third-party MCBM. In the consensus algorithm, each
MCBM increases or decreases the direct evidence value when
it verifies or rejects a new block respectively. As a result,
if a malicious MCBM sends fake transactions, MCBMs must
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Algorithm 2 Distributed Trust Algorithm
Input: Direct & Indirect Trust Impact (TD,TI ), Node iDirect

& Indirect Evidence (Di, Ii)
Output: Validation Rate (VRi)
VRi = (1− TD)Di ∗ (1− TI )Ii
Generate Binary Random value Bi with success probability
VRi
if Bi = 1 then

if Block Validation Result = True then
Di← Di + 1
Broadcast the Result for Indirect evidence update

else
Di← 0
BroadcasttheResultforIndirectevidenceupdate
end

else
if Other Nodes validate Block then

Ii← Ii + 1
else

Ii← Ii − 1
end

end
return VRi = (1− TD)Di ∗ (1− TI )Ii

validate more transactions. Conversely, MCBM-generated
blocks can be verified more quickly if they build trust
with other MCBMs. They use a trust table to manage the
verification process. If an MCBM has direct evidence about
the block generator, it determines the validation fraction.
Otherwise, the indirect evidence sets this fraction.

The DTA is presented in pseudocode in Algorithm 2.
It computes the validation rate VRi for a block generator node
i based on the direct and indirect trust impact factors (TD,TI )
which changes in the range of zero and one, and the direct
and indirect evidence counter (Di, Ii) of node i. The validation
rate VRi is used to generate a random binary value Bi with a
success probability of VRi. If Bi is equal to one, the algorithm
verifies the block signature. In this case, If the block is
validated, the direct evidence Di of node i is incremented
by one, and the result is broadcasted for indirect evidence
update. On the other hand, if the block is not validated, the
direct evidence Di of node i is set to zero, and the result is
broadcasted for indirect evidence update. If Bi equals zero,
the nodes wait for other nodes to validate the block. If other
nodes have validated the block, the indirect evidence Ii of
node i is incremented by one. If other nodes have not validated
the block, the indirect evidence Ii of node i decremented
by one. Finally, the algorithm returns the updated validation
rate VRi, which is the product of the probability of block
validation based on the direct and indirect evidence of
node i.

IV. PERFORMANCE EVALUATION
This section evaluates the various aspects of our pro-
posed architecture in different scenarios. The Network

Simulator (NS3) [59] is one of the most flexible software
to simulate wireless network layers and evaluate 5G perfor-
mance in different conditions. Although still, 5G wireless
network standards did not release completely in NS3, the
initial models are available to simulate features like mm-
waves [60]. We simulate fundamental characteristics of the
wireless network, such as physical connection, mobility
models, protocol, and applications in NS3. Due to the NS3
restriction to afford a complete model for 5G wireless
networks on the latest version and using Non-Stand-Alone
(NSA) technology in the initial stage of 5G, the 4G
LTE model (LENA) [61] is modified to fit the system
requirements. Moreover, due to the absence of an NFV robust
model in NS3, the Intel low-latency NFV infrastructure
processing time results are employed [62] in terms of latency.

To evaluate the performance of the device/edge layer,
we use Cooja [63] to simulate low-resource devices before
implementation in terms of resource consumption. Our
simulations consider a network with 20 MCBM, 50SCBM,
and over 200 IoT devices that generate five transactions
in 10 seconds with a Poisson distribution. The maximum
consensus time is set to be at most 1000ms. Given that in
a similar scenario in a different situation, the transaction
verification time varies from transaction to transaction. Then,
the verification time calculates in the proposed scheme by
the average time of all transactions in each scenario. We use
the MSI raider 11UG laptop with Core i7 Gen11, 1TB
SSD, 32GB DDR4 RAM, and 8GB RTX3070 GPU as an
MCBM node, and the Asus K46 laptop with Core i7 Gen3,
128GB SSD, 6GB DDR3 RAM, and 2GB GT740M GPU
as an SCBM node. The Raspberry Pi 3 module and Unisoc
UDX710 as 5G chipset were considered as IoT node with
Cortex A53 Quad-Core 1.2GHz, 16GB SD card, and 1GB
LPDDR2 RAM.

Our Cooja analysis shows a negligible growth in energy
consumption. Each IoT devices consume energy for three
main tasks: (I) computation tasks by CPU/micro-controller,
(II) Radio Transmission by Tx antenna, and (III) Listening to
the received transactions. However, a proposed architecture
increases energy consumption by about 10 and 45 percent
in computation and transmission tasks in comparison to
conventional architecture due to the additional hashing,
encryption, and related overhead data packets, but listening
for received data constitutes the main part (99.5%) of device
energy consumption increases below one percent. Therefore
we can neglect these increments in our proposed model.

In the following, we evaluate scenarios and tasks in
public/local Blockchain within different requester/responder
situations regarding consensus processing time, delay, and
resource consumption. Simulation results concentrate on
processing time and resource consumption of transactions
as control packets. We use 5G conventional without any
additional hashing, encryption, and local immutable ledger
to evaluate local transactions in our proposed architecture.
On the other hand, in addition to conventional 5G, the PoET
consensus Blockchain is used to evaluate our architecture
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FIGURE 6. Local transactions scenarios.

for public transactions. The following subsections discuss all
possible local and public scenarios and simulation results in
detail.

A. LOCAL TRANSACTION SCENARIOS
This subsection evaluates the local transaction processing
time, which refers to the duration of the request initiated
from the IoT device until the related transaction appends to
the local immutable ledger. Figure 6 illustrates all the local
transaction scenarios. The local transactions can be classified
into three main scenarios based on the transaction end nodes’
position:

1) SCENARIO 1: BOTH NODES ARE CONNECTED DIRECTLY
TO THE SAME SCBM
In this scenario, the connections of IoT devices with the
SCBM are established and terminated through association
and disassociation transactions, respectively. The exchange
of data among connected IoT nodes (either users or IoT
devices) within the same SCBM or stored in local storage
is accomplished through exchange data and local storage
transactions. The performance of the proposed architecture
is evaluated using NS3, and the processing time for each
transaction type is calculated by taking the average time
taken to execute all transactions. As depicted in Figure 7,
the association process requires more processing time in our
proposed architecture compared to conventional architecture.
This disparity is due to the extra hash, encryption, and local
ledger recording steps added to the conventional approach
in our proposed architecture, which increases the processing
time. However, the SCBM can manage other transactions
independently, acting as a centralized manager through rules
stored in its local immutable ledger.

2) SCENARIO 2: BOTH NODES ARE CONNECTED DIRECTLY
TO THE SAME MCBM
In this scenario, the IoT devices are connected directly to
the MCBM instead of the SCBM, which results in a more
efficient data exchange between the connected IoT nodes,
as the MCBM has more robust computing resources than the

FIGURE 7. Scenario 1 processing Time.

FIGURE 8. Scenario 2 processing Time.

SCBM. The processing time for each transaction is calculated
by averaging the times taken for all transaction executions,
and the results are shown in Figure 8. The simulation results
indicate that the processing time for all transaction types has
decreased, confirming the hypothesis that the MCBM would
provide faster processing due to its more powerful computing
resources. It is worth noting that the direct connection to
the MCBM enables the transactions to be executed more
efficiently, resulting in a quicker processing time for all
transactions.

3) SCENARIO 3: THE FIRST NODE CONNECTS MCBM VIA
SCBM1 WHILE ANOTHER CONNECTS THE SAME MCBM
DIRECTLY OR VIA SCBM2
In this scenario, local transactions are exchanged between
two nodes connected to the sameMCBM. One of these nodes
is connected through the first SCBM, while the other is either
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FIGURE 9. Scenario 3 processing Time.

connected through the second SCBM or directly connected
to the MCBM. The exchange data transactions between
these two nodes in different scenarios are studied, while the
association, disassociation, and local storage transactions are
already covered in previous local scenarios. The processing
time for the exchange data transactions in both scenarios can
be seen in Figure 9. Despite the added overhead from hash
and encryption in the proposed architecture, the processing
time for the exchange data transactions is still lower than that
in conventional 5G networks due to the direct exchange of
data within the local network rather than through the internet.

B. PUBLIC TRANSACTION SCENARIOS
Public transactions occur between two nodes, either a User or
an IoT device, located in different MCs. The modified LSB
algorithm checks all transactions and adds those confirmed
to the permanent public ledger. This section examines the
time it takes to process public transactions, which starts
when the requester initiates the transaction and ends when
the responder sends back the multi-signature transaction for
verification to the public Blockchain. The PoET algorithm
is used in the public Blockchain, in addition to using
conventional 5G as a reference to compare the performance
of our proposed consensus protocol with other lightweight
consensus protocols suitable for IoT context. Figure 10
illustrates all the public transaction scenarios. The public
transactions can be classified into three main scenarios based
on the transaction end nodes’ positions as follows:

1) SCENARIO 4: BOTH NODES ARE CONNECTED TO
DIFFERENT MCBMs VIA SCBMs
In this scenario, public transactions are carried out between
two IoT devices or users connected to different MCBMs
through SCBMs. The transactions require the responding
device to perform tasks such as accessing, monitoring,
or storing data in the cloud, as requested by the initiating

FIGURE 10. Public transactions scenarios.

FIGURE 11. Scenario 4 processing Time.

device. Despite the increased security and immutability
offered by the proposed architecture, the processing time
for these transactions is significantly increased due to
the additional hash loads, routing process, and the need
for the MCBM to check its P2P-associated devices table.
The processing time for this scenario is depicted in
Figure 11.

The figure depicts that public transactions require more
time to process in the proposed architecture compared to the
traditional 5G architecture. A comparison of the processing
time between using the PoET consensus protocol instead
of the modified LSB algorithm shows that the DTA and
DTM algorithms can reduce this time by at least 40% based
on the simulation results. It’s important to note that as the
number of transactions and confirmed transactions increases,
the confirmation time will decrease with the formation of
the trusted table in DTA. Furthermore, the results indicate
that it’s faster for the user to access IoT device data through
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FIGURE 12. Scenario 5 processing Time.

monitoring, rather than requesting it from local or cloud
storage.

2) SCENARIO 5: BOTH NODES ARE CONNECTED TO
DIFFERENT MCBMS DIRECTLY
In this scenario, the IoT nodes are directly connected to
their MCBMs instead of connecting them via SCBMs. Due
to fewer process needs by removing the SCBMs and their
additional local transaction process, and MCBM’s more
powerful computing resources in this scenario, it antic-
ipated the processing time decreased compared to sce-
nario 4. The simulation results in Figure 12 prove our
hypothesis.

3) SCENARIO 6: JUST ONE OF THE NODES IS CONNECTED
TO THE MCBM DIRECTLY, AND ANOTHER NODE CONNECTS
DIFFERENT MCBM VIA SCBM
This scenario is a mixture of the previous two scenarios. The
public transaction is exchanged within two nodes located on
the differentMCBM; one is connected to theMCBMdirectly,
while another connects different MCBM via SCBM. The
simulation results in Figure 13 reveal that processing tasks
perform quicker than in the first scenario and slower than in
the second one.

C. CONSENSUS PERIOD
The consensus period is a crucial aspect of the transaction
verification process as it determines the amount of time it
takes to verify transactions and add them to the distributed
ledger. Minimizing the consensus time in IoT networks is
essential for adding verified transactions to the Blockchain
in real-time. The DTM algorithm regulates the utilization
rate, defined as the ratio of new transactions generated
to the number of transactions added to the Blockchain,

FIGURE 13. Scenario 6 processing Time.

by adjusting the consensus period to maintain a reasonable
network utilization rate.

To demonstrate the relationship between the consensus
period and transaction rate, we simulated the network
using 20 MCBMs. The simulation assumed that out of
1000 generated transactions, only 250 must be stored on the
distributed ledger. The minimum and maximum utilization
ratios were set to 0.5 and 1, respectively. Also, direct
and indirect trust impact factors were set to 0.1 and 0.05,
respectively.

The simulation results are illustrated in Figure 14, which
shows that the transaction rate starts with 20 transac-
tions generated per second and increases to 25 within a
500 − 5000ms period. The rate then increases to 40 until
7000ms, then decreases to 20, 15, and 10.

The results of the simulation show that the DTM algorithm
effectively controls the consensus period and maintains a
balance between the transaction rate and the consensus
period. When the utilization ratio exceeds the maximum
threshold, the DTM algorithm reduces the consensus period
to prevent the transactions from piling up in the queue. Sim-
ilarly, when the utilization ratio drops below the minimum
threshold, the DTM algorithm increases the consensus period
to compensate for the reduced transaction rate. This way,
the DTM algorithm ensures that the network is efficient
and operates optimally. The results show that the consensus
period fluctuates between 4000ms and 7500ms, a reasonable
time frame for adding transactions to the Blockchain. In con-
clusion, the simulation results demonstrate that the proposed
consensus protocol based on the DTM algorithm effectively
controls the consensus period and ensures a balance between
security and efficiency in the IoT network. The results
show that the proposed architecture provides a secure and
efficient way for exchanging transactions in the IoT network
and is a promising solution for the challenges faced by
IoT networks.
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FIGURE 14. Consensus period relationship with transaction rate.

FIGURE 15. Consensus period relationship with queuing transactions.

D. QUEUE TRANSACTIONS AND BLOCKING RATE
As mentioned before, although MCBMs have greater power
and computation resources than IoT devices, they still
have restricted resources to participate in the transaction
verification process. The simulation results reveal that
depending on the node’s processing power in the proposed
Blockchain, some requests are queued to be processed in each
consensus cycle, which increases the time required to approve
the transactions.

Figure 15 illustrates the queue transactions waiting for
verification in each cycle. Therefore, the queuing transactions
are calculated after the consensus cycle finishes. Based on
our simulation, the verification rate is about ten transactions
per second. Two transactions wait for verification when the
first consensus period ceases in 1000ms. The DTM algorithm

changes the consensus period to avoid creating a queue. The
queue length of the subsequent consensus periods reaches 5,
8, 11, 14, 17, and 21 transactions. When the transaction rate
increases twice, the queue length increases to 56 transactions
until the transaction rate and queue length decrease and
queued transactions are verified. At the same time, we can use
the blocking rate (queuing transaction per all transaction) as a
metric to show how many transactions are verified. Figure 16
illustrates the blocking rate in each cycle.

E. CYBER SECURITY ANALYSIS
As previously stated, using Blockchain technology in IoT
networks provides a secure means of protecting IoT devices
against various cyber attacks. Different security threats target
IoT devices, including SCBM, local storage, MCBM, and
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FIGURE 16. Consensus period relationship with blocking rate.

cloud storage. Hackers may attempt to intercept transactions,
manipulate validated transactions, or validate false transac-
tions. IoT networks are particularly susceptible to specific
security attacks. In this section, we will examine these
security attacks and evaluate the robustness of our proposed
PoET-based consensus algorithm, which attempts to add an
additional security level to Hyperledger Sawtooth. Here are
some common cybersecurity attacks and how our proposed
architecture can protect IoT networks against them:

1) 51% OR MAJORITY ATTACK
The proposed Blockchain relies on PoET consensus. As men-
tioned, PoET is a lottery-based consensus mechanism,
meaning that the privilege to validate a block is randomly
assigned to a node based on the Intel SGX mechanism
to generate random waiting times. This process makes it
difficult for a malicious actor to control more than half
of the network and execute a 51% attack because they
cannot predict when their node will be selected to validate
a block. If a malicious actor tried to control the network,
they would have to spin up many nodes in the hope that one
would be selected to validate a block. This solution would
require significant computational resources, time, andmoney.
Therefore, PoET provides a robust mechanism for protecting
against majority attacks. Although the DTA algorithm may
cause decay on the block generator signature validation,
indirect evidence help the Blockchain network keep safe.

2) SYBIL ATTACK
The Intel SGX protects the network from Sybil protection
due to securely generating random wait times for each
validator. This random waiting time makes it difficult for
an attacker to control a significant portion of the network
and launch a Sybil attack. Additionally, the consensus
algorithm uses a digital signature from the rusted execution

environment (TEE) to ensure the integrity and authenticity of
the wait time to prevent an attacker from manipulating the
wait time and creating multiple identities in the network.

3) MAN-IN-THE-MIDDLE (MITM) ATTACK
In this attack, an attacker intercepts and potentially alters the
transactions exchange between two parties. In our proposed
Blockchain, digital signatures and encryption can protect
against MITM attacks by ensuring the authenticity and
confidentiality of communications. Also, the PoET-based
consensus protocol with a secure and verifiable lottery
process for the determination of the following block creator
adds a layer of security to the network.

4) BLOCKCHAIN TAMPERING ATTACK
In our PoET-based Blockchain, the consensus protocol
detects any attempt to tamper with the validated transactions
and block data. The consensusmechanism verifies each trans-
action before it is added to the ledger, and any suspicious or
invalid transactions will be rejected. Additionally, consensus
uses cryptographic signatures and public key infrastructure
to ensure the authenticity of transactions and blocks. The
distributed nature of the network makes it difficult for an
attacker to modify a significant number of blocks to tamper
with the ledger without being detected. To tamper with the
ledger, the attacker would need to have control over amajority
of nodes in the network, which is difficult to achieve in a
decentralized and distributed Blockchain network.

5) DENIAL OF SERVICE (DoS) AND DISTRIBUTED DOS
(DDoS)
The hacker floods the fake transactions to the SCBM/MCBM
via a connected device to halt the process of actual
transactions in them. The proposed architecture is protected
by restricting floods to other nodes via its shared key list
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in SCBM/MCBM and keeping the rate of the connected
device under the specified threshold. Also, in the PoET-based
consensus algorithm, each participant generates a random
wait time generated by SGX to ensure that participants cannot
cheat by changing the waiting time and must wait for that
duration before becoming eligible to create a block. In the
end, each block should be verified by the other participants
before being added to the Blockchain to prevent DoS attacks
by ensuring that malicious blocks are not added to the
chain. In DDoS attack, multiple nodes simultaneously flood
the network with requests, overwhelming the system and
preventing it from functioning correctly. Here, the consensus
process provides some protection against DDoS attacks by
the PoET lottery-based algorithm of the next block creator
selection. This algorithm makes it more difficult for an
attacker to launch a DDoS attack using many nodes. Many
cryptographic signatures provide integrity and authenticity
guarantees, ensuring only valid blocks are added to the chain.
Additionally, our approach can use various DoS protection
approaches to mitigate the threat of DDoS attacks, including
rate limiting, traffic filtering, and load balancing.

6) RACE ATTACK
Our proposed consensus protects MCBMs against race
attacks by using random waiting time. The PoET-based
consensus algorithm ensures that all participants have an
equal opportunity to participate in the block creation process
by randomly selecting the leader node using a lottery
system, which means that a malicious participant cannot
control a large number of nodes to monopolize the block
creation process, as in a race attack. The lottery system is
deterministic, ensuring that all participants have a fair chance
of becoming the leader node, thus preventing race attacks in
the consensus process.

7) PRIVACY OR LINKING ATTACK
In a privacy attack, a malicious actor attempts to extract sensi-
tive information, such as user identities or transaction details,
from a network. Our consensus algorithm protects privacy
using cryptographic techniques such as encryption, hashing,
and digital signatures. The transactions are encrypted and
stored in a hashed format to prevent unauthorized access
and tampering. Additionally, digital signatures are used to
validate transactions, adding an extra layer of security.

8) CONSENSUS PERIOD ATTACK
The consensus period adjusts according to the network traffic,
but attackers may try to change this value to increase the
blocked or queued transactions. For this, the attackers must
involve at least half of the MCBMs in the public Blockchain.

From the above explanations, it is evident that the
PoET-based Intel SGX technique in the proposed architecture
intercepts most attacks. Also, other techniques like the
restricted generated block in each consensus period, DTM
and DTA, offer much better protection against cyber-attacks
than conventional PoET architecture.

V. CONCLUSION
This paper introduced a lightweight Blockchain-based archi-
tecture for 5G-enabled IoT to fulfill IoT requirements in
terms of availability, real-time data delivery, scalability,
security, resiliency, and latency. We proposed a hybrid
architecture to integrate the Blockchain, 5G, and IoT devices.
The proposed system contains a public Blockchain and
multiple local Blockchains. Public Blockchain is established
by 5G MCs as their local area representative or cluster head,
whereas MCs and SCs centrally manage local Blockchains.
In addition, we utilize SDN and NFV technology to separate
data from the control plane and software from hardware.
The modified LSB algorithm is proposed to fit the 5G
architecture, decrease the transaction verification rate and
protect the network from cyber-attacks. We evaluate the
performance of IoT devices in all possible scenarios via
network simulation software such as NS3 and Cooja in terms
of processing time and energy consumption. The simulation
results show that our proposed architecture outperforms 5G
conventional architecture in a local transaction. In public
transactions, our scheme processes the transactions slower
than 5G conventional architecture due to the massive routing
and table checking. At the same time, the proposed consensus
algorithm reduces the average processing time compared
to the PoET algorithm. Nevertheless, the protection of the
proposed Blockchain architecture against cyber attacks and
the security of IoT devices are investigated with eleven
different attacks.

Future research on the proposed architecture and consen-
sus algorithm can enhance the scalability, resiliency, and
transaction rate. One approach is to explore new consensus
mechanisms that can support higher throughput and lower
latency in the network. Another potential solution is to
modify the current algorithm to decrease the processing
time and overhead while maintaining high security. This
could involve developing more efficient algorithms for block
validation, network propagation, and transaction processing
or optimizing the parameters of the existing consensus
algorithm. Also, newDistributed Ledger Technologies (DLT)
such as Directed Acyclic Graph (DAG) and Hashgraph can
be explored as public Blockchain consensus approaches
to provide a more scalable and resilient network with
a higher transaction rate. The proposed architecture and
consensus algorithm can be further improved by pursuing
these research directions, making them better suited for
decentralized applications and enabling a more efficient and
robust blockchain system.
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