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ABSTRACT The purpose of the article is to create an effective method to monitor the state of the drill
string and the bit without interfering with the drilling process itself in low-time delay mode. For continuous
monitoring of the well drilling process, an experimental setup was developed that operates on the basis of
the use of the phase-metric method of control. Any movement of the bit causes a change in the electrical
characteristics of the probing signal. To obtain a stable signal from a bit immersion depth of up to 250 m,
a frequency of probing electrical signals of 166 Hz and an amplitude of up to 500 V were used; sampling
rate (analog-to-digital converter) ADC - 10101 Hz. To identify the state of the drill string and the bit
according to the graphs of dependences of changes in the electrical characteristics of the probing signal
on time, the authors of the article investigated a number of deep learning methods, based on the results of
the research, a line of capsule neural network (CapsNet) methods was selected. The authors have developed
two modifications of 1D-CapsNet and Windowed Fourier Transform (WFT) - 2D-CapsNet. To identify the
transition between two rock layers with different properties, WFT-2D-CapsNet showed an accuracy of 99%,
which is 2-3% higher than the results of modern rock studies based on measurement-while-drilling (MWD)
and logging-while-drilling (LWD) methods. The WFT-2D-CapsNet method unambiguously detects self-
oscillations in the drill string and detects the good condition of the bit with an accuracy of 99%.

INDEX TERMS Robotics, artificial intelligence, neural networks, engineering, CapsNet, geophysical
monitoring, drilling optimization.

I. INTRODUCTION
The problem of providing the population with clean fresh
water has long been a key problem of mankind. For areas
remote from waterways, drilling artesian wells is a solu-
tion to this problem. Aquifers can be at different depths,
and to get to them, drilling rigs should be used. This is
expensive equipment that is subject to heavy loads and often
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fails. In 2015-2019, according to statistics, the number of
the accidents due to the wear of bits is more than 65%
of the total number of all [1] Real-time monitoring of the
wear of the bit and timely replacement of bits is important
to reduce the frequency of equipment failures. Based on
condition-based maintenance (CBM), bit wear can be moni-
tored with real-time condition monitoring signals and wear
related. And the quality and efficiency of the design can
be significantly improved by replacing the bit to the wear
threshold [1].
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A. PROBLEMS OF EFFICIENT DRILLING
The problem of drilling efficiency at the transition between
two layers of rock with different mechanical properties is
discussed in the article by Aribovo et al. [2]. The authors
emphasised that the rapid oscillation changes caused by such
transitions can damage the bit or significantly affect drilling
performance. The authors created a model that allowed them
to derive an expression for drilling efficiency for the tran-
sition phase. A number of examples given by the authors
showed that drilling efficiency is nonlinearly dependent on
bit engagement between two rock layers.

The occurrence of self-oscillations in rotary drilling sys-
tems leads to a decrease in drilling productivity. The occur-
rence of self-excited vibrations leads to failure of the bits.
The authors of [3] point out that failure of equipment and the
increase, in connection with this, the downtime of the drill
string range from 2 to 10% of the cost of the well. Because
fixed cutter bits (also known as PDC bits) are particularly sus-
ceptible to self-exciting vibrations, drilling systems that use
these bits. The authors established the relationship between
the load on the bit and the stability of the torsion dynamics [4].
Damping of self-oscillations in drill strings with rotating bits
is the focus of many studies aimed at revealing the mecha-
nisms of self-excitation [5], [6], [7].

Inspired by this publication, we set ourselves the task of
finding methods to prevent damage to the drill string and the
bit.

Published studies of sticking and sliding attribute vibra-
tions to static friction effects resulting from the interaction
between the rock and the bit [8], [9], [10]. Vibrations caused
by bit-to-rock contact cause strong torsional and axial vibra-
tions in the drill string. Sticking oscillations are considered in
the study bymodeling the drill string as a torsional pendulum,
and the interaction between the bit and the rock is considered
as Coulomb friction. [11], [12], [13], [14], [15]. Initially, the
main attention in the works was paid to longitudinal vibra-
tions of the drilling structure, although later the influence of
torsional vibrations of the drill string was considered [16].
Torsional vibrations can cause drill string fatigue and can be
strong enough to damage the bit.

The authors of [17] and [18] analyze self-excited axial
and torsional vibrations of rotary drilling systems using a
model that combines the representation of a drilling structure
with several degrees of freedom and a speed-independent
law of interaction between the bit and rock. The authors
found that axial vibrations propagating along the drill string
appear as traveling waves, while torsional vibrations take the
form of standing waves, the frequency of which coincides
with the torsional resonance of the drill string, excited by
the interaction of the bit with the rock. The authors of [19]
described an active damping system that significantly reduces
the threshold value through the use of feedback control, thus
expanding the operating range for vibration-free rotation.

Extending the life of PDC bits without compromising their
performance is essential in well drilling. The PDC cutter
is the main cutting element of a polycrystalline diamond

FIGURE 1. Seismic profile.

(PDC) bit [20]. During the drilling process, the PDC cutter is
subjected to twisting of the drill cord and rock abrasion under
high pressure and strong impact [21], [22]. Changes in the
value of cutting forces and torque on the bit lead to torsional
vibrations [23], [24] of the drill string. Torsional vibrations
lead to the development of longitudinal vibrations. According
to the results of the analysis of bit cutters, failures are mainly
associated with polycrystalline wear, abrasive wear and cutter
failure [25], [26]. The most common wear mechanism for
PDC bits in rock drilling is abrasion. Impact resistance is one
of the important indicators of the performance and quality of
a PDC cutting tooth [27], [28]. Various new designs of PDC
bits are created for specific geological conditions, increasing
their efficiency and fault tolerance [29], [30].

B. GEOPHYSICAL RESEARCH METHODS
Geophysical methods can be divided into four main groups:
potential methods; electrical and electromagnetic (EM)meth-
ods, and seismicmethods, radiometric methods. Eachmethod
has a specific scope, depending on the physical properties and
purpose. [31], [32].

Most geophysical methods have been developed for the
oil and gas industry. These methods have been developed
for various hydrocarbon detection approaches; these methods
may not always be transferable from oil and gas towater. Each
method has a specific application, depending on the physical
properties of the target and how accurately these properties
can be detected using available technologies.

Seismic reflection techniques are the most popular meth-
ods for mineral exploration and mine planning [31], [33],
[34], [35]. Seismic waves generated by a vibrating controlled
source are one of the main methods of underground research
in geophysics.

Based on records of seismic waves, it is possible to recon-
struct subsurface geology in detail. Seismic data can be used
to estimate the depth of an aquifer and confirm its presence.
These data are also used for design planning.

The traditional method is to transmit electromagnetic
pulses with a given fundamental frequency into the surround-
ing rock. These signals are reflected in places of material
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changes, inhomogeneities, or discontinuities. In accordance
with the reflection from the inhomogeneity, the signal is
returned to the measuring system and recorded and stored
digitally for further analysis.

The growing demand for minerals requires the search for
new deposits, often at deeper levels, and the improvement
of existing methods. The 3D seismic method is widely used
in oil exploration [36]. Methods for monitoring elastic wave
parameters of geotechnical materials include elastic wave
tomography and seismic reflection. Trung et al. proposed a
three-dimensional (3D) elastic full-wave inversion tomogra-
phy method to determine the geotechnical characteristics of a
material [37]. Oudphui et al. used 3D seismic data to search
for undiscovered mineral deposits [38]. Place et al. improved
hard rock image fidelity with a controlled source of seismic
noise and identified undeveloped reservoirs and faults [39].

C. ORGANISATION OF CONTROL OF THE DRILLING
PROCESS
Vector measuring systems are highly efficient [40], [41], [42]
and can be used to detect and locate geodynamic processes.
This controlmethod has a high noise immunity and sensitivity
compared to fixing the amplitude parameters of the anoma-
lous components of the electromagnetic field. In this case, the
object of control is the technological equipment, the well and
the surrounding soil.

The papers [43], [44] explain the application of the phase-
metric method of geoelectric control, namely the use of
several sources of probing signals located in the immediate
vicinity of the object under study, and the required number of
vector sensors for measuring the electric field. In this case,
the registration of phase characteristics at a fixed position
of the source and measuring base, with the possibility of
controlling the parameters of the probing signals, is based
on the fact that the primary and secondary electric fields are
vector quantities.

In accordance with the foregoing, it can be concluded that
it is possible to organize a drilling process control system in
order to prevent processes that lead to damage to the drill
string and the bit. At the same time, it is possible to improve
the detection accuracy of aquifers according to the different
physical and chemical characteristics of the soil.

The method of controlling the phase metric as a probing
signal uses several sources located near the object under
study, and the required number of vector measuring sensors
of the electric field. The analysis of changes in the phase
characteristics of the transfer function [45] has a number
of significant advantages over the amplitude methods for
fixing the parameters of the anomalous components of the
electromagnetic field, in particular, it is characterized by
increased sensitivity and noise immunity [46], and allows
solving the problems of detecting and localizing geodynamic
processes in geological media [47], [48].

The papers [49], [50], [51] explain the application of
a modification of this phase-metric method in geoelectric

control. In this case, the registration of phase characteristics
at a fixed position of the source and measuring base, with
the possibility of controlling the parameters of the probing
signals, is based on the fact that the primary and secondary
electric fields are vector quantities.

D. DATA PROCESSING MODELS
1) GENERATIVE ADVERSARIAL NETWORKS (GANs)
One of the main functions of the GAN is to increase the
amount of data that is further used to train an intelligent
classification system [52], [53]. A data augmentation strategy
based on machine learning algorithms is of particular impor-
tance to us. Experiments on drilling rigs are quite expen-
sive. It is impossible to deliberately trigger processes that
lead to the destruction of aggregates in an amount sufficient
for adequate training of the neural network. However, the
traditional GAN [54], [55] has several drawbacks such as
mode collapse, gradient disappearance, etc., which reduces
the quality of generated samples. Based on this, in order to
eliminate shortcomings in the GAN, in a number of works
its improved model is proposed [56], [57]. Consider the most
promising GAN modifications for solving our problem.

Lin et al., in general. [58] proposed an improved multiscale
residual GAN (MsR-GAN) model to obtain fakehigh-quality
samples in addition to the experimental results of studies on
the performance of failed bearings. The authors have devel-
oped a hybrid loss function that improves the classification
efficiency of unbalanced failures.

Gao et al. [56] used the ASM1D-GAN method, con-
sisting of a one-dimensional convolutional neural network
(1D-CNN), GAN and a fault classifier, to diagnose faults in
industrial equipment.

Bo et al. proposed an intelligent diagnostic method based
on a generative adversarial network (GAN). A personal-
ized intelligent diagnostic model was created for individual
machines. The results showed that this method does not
require real fault patterns and provides high diagnostic accu-
racy. [57].

In [62], [63], [64], and [65], the authors proposed a method
for diagnosing faults in rolling bearings based on an improved
GAN. As a basis, they used a vibrational signal combined
with a continuous wavelet transform capability for non-
stationary signal processing and a semi-stationary generation
adversarial network (SSGAN) including an image processing
and recognition function. The results showed that the fault
diagnosis method, combined with the continuous wavelet
transform and improved GAN, can provide a higher accuracy
than other mainstream diagnostic methods.

2) CAPSULAR CONVOLUTIONAL NEURAL NETWORKS
Capsule networks (CapsNet) proposed by Sabur et al. [61]
have had a significant impact on the field of deep learn-
ing. Unlike conventional convolutional networks (CNNS),
capsule networks maintain orientation relationships between
objects.We are primarily interested in the order of the objects,
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which does not allow us to use conventional CNNS. The
original capsule networkmodel was first applied to images by
Hinton, G. E. et al. [67] and this model is our base. However,
taking into account the specifics of the problem, its direct use
needs improvement.

For automatic recognition of heart diseases by ECG, a one-
dimensional network of deep capsules 1D-CADCapsNet was
developed [68]. The authors of the work adapted the basic
model for processing one-dimensional ECG signals. In addi-
tion, the model was supplemented with additional layers.
An extremely high accuracy of up to 99.44% has been
achieved.

Lalonde proposed the SegCaps network for image seg-
mentation, which is a convolutional deconvolutional cap-
sule network for the problem of object segmentation. They
extended the idea of convolutional capsules to locally con-
nected routing and proposed the concept of deconvolutional
capsules. [69].

Biswal [70] modified the network, they describe a version
of capsules in which each capsule has a logistic unit to
represent the presence of an object and a 4×4 matrix that can
learn to represent the relationship between that object and the
viewer. The authors integrate internal skip connections and
a deconvolutional capsular block into a deep M-CapsNet to
transform information from every other child into the corre-
sponding parent capsule at every step for efficient semantic
segmentation.

E. MAIN CONCLUSIONS INTRODUCTION
1. The transition of the bit between rocks with different prop-
erties and the occurrence of self-oscillations in the drill string
can lead to damage or even failure of the entire drilling rig.

2. Due to the wear of the bits, 65% of the total num-
ber of accidents occur. Equipment failure and increase,
in connection with this, downtime of the drilling rig range
from 2 to 10% of the cost of the well.

3. Currently used methods that allow real-time determina-
tion of the transition of the bit between different rocks with
different properties have an accuracy of 70-96%.

4. The phase-metric method has a number of significant
advantages over the amplitude methods for fixing the param-
eters of the anomalous components of the electromagnetic
field, in particular, it is characterised by increased sensitiv-
ity and noise immunity. Its use together with CapsNet has
good prospects for realizing trouble-free operation of the drill
string and the bit.

II. MATERIALS AND METHODS
A. DRILLING RIG
We used an Atlas Copco water well drilling rig model T3W.
PDC bits and tricone bits were used for drilling (tricone bit),
which is universal for rocks of various hardness. This unit
allows you to make wells up to 450 meters deep. Average
weight in bit 100 êN, angular speed from 20 to 120 rpm.

Phase-metric method of geoelectric control

FIGURE 2. Sensor layout.

The geological section can be represented as a dynamic
link H(p, 1u), in which the probing electrical signal is
converted X(p, 1u), specified in the operator form into a
registered electrical signal Y(p, 1u) in the operator form. For
this reason, you can get:

H (p, 1u) =

∣∣Y (ρ, 1u) ejϕY (p,1u)
∣∣∣∣X (ρ, 1u)ejϕX (p,1u)
∣∣ =

|Y (p, 1u)|
|X (p, 1u)|

ej1ϕ(p,1u)

(1)

where ϕ - signal phase, p – Laplace operator, 1u – strain ten-
sor characterizing the compression and change in the shape
of a soil unit.1ϕ(p, 1u)- phase difference of the probing and
recorded signals:

1ϕ (p, 1u) = ϕY (p, 1u) − ϕX (p, 1u) .

Accordingly, by changing the phase difference of the sig-
nals, one can judge about changes in the electrical char-
acteristics of the controlled medium through which the
bit passes, and, therefore, that the bit passes through the
boundary between underground rocks with different physical
properties.

It follows from the expression obtained that soil control
during drilling can be carried out by tracking both the module
and the argument (phase) of the recorded geoelectric signals
(since the parameters of the sounding signals are constant and
known).

In the simplest case, two point sources A, B and one
measuring sensor O, located along the line AB and at equal
distances from the sources, can be used. Point sources A and
B form probing signals shifted in phase byπ /2 relative to each
other (Figure 2).

Each of the point sources generates an electric field signal
at the point O of the following form:

−→
E AX =

−→
E 0

AX + 1EAX , → EBX =
−→
E 0

BX + 1EBX , (2)

where
−→
E 0 - electrical signal recorded before the bit plunged

into the ground; 1E - anomalous component of the electric
field caused by the presence of a bit in the soil, causing a
change in the electrical characteristics of the soil.

Moreover, the electrodes can be located not only along the
line, but also be distributed on the plane. In the latter case,
we have the opportunity to track the immersion of the bit in
a three-dimensional space, and the accuracy of determining
the characteristics of underground rocks increases [3]. The
registration of phase characteristics at a fixed position of
the source and the measuring basis, with the possibility of
controlling the parameters of the probing signals, is based
on the fact that the primary and secondary electric fields are
vector quantities [4].
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The phasometric geoelectric method has increased accu-
racy and sensitivity to changes in the state of the object
under control, which is unattainable using standard ampli-
tude methods (for example, logging while drilling or various
modifications of the resistivity method). This is achieved
through the initial installation and positioning of radiating
and receiving point grounds, the use of original algorithms
and methods for generating probing signals to create a multi-
phase physical field of the desired structure in the controlled
area, recording measuring signals, as well as processing and
interpreting the information contained in them. Also, among
the advantages of the method in relation to the problem
being solved, it should be noted its large range and depth,
achieved, in particular, due to the use of the low-frequency
range, as well as the fact that this method belongs to the class
of non-destructive testing methods and does not require the
system to be placed directly on the elements and drilling rig
structures. However, among the limitations of this method,
one should single out the need to solve the problems of
identifying extremely small geodynamic changes in the near-
surface zones of the geological environment and the initial
signs of the development of geotechnical processes. In this
aspect, it becomes relevant to solve the problem of increasing
the noise immunity of such systems from the influence of
interference of natural and artificial origin, as well as increas-
ing the spectral purity of the synthesized signals. To solve this
problem, in the future it is proposed to use modulated signals
with the expansion of their spectrum as probing signals,
as well as to provide hardware approaches to compensating
or attenuating the distortions of the generated signals.

B. DESCRIPTION OF THE EXPERIMENT
To assess the possibility of using the phase-metric method in
the problems of soil monitoring during well drilling, a full-
scale study of the process of the bit passing through under-
ground rocks with different electrical characteristics during
drilling of wells in water was carried out. For this, an experi-
mental setupwas created (Figure 3), which sources of probing
signals, devices for measuring and recording signals in the
environment, and a device for includes: processing geody-
namic data.

Figures 4 and 5 show the scheme for organizing a full-scale
experiment. Electrodes A and B are for input signals with a
phase difference of 900 electrodes, M1M2M3N1N2N3 are
for output resulting signals.

When using multipole systems of geodynamic control at
registration points (M1-M4, N1-N4), one deals with an ellip-
tically polarized geoelectric field. In this case, vector sensors
to measure the electric field with the same indices form pairs,
the signals of each of which are sent to the measuring system
for processing. Data processing of recorded geoelectric sig-
nals involves the formation of their difference signal (to filter
common-mode noise), its amplification, detection relative to
the reference signal, and low-frequency filtering. The princi-
ple of registering the phase structure of the geoelectric field
at an arbitrary receiving point is illustrated in [3].

FIGURE 3. Laboratory equipment.

FIGURE 4. Scheme of the organization of the experiment.

FIGURE 5. Location of electrodes, top view.

As emitting and receiving electrodes, with the help of an
artificial electric field was created and recorded, brass rods
1m long and driven into the ground were used. The frequency
of the probing electrical signals was 166 Hz, the amplitude
was 500 V, and the shape was harmonic. Digital generation
and signal processing were carried out using the E-502-P-
EU-D multifunctional ADC/DAC module, which is a data
acquisition system based on USB and Ethernet interfaces
(Figure 6). The registration of changes in the electric fieldwas
carried out with an ADC sampling frequency of 10101 Hz.

To control the seismic background during the measure-
ments, a network of several highly sensitive digital short-
period seismometers ZET 7156 (Figure7) was used, designed
to measure the values of vibration velocity, allowing instant
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FIGURE 6. Appearance of the multifunctional ADC/DAC module
E-502-P-EU-D.

FIGURE 7. Appearance of the seismometer ZET 7156.

measurement of vibration velocity in three spatial coordinates
(X, Y, Z).

To assess the possibility of using the phase-metric method
in the problems of soil monitoring during well drilling,
a full-scale study of the process of the bit passing through
underground rocks with different electrical characteristics
during drilling of wells in water was carried out. For this,
an experimental setup (Figure 1) was created, which includes:
sources of probing signals, devices for measuring and record-
ing signals in the environment, and a device for processing
geodynamic data.

In this case, the following parameters of the experi-
mental setup were used: the distance between the emitting
electrodes - 800 m; the distance between receiving elec-
trodes M1N1 – 700 m, the distance between receiving elec-
trodes M2N2 – 600 m, the distance between the receiving
electrodes M3N3 – 500 m, the distance between the receiving
electrodes M4N4 – 400 m, frequency of probing harmonic
electrical signals - 166 Hz, amplitudes of probing harmonic
electrical signals – 500V; ADC sampling rate – 10101 Hz.

During the research, a 250 m well was drilled. During
drilling, changes in the phase characteristics of electrical
signals were recorded (Figure 8).

C. DATA PROCESSING TOOLS
The Python 3.9.13 and PyTorch 1.13.1 libraries were used
to develop the algorithm. The experimental platform was

FIGURE 8. Graph of the change in the phase characteristics of electrical
signals from the bit at two registration points.

FIGURE 9. Types of graphs of changes in the phase characteristics of
electrical signals.

configured with an Intel Core i7-9700K processor, GeForce
RTX 2070 GPU, and 64GB of RAM.

D. SIGNAL PREPROCESSING
The change in the phase characteristics of the signals provides
information on the depth of drilling and the electrical char-
acteristics of the layers of underground rocks in which the
bit is immersed, which makes it possible to judge the degree
of moisture saturation of the underground rocks. When the
bit moves in a homogeneous medium with constant moisture
saturation and with a constant linear speed, the graph of the
dependence of the phase transition on time will be linear.
Changing the moisture content and characteristics of under-
ground rocks leads to a change in the shape of the graph. The
idea of the method is to determine the processes currently
taking place at the interface between the bit and underground
rock according to the type of graph (Figure 8).

In Figure 9 a) shows the transition of the bit from one
rock formation to another. The graph shows the process of
a smooth transition from one linear relationship to another.

In Figure 9 b) transition of the bit from one rock formation
to another with a change in the mode of rotation of the bit.

In Figure 9 c) the movement of the bit into a layer with a
denser inclusion.
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FIGURE 10. Development of self-oscillations of the drill string.

In Figure 9 d) the movement of the bit in a layer with a less
dense inclusion. It could be a bit hitting a cavity.

Figure 9 a′) shows the second derivatives of the functional
dependencies shown in Figure 9 a). All oscillations occur near
the zero axis, which makes it possible to abstract from the
uniform movement of the bit inside a homogeneous layer and
highlight transient processes. The resulting graphs are more
suitable for further processing using a convolutional neural
network.

In Figure 9 b′) the transition of the bit from one rock
formation to another with a change in the mode of rotation
of the bit. Two characteristic peaks are observed.

In figure 9 c′), when the bit moves into a layer with a denser
inclusion, in contrast to the graph in Figure 9a′) the maximum
passes sharply into a minimum.

In Figure 9 d′) the movement of the bit in a layer with a
less dense inclusion. this graph is similar to the previous one.
The difference is that the local minimum comes first.

Self-oscillations can randomly occur in the drill string.
Often this process is started due to a damaged bit, but in the
case of an undamaged bit, the process can take place. This
can lead to rig failure and it is important to stop this process
as soon as possible [2].

In Figure10. shows how the resulting self-oscillations look
on the graph of the change in the phase characteristics of
electrical signals (Figure 10.1) and the second derivative
of it (Figure 10.2). Drilling was carried out to a depth of
140 meters using a 3-blade PDC bit. Self-oscillations often
occur in a drill string using these types of bits [2].

The graph clearly shows the emerging periodicity of the
ongoing process. A stable drilling process, represented by
small fluctuations along a certain line, turns into an oscil-
latory process, reaching a maximum amplitude in a short
period of time. In the figure, this process is developed in
just 8 seconds. The last two seconds are already formed
self-oscillation. Moreover, a change in the amplitude of self-
oscillations in the future may indicate the inhomogeneity of
the material inside which drilling is carried out, or damage to
the bit itself.

E. CONVERTING GRAPHS TO 2D VIEW
In order to use 2D-CapsNet for the analysis of phasometric
data, the authors of the article made a number of transforma-
tions (Figure 11). According to the second derivative of the

FIGURE 11. Frequency spectrum plot.

FIGURE 12. GAN structure.

functional dependence (Figure 11.a) of the phase-metric sig-
nal, 32 frequency spectrum graphs were built (Figure 11.b).
The scipy.fftpack python library was used to create them.
The signal was split into 32 windows with 80% overlap.
All abscissas of the frequency spectra are converted to the
interval from 0 to 1 by the linspace command of the Python
Numpy library. A heat map was built according to the fre-
quency spectrum graphs. Each graph is a column in the image
(Figure 11.c).

F. GENERATIVE ADVERSARIAL NETWORKS
To stop the oscillatory process in the drill string, it is nec-
essary to change the mode of operation. The problem with
tracking fluctuations is that this process happens randomly
and it is difficult to collect the necessary amount of data
to train the neural network. To obtain a set of data of the
required volumes, a significant amount of time is required
to monitor the operation of the drill string. To increase the
training dataset, the authors used a GAN (Figure 12).
The GAN architecture consists of a generator and a dis-

criminator configured to work against each other.
In each GAN training cycle, a noise variable z occurs

randomly [67]. On this basis, signals G(z) are synthesized.
After receiving information about the generated signals and
raw some detected samples x, the neural network D evaluates
the probability that the input data is real samples. Also, G is
going to generate fake data that can deceive D asmuch as pos-
sible and obtain a confidential connection. Both models are
updated to start the next cycle. This process can be described
by the GAN loss function formula (3)

min
G

max
D

Ex∼Pda [logD (x)] + Ez∼Pg [log(1 − D(G(z)))]

(3)

where Pda and Pg - the distribution of the real sample over x
and the prior distribution of the noise variable z, respectively.
The task of the training generator is to minimize the second
term of formula (3), and the discriminator is to maximize
the objective function in order to obtain the maximum log-
likelihood by optimizing between the synthesized sample and
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TABLE 1. Layers of the GAN generator model.

FIGURE 13. Block representation of the GAN generator network model.

real data. After adversarial training, the generated samples G
fully correspond to the distribution of real samples (Pda = Pg).
As shown in Figure 13, the input of G is a 100D random

noise z subject to Gaussian distribution, with the mean value
of 0 and a standard deviation of 1. Firstly, z is projected
and reshaped into 4 × 4 × 512 size feature maps. Then,
these feature maps are transformed into Conv representations
by 4 deconvolutional (Deconv) blocks (Table 1). Each block
includes a Deconv layer with 3 × 3 kernel size, a batch nor-
malization (BN) layer used to accelerate model training and
improve its generalization ability, and a PReLU activation
layer.

PReLU(x) =

{
x, if x > 0
αix, if x ≤ 0

(4)

where i represents the index of channel, and αi is a learnable
parameter. We use the channel-shared version of PReLU.
Here, channel-share means the coefficient is shared by all
channels of one layer. The initial value of αi is assigned
with a value of 0.25. The values of bk are updated by back
propagation and optimized simultaneously in all layers [71].

Input D receives an image of 32 × 32 × 3 image
(Figure 14). The image passes through three convolutional
layers and two MaxPool layers, the parameters of which are
shown in Table 2. Then comes the layer batch normalization
(BN) layer used to accelerate model training and improve its
generalization ability. The reduction module is mainly used
for further dimension reduction. The following is a dropout
layer to prevent the model from overfitting. Finally, two

TABLE 2. Layers of the discriminator GAN model.

FIGURE 14. Block representation of the Discriminator GAN network
model.

FIGURE 15. Dynamic routing algorithm in CapsNet.

fully connected (FC) layers are used to output the predicted
probabilities.

When training GAN, the following hyperparameters are
used: Batch size - 64; Epochs - 150; Learning rate - 0.0001;
Optimizer - Adam optimizer.

G. CAPSULE NETWORK
The essence of the CapsNet algorithm is to convert neurons
from a scalar to a vector. This is necessary to reduce informa-
tion loss and improve the ability to extract features.

We use the non-linear squashing function given by

νj =

∥∥sj∥∥2
1 +

∥∥sj∥∥2 sj∥∥sj∥∥ , (5)
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FIGURE 16. Block representation of the 1D-CapsNet network model for
automatic determination of the nature of changes in drilling conditions.

where υj is the vector output of capsule j and Sj is its input.
The final output vector υj is obtained by a nonlinear mapping
of Sj

The output vector Sj is the weighted sum of uj|i

sj =

∑
i

Cijuj|i, (6)

where Cij is the coupling coefficients determined by the
dynamic routing algorithm. These coefficients represent a
probability distribution for the low-level capsule output to
which they are sent to high-level capsules.

u
j|i

= Wijui, (7)

where ui is the i-th neuron in the upper layer,Wij is the weight
matrix, uj|i is the prediction vector:

Cij =
exp

(
bij

)∑
k
exp (bik)

, (8)

bij = bij + νjuji, (9)

where the is j denotes the j-th output neuron. Cij is bij are
determined by the dynamic routing algorithm.

For classification, we used a capsule network (CapsNet).
A signal is applied to the input of the network, and abstract
representations are created at the output. Unlike Convolu-
tional Neural Networks (CNNs), Capsule Networks store
object parameters such as the object’s orientational (rota-
tional and translational) relationships.

H. 1D-CapsNet
In this article, a one-dimensional model of the 1D-CapsNet
capsule network was developed for automatic recognition of
processes occurring during drilling and monitoring using the
phase-metric method. The original capsule network model is
shown in the figure. (Figure 16)
The ReLU activation function is defined as follows:

ReLU(x) =

{
x, if x > 0
0, if x ≤ 0

(10)

When training 1D-CapsNet, the following hyperparame-
ters are used: Batch size - 128;

TABLE 3. Layers of the 1D-CapsNet model and various layer parameters
(for a group of segments 51.4 s).

Epochs - 30; Alpha (reconstruction) - 0.2; Number of
routing - 3; Shift fraction - 0.1; Optimizer - Adam opti-
mizer. The 1D-CapsNet model contains convolutional layers,
a Primary Caps layer, and a Caps layer. The signal from
the experimental setup was fed to the network input, which
was pre-processed according to the ‘‘Signal Pre-Processing’’
item. The input layer dimensions were set to 514 × 1, which
covered a time range of 51.4 seconds in 0.1 second increments
(Table 3). The input signals were passed through two layers
of one-dimensional convolution (Conv1D) with the param-
eters shown in Table 3. large, this means that the capsules
have found the important features they are looking for in the
Primary Caps block. The reshaping layer, which was located
after the convolutional layer, was used to transform the array
of feature maps into the corresponding vectors. Then, in the
last step of the Primary Caps layer, the squash function was
used to ensure that the lengths of all vectors were between
0 and 1. The squash function for vector S was defined by the
formula:

Squash(S) =
∥S∥

2

1 + ∥S∥
2

∥S∥

1 + ∥S∥
′

(11)

the result of the function is a probability that indicates the
presence of waveform features, so it cannot be greater than 1.
The squash function stores detailed information about the
signals during network training. The Caps layer contained
two capsules for determining the transition of the bit through
layers of rock with different properties, which represent the
Normal and Transition classes and have a size of 32. Infor-
mation about a particular object is stored in the activation
vector dimension. This allows CapsNet to demonstrate high
performance. In this part of the network, a dynamic routing
algorithm was implemented.

Capsule stand to predict the yield of capsules in the next
layer. The capsules prediction output generated a cluster of
prediction vectors.
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FIGURE 17. Block representation of the 2D-CapsNet network model for
automatic determination of the nature of changes in drilling conditions.

TABLE 4. Layers of the 2D-CapsNet model and various layer parameters
(for a group of segments 51.4 s).

The mean of the prediction vectors was then calculated
to find the distances between the mean vector and the pre-
diction vectors. This process calculates the correspondence
between each predictive vector and the mean vector. The
predicted vector weight has been updated to reflect this dis-
tance measure. Vectors that were far from the mean received
a small update, and predicted vectors that were close to the
mean received large updates. We repeated the routing process
3 times to update the network settings.

I. 2D-CapsNet
In this article, in addition to the one-dimensional model,
a two-dimensional model of the 2D-CapsNet capsule network
was developed for automatic recognition of processes occur-
ring during drilling and monitoring using the phase-metric
method. (Figure 17).

When training 2D-CapsNet, the following hyperparame-
ters are used: Batch size - 50; Epochs - 30; Learning rate -
0.0001; Optimizer - Adam optimizer.

The general structure of the proposed 2D - CapsNet
model is presented in Table 4. After the first Conv2D layer,
32 × 32×3 input images are transformed into 16 × 16×128
feature maps, followed by a feature enhancement network
(feature map). It consists of four branches, each of which

FIGURE 18. Scheme of the proposed approach to identifying the state of
the drill string and the bit based on the WFT-2D-CapsNet method.

enhances the features characterizing bit damage and self-
oscillations in the drill string (Figure 17).

The basic CapsNet classifier consists of three parts:
1. The Primary capsule layer (Primary Caps), which is an

improved Conv2D layer in which 128 channels are converted
into 16 vectors of length 8;

2. The digital capsule (Digit Caps) layer that uses the
dynamic routing algorithm to transform the output of Pima-
rycaps into n 16-D capsule vectors, where the algorithm loops
three times, and n represents the number of fault types;

3. In the capsule layer class, the length of each capsule
vector represents the possibility of each type of malfunction,
i.e. the L2 norm the capsule vector determines the final
diagnostic result.

J. SUGGESTED APPROACH
The authors of the article propose an algorithm for detect-
ing the state of the drilling system, leading to its damage
(Figure 18):

Step 1: The signal of the change in the phase characteristics
of the electrical signals coming from the transmitter of the
experimental setup is processed, and the second derivative is
found from it.

Step 2: Using the Fourier Transform (WFT), the resulting
second derivative plot is converted into a 2D RGB image of
a specific size.

Step 3: These sample images are divided into two parts
according to a certain proportion: training set and test set. The
CapsNet model is trained.

Step 4: The test set is injected into the trained CapsNet
model to diagnose abnormal conditions.

Step 5: Diagnostic results are displayed.

III. RESULTS AND DISCUSSION
A. INDICATORS FOR DATA PRODUCTION AND
EVALUATION
In the process of processing the results of the experiment,
we will consider separately the translational and oscilla-
tory motion of the bit. The first process is rather extended
in time. For measurements, we take a time interval of
51.4 seconds with a frequency of taking indicators of 0.1 s.
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FIGURE 19. Periodic process on the diagram of changes in the phase
characteristics of an electrical signal.

TABLE 5. Number of samples used to determine transition of a bit from
one layer of rock to another.

Every 10 seconds, a reprocessing process is performed. The
small amount of data processed at the same time allows you to
work in low latency mode. The oscillatory process is rapidly
changing. Its frequency is related to the speed of rotation of
the bit, and it takes much less time to determine the necessary
characteristics of this process. The determination of the pres-
ence of an oscillatory process is carried out for 10 seconds at
a frequency of taking indicators of 0.02 seconds. (Figure 19).
This process may be repeated periodically, for example, every
2 minutes.

For the first process. To simplify the classification task,
two stages of preprocessing were carried out. At the first
stage, data samples were selected based on the following
considerations: for all graphs in Figure 9, the capture interval
is 51.4 seconds at a sampling rate of 10 Hz.

In the second stage, the graphs returned to normal.
The results obtained were used to train the models (see

Table 5).
A 5-fold cross-validation method was applied to them.

The data was divided into two parts. The training set was
associated with the test set as 80% and 20% of all data,
respectively. The distribution structure of the training and
testing data is shown in Figure 20.
Identification of the transition between different layers of

rocks was carried out using binary classification. The first
class is the transition of the bit between two different layers,
and the second class is any other processes. When training

FIGURE 20. Illustration of the 5-fold method used to evaluate the
effectiveness of the proposed method.

TABLE 6. Accuracy of four different deep learning architectures.

FIGURE 21. Confusion matrices for the 1D-CapsNet and WFT-2D-CapsNet
methods.

and testing methods, graphs of a fully completed process of
transition between stable states were used.

Four methods were used: Basic-DCNNs, VGGNet-16,
1D-CapsNet, and WFT-2D-CapsNet. The first two have per-
formed well in image classification. These methods can be
studied in detail in Lee et al. [72]. The accuracy of detecting
a bit transition between two rock layers with different prop-
erties is shown in Table 6.

For a more detailed explanation, Figure 21 shows a com-
parison of the confusion matrix for the two highest perform-
ing of the four algorithms. These are two types of capsular
neural networks: 1D-CapsNet and WFT-2D-CapsNet, devel-
oped by the authors of the article.

On the basis of the results, we see that the WFT-2D-
CapsNet method performs better.

We singled out two more classes: bit movement in a layer
with a denser inclusion and bit movement in a layer with a less
dense inclusion or cavity. For classification, the WFT-2D-
CapsNet method was used. Figure 22 shows the confusion
matrix for this method.

For the second process.
The features of the second sample are that the fluctuations

of the drilling system occur involuntarily and it is quite
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FIGURE 22. Confusion matrix for the WFT-2D-CapsNet method.

TABLE 7. Number of measurement series used to determine the type of
vibrations that occurred in the drilling system.

difficult to track them. This explains the small number of
signal samples (Table 7). The damaged bit had significant
wear and large chips on 20% of the cutting elements of the
PDC bits.

The experiments were carried out in series of 5 to 20 sep-
arate measurements, 10 s each, with a difference between
measurements of up to 2 min. The preprocessing steps are
described in the Suggested Approach section of the Materials
and Methods chapter.

The initial processing of a series of experiments is shown in
Figure 23. According to the diagram of the second derivative
Figure 23(b), you can visually assess the degree of wear
and damage to the bit. The more chaotic the graph, the
more damaged the bit. On the frequency response of a series
of experiments in Figure 23(c) clearly shows the frequency
of oscillations generated in the drill string and the bit (the
highest maximum on the graph).

To increase the sample size, we use GAN. The structure
of the GAN is given in the Materials and Methods chapter.
To determine the quality of the GAN proposed by the authors,
the Frechet Inception Distance (FID) metric was used. You
can see more about it in the work] Lee et al. [72].

Three methods were used for comparison with correspond-
ing FID results:

Image transformation (IT) including (width shift, height
shift, horizontal flip, vertical flip, rescale) – 0.637 ± 0.022;
The GAN used in the work is 0.693 ± 0.021;

FIGURE 23. Initial processing of a series of experiments. a) diagram of
changes in the phase characteristics of the electrical signal; b) diagram of
the second derivative of a; c) frequency characteristics of a series of
experiments (Fourier transform); d) 2D model of each series.

GAN without Reduction module (instead of this module,
a Conv2D layer with a 3 × 3 core is inserted) - – 0.714 ±

0.021.
The FID values were calculated by averaging the original

400 samples and the generated 400 samples of three types.
GAN training periods are set to 150. Optimizer is Adam.
It can be seen that the FID values for IT areminimal because it
only performs a geometric transformation but cannot learn the
distribution of features in the original data. The GANmethod
we proposed is the second in terms of results, which indicates
that the data it generates are closest to the original and have
the best quality.

The results of the method are shown in the confusion
matrix (Figure 24).

To intuitively understand data differences between differ-
ent series of experiments, we use the t-SNE algorithm [69].
The data is taken at theWFT-2D-CapsNet class capsule level,
as shown in Figure 25.
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FIGURE 24. Confusion matrix for the WFT-2D-CapsNet method.

FIGURE 25. Using t-SNE to visualize data at the capsule level
WFT-2D-CapsNet: (a) series of samples; (b) generated GAN data.

TABLE 8. Distribution of series of experiments by classes.

As can be seen in Figure 25. The feature distribution
of the original and generated samples is almost consistent,
indicating that the proposed GAN-based data augmentation
strategy can effectively augment imbalanced data. A number
of clusters from different samples intersect, which indicates
the similarity of bit damage. Combining overlapping clusters,
we got 4 classes (Table 8). We are primarily interested in the
ordinary class. It’s detection accuracy Is 98%.

With an increase in the depth of the well, the oscillation
frequency of the drill string and the bit decreases (Figure 26).
This changes the 2D model.

We found that WFT-2D-CapsNet starts to err when the
training and test samples differ in depth by more than
50 meters. On average, the accuracy decreases by 2% for
every 50 meters of difference.

IV. DISCUSSION
In this paper, the effectiveness of using machine learning
methods for continuous monitoring of the state of the drill

FIGURE 26. Frequency response and 2D model of a series of experiments
under the conditions of the resulting vibration in the drilling system in
the case of an intact bit at different depths.

string and the bit is shown. As a data source, a phase metric
geoelectric experiment all set up was used, which made it
possible, firstly, to achieve a low time delay in detecting the
state of self oscillation of the drill string and the state of the bit
transition through rock layers with different properties, and
secondly, the degree of bit wear.

The phase metric geoelectric control method used has
increased accuracy and sensitivity to changes in the state of
the controlled object, which is unattainable using standard
amplitude methods. At the same time, it is not required to
place the system directly on the elements and structures of
the drilling rig.

The limitations of the method are: the need to solve the
problems of identify in extremely small geodynamic changes
in the near-surface zones of the geological environment,
the need to identify the initial signs of the development of
geotechnical processes, and the solution of the problem of
increasing noise immunity.

Approximate sound in depth - up to 1.5 km. In this case,
the electrodes must be spaced twice as far as the depth. The
installation was tested frequencies of the probing signal - up
to kilohertz Voltage - 1-2 kilovolts Power - 0.5 - 1 kW.

The results of modern rock surveys based onmeasurement-
while-drilling (MWD), logging-while-drilling (LWD) and
other tools that transmit downhole data collected to the sur-
face in near real time range from 70% to 96 % [74], [75],
[76]. The results obtained by us exceeded the best indicators
by 2-3%.

A significant result of the research is associated primar-
ily with the machine learning methods developed by the
authors of the article, which work on the basis of capsular
convolutional neural networks 1D-CapsNet and 2D-CapsNet.
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When conducting a comparative analysis with convolutional
neural networks (CNN), their accuracy is 3-7% lower. As an
example, Basic-DCNNs andVGGNet-16 were taken. Among
the capsular neural networks developed by the authors, 2D-
CapsNet turned out to be more accurate (its accuracy was
99% when determining the bit transition between rock lay-
ers). In addition, it uniquely identifies the oscillatory process
that has arisen on the drill string. The result of the method
is the classification of the operating state of the bit. From
our series of observations, we identified 4 classes of such
states. At this stage of the study, we are only interested in
the first option - a fully serviceable bit. The method proposed
by the authors separates this class from other classes with an
accuracy of 99%.

A. MAIN LIMITATIONS AND WIDER APPLICABILITY OF
THE METHOD
At this stage of the study, the method proposed by the authors
of the article can, with a probability of 99%, separate the
work of a serviceable bit from a bit with chips on it. In most
cases, you can work with such bits for some time. In further
work, it is planned to establish a criterion under which the
further operation of a damaged bit will be impractical or even
dangerous.

We found that WFT-2D-CapsNet starts to make errors
when the training and test samples differ in depth by more
than 50 meters. We believe that this shortcoming will be
eliminated with an increase in the number of experimental
samples taken at different depths.

It is planned to expand the research to a well depth of up
to 1.5 km.
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