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ABSTRACT The agricultural scene is a typical unstructured scene, which is intricate and heavily affected
by sunlight, weather, and other factors. Agricultural segmentation targets are generally small in size and
heavily obstructed. At the same time, image segmentation in agricultural scenes has strong application
scenarios, such as blooming intensity estimation, which refers to the estimation of the density and intensity
of blooms, fruit yield estimation, fruit harvesting positioning, and so on. Currently, CNNs dominate
semantic segmentation of agricultural scenes due to the significant computational constraints of using the
Transformer module. However, CNNs have several disadvantages, such as limited effective receptive fields
and the inability to capture global information, which significantly reduce their segmentation accuracy in
complex agricultural scenes. In addition, the simple upsampling process used in CNNs can result in blurred
segmentation edges and inferior performance. This paper presents a new semantic segmentation algorithm
based on SegFormer: PD-SegNet(Powerful Decoder SegFormer Network), which balances accuracy and
computational efficiency and combines dynamic kernel self-renewal with edge-aware optimization. The
proposed algorithm demonstrates outstanding performance in two typical agricultural scenarios: apple
blossom and apple fruit segmentation detection and sets a new state-of-the-art (SOTA) on the MinneApple
Apple segmentation dataset. Experimental results demonstrate that the proposed method outperforms the
baseline method in the segmentation of complex small targets. This algorithm can optimize the semantics
segmentation of small targets in complex scenes and contributes to the development of smart agriculture.

INDEX TERMS Smart agriculture, deep learning, semantic segmentation, object detection, transformer,
dynamic kernel, image edge optimization.

I. INTRODUCTION
The maturation of artificial intelligence technology and its
application in various agricultural scenarios, along with
the increasingly convenient and fast access to images, has
resulted in the development of mature AI applications in
agriculture, such as image segmentation. Image segmen-
tation has been applied to various agricultural tasks in
farming, orchards, and facility horticulture, replacing time-
consuming and repetitive agricultural operations, reducing
production costs while improving yields and quality. These
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tasks include autonomous navigation and obstacle avoidance
based on semantic segmentation, maturity detection, crop
quality assessment, yield estimation, and flowering intensity
estimation. These tasks share a common goal, which is the
extraction of agricultural elements (such as fruits, flowers,
and canopies) from the rest of the agricultural scene (such
as leaves, branches, and sky) using segmentation techniques.

In this type of problem, researchers have attempted to
detect different visual cues, including texture, color, and
shape, by using various sensors such as spectral cameras,
near-infrared (NIR) cameras, thermal cameras, and more.
They have employed various methods to achieve these tasks,
such as clustering, template matching, adaptive thresholding,
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and others. This process generally involves complex steps,
such as manually selecting features for combination and
image preprocessing, and the final results are closely related
to the selection of these steps [1], [2]. However, the majority
of these methods rely on hand-designed features, which
are sensitive to the environment and not easily generalized.
Furthermore, the features extracted by these methods are
specific to the crop object and highly susceptible to weather
conditions, lighting, and occlusion. With the development of
deep learning, it is now possible to use ordinary RGB images
to perform segmentation using abstract features learned
autonomously, with strong generalization performance.

Semantic segmentation is essentially an image-to-image
prediction task and has undergone significant development
since the introduction of fully convolutional networks
(FCNs) [3]. Prior to this, the understanding of semantic
segmentation was limited to region-level clustering. The
introduction of FCNs revolutionized semantic segmentation
by enabling pixel-level classification. Subsequent methods
can be seen as improvements and refinements of FCNs.
Most modern models are based on an Encoder-Decoder
architecture, where the encoder is designed to extract
image features, and the decoder maps these features to the
final segmentation mask. In the field of agricultural target
segmentation, several studies have applied segmentation
models to tasks such as plant leaf disease segmentation [4],
[5], [6], [7], segmentation of specific whole plants [8], [9],
[10], segmentation of plant leaves [11], [12], segmentation of
plant flowers [13], [14], [15], and segmentation of common
fruits or vegetables [16], [17].
The aforementioned works have a common feature: they

use CNNs for feature extraction and obtain feature maps.
However, CNNs have the following inherent limitations:

1) During feature extraction, it is necessary to reduce
the amount of calculation and conduct down-sampling,
which inevitably results in a feature map smaller than
the original image. When it is finally mapped to the
classification results, the upsampling work will affect
the final accuracy.

2) The segmentation task is limited to the convolution
operation itself, which only allows for local modeling.
Research has confirmed that the actual receptive field
of the convolution operation is far smaller than its
theoretical receptive field. [18].

Theoretically, we could optimize the above problem
by reducing downsampling and increasing the convolution
kernel size. However, such a design would inevitably result
in a doubling of computation and training time for each unit
increase in kernel size or reduction in downsampling rate.
Therefore, we require a new model to address this issue.

Since the great success of Transformer [19] in the field
of NLP, the superior performance has led to its introduction
to computer vision tasks, Dosovitskiy et al. proposed Vision
Transformer (ViT) [20] for image classification. Building
on the success of ViT, Carion et al. proposed DETR [21]
for object detection, and Zheng et al. proposed SETR [22]

for semantic segmentation. There are also Pyramid Vision
Transformer (PVT) [23], Swin Transformer [24], and other
vision decoders improved from ViT. Nevertheless, the tradi-
tional Transformer architecture, however, faces the following
challenges:

1) ViT outputs single-scale, low-resolution features, not
multi-scale features;

2) The cost of the Transformer is too high and very
inefficient, making it difficult to deploy in real-time
application scenarios;

3) For the semantic segmentation task, the position
embeddings mentioned in the traditional Transformer
architecture are very inefficient, and it is not necessary
for semantic segmentation.

Besides the imperfections of the model itself, the complex
agricultural scenario presents numerous challenges. In the
case of the outdoor orchard dataset MinneApple [25], for
example, there are still distinct challenges when compared
to other environments, as shown in Figure 1.
1) The small size of the segmentation targets, each image

contains 41.2 apple instances on average, but the
average size of each apple instance is only 40*40
pixels, accounting for only 0.17% of the original image
size;

2) Varying weather and lighting conditions lead to signif-
icant variations in saturation, brightness, and contrast
across the images;

3) the same semantic (apple) has different instance
features, such as variations in color, such as red and
yellow;

4) the same features belong to different semantics, such
as the abscission of fruits, which needs to be removed
from the segmentation results.

To address the issue of low accuracy in semantic segmen-
tation caused by the aforementioned model and the complex
nature of the scene, we propose a new Transformer-based
semantic segmentation system. We use an encoder: Mix
Vision Transformer(MiT), proposed in SegFormer gives con-
sideration to both efficiency and accuracy. For the lightweight
MLP decoder proposed in SegFormer, we optimize the
agricultural scene dataset for its small size, complex scene
structure, complex and dense small targets, and optimize the
segmentation core of semantic segmentation from the static
kernel to the dynamic kernel to increase their learning ability.

At the same time, an edge-aware post-processing module
is added, which greatly improves the edge information
of segmentation results. It has been verified under two
mainstream agricultural orchard scene datasets, and the
results show that our new algorithm gives consideration to
both efficiency and accuracy, providing a new idea approach
for subsequent segmentation and detection of similar scenes.

In section I, we provide an overview of our work.
In section II, we present a detailed description of our method
and the datasets used, with the most important being the
use of the Dynamic Kernel Head in section II-C2 to address
inter-kernel communication issues in semantic segmentation
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FIGURE 1. Some challenges in MinneApple: (a) Small target apples of
different species and characteristics. (b) Abscission of apples with yellow
coloration and normal apples in one scene. (c) and (d) Variations in
lighting and weather conditions.

for improved accuracy. Additionally, the Complex Points
Head is used in section II-C1 to improve segmentation
results at object edges. We arrange necessary and rich
experiments in section III to demonstrate the effectiveness
and real-time performance of our method and summarize
our achievements in section IV. The appendix includes some
auxiliary experiments and explanations that may be helpful
for reading the article.

II. METHODOLOGY
A. OVERALL NETWORK ARCHITECTURE
Nowadays, most of the semantic segmentation models follow
the Encoder-Decoder architecture, i.e., the encoder is used to
extract the image features, and the decoder is used to decode
the above features to complete the image segmentation. One
of its distinctive features is that it is an end-to-end learning
algorithm. Our method also follows this architecture, so we
introduce our method in the order of this architecture. The
overall architecture of our network is shown in Figure 2.

B. ENCODER
With the advent of the Transformer era, the most commonly
used encoders are the Vision Transformer and the Swin
Transformer. Asmentioned earlier, they have the drawback of
a large number of parameters and computational difficulties.

We use the hierarchical Transformer encoder: Mix Trans-
former encoder(MiT), proposed in SegFormer, to extract the
relevant features from agricultural scenes. It is characterized
by its low number of parameters and efficient computation.

The transfer-based encoder usually has the following steps:
for an input image I ∈ H×W×3, patch embedding the input
image, and convert the original 2D image into a sequence of
tokens I ∈ 1 × 1 × C , then add the corresponding position
embedding to input position information, and after passing
the Multi-Head Attention module, the encoder performs
Layer Normalization and residual connection.

Encoder(Iout ) = LN(Position(E-MSA(PE)(Iin))) + (Iin)

(1)

Among them, the Iin refers to the input image, PE stands for
patch embedding, E-MSA refers to an Efficient Multi-Head
Attention module, Position stands for position information,
and LN refers to the Layer Normalization, which is
commonly used in the Transformer structure.

As mentioned earlier, the positional encoding in the
encoder is redundant for semantic segmentation, the Multi-
Head Attention layer is the main source of computational
effort, MiT mainly makes the following optimizations:

1) Discard positional encoding, only use zero padding to
leak location information [26]. The implementation of
Mix-FFN used to accomplish this task is as follows:

Position(Iout ) = MLP (GELU (Conv3×3 (MLP (Iin))))

+ Iin (2)

Among them, MLP is the Multi-Layer Perceptron,
Conv3×3 is used to leak location information through
zero padding to the main implementation of convolu-
tion, GELU is the activation function in the process
of position coding, and ultimately also through the
residuals will be connected to the input and output.

2) In the Multi-Head Attention process, a reduced multi-
plicity factor R is used to shorten the sequence length
of K (Key) and Q(Query), reducing the computational
complexity of the entire attention(Q,K ,V ) by a factor
of R.

Attention(
Q
R

,
K
R

,V ) = Softmax


Q
R
K
R

⊤

√
dhead

V . (3)

The final multi-scale feature map contains both shallow,
high-resolution basic semantic information and deep, low-
resolution abstract semantic information. The rich multi-level
information is important and useful for the merits of our next
decoding and segmentation work.

C. DECODER
The original decoder in SegFormer is very minimalist,
consisting of only MLPs. Since the Transformer encoder has
a larger perceptual field than the traditional CNNs, it can
be designed without redundant manual components, and the
MLP can be used for uniform sizing, upsampling, feature
fusion, and final prediction:

Decoder(Iout ) = Linear(Linear(Upsample(Linear)Iin)) (4)
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FIGURE 2. The entire network architecture consists of an orange encoder, which generates four different sizes of feature maps. The
green decoder includes MLP that produces a coarse segmentation result, and the Dynamic Kernel Head that updates the
convolutional kernel parameters and segmentation result in real-time to obtain a fine segmentation result. The blue post-processing
module of the decoder uses the Complex Points Head to classify error-prone points in the segmentation boundary, resulting in a
single-channel image with a completed classification.

Among them, the underlying implementation of both Linear
and Upsample are MLPs, from inside to outside:
1) Linear: Implements channel size unification;
2) Upsample: Upsamples the features to 1/4 of the

original size and stitches them together based on
channel size;

3) Linear: Fuse the stitched features;
4) Linear: Use the final fused features obtained in the

previous step for segmentation prediction.
However, the original decoder performs well for the seg-
mentation of large targets, but it produces unsatisfactory
results for small targets. We trained on Cityscapes [27],
a dataset with various scale target types. Some training
results are presented in Table 9. Therefore, there is room for
further optimization of the MLP decoder for our agricultural
scenario.

1) DYNAMIC KERNEL HEAD
The reasoning process of semantic segmentation can be
summarized as follows: a set of masks is generated by a set
of convolutional kernels, with each mask segmenting only
one class of objects in the image and different kernels being
responsible for generating masks for different objects. With
the original decoder in II-C, a set ofmasks is generated, which
is essentially a prediction of the kernel on whether each pixel
belongs to its corresponding group. However, since there are
differences in appearance and scale among each instance in
the corresponding group, our convolutional kernels need to
have a stronger discriminative capability.

We were inspired by the dynamic kernel updating mech-
anism in K-Net [28]. After obtaining rough segmentation
results, we dynamically update the kernels based on the
semantic information within different segmentation kernels
in an attempt to enhance the information exchange between
the background segmentation kernel and the foreground

FIGURE 3. Dynamic Kernel Head: Enhanced convolutional kernels for
more accurate segmentation results.

segmentation kernel during the segmentation process and
obtain more outstanding segmentation results and accuracy.
As shown in Figure 3, dynamically augmenting the convo-
lutional kernels with the content in the feature map. The
operation of the Dynamic Kernel Head can be outlined in two
steps as follows:

1) Kernel Update Head: Kernel dynamicization based
on the mask and feature map. The input feature
map generated by Encoder:F ∈ RB×C×H×W ,mask
prediction generated by MLPs:M ∈ RB×N×H×W ,
create K kernels such that each kernel corresponds to a
pixel group: K ∈ RN×C , Firstly, the assembled feature
is obtained by multiplying the input feature map F
with the mask prediction Mi−1 generated by the MLP.
Secondly, the kernel is adaptively and dynamically
updated through a kernel update method that weights
and sums the kernel Ki−1 and the group features
obtained by multiplying the assembled feature with
Ki−1 elements:

Kĩ,Mĩ = fi (Mi−1,Ki−1,F) (5)

Among them, F represents the input feature map, K
represents the kernel used for classification, and M
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represents the mask obtained after segmentation, F
stands for the kernel update method.

2) Kernel Interaction: Globalize the information in the
kernel, i.e., communicate information between ker-
nels. This is implemented through Multi-Head Self-
Attention & Feed-Forward Neural Network, The final
updated segmentation kernel Ki is obtained, and after
passing the activation function, normalization layer,
and fully connected layer, the new mask prediction is
generated through interaction with F:

Ki = MSA(FFN(Kĩ))

Mi = FC-LN-RELU(Ki) ∗ F (6)

Among them, MSA and FFN stand for Self-Attention
& Feed-Forward Neural Network, FC denotes Fully
Connected Layer, LN represents Layer Normalization,
RELU is the activation function used during kernel
interaction, and F refers to the input feature map. Ker-
nel Interaction enables different kernels to exchange
information with each other, i.e., to provide contextual
information that allows kernels to implicitly exploit the
relationships between groups of images.

This process can be iterated enough times, based on the actual
computation volume, to generate kernels with an enhanced
ability to differentiate between front and back views. With
this component, we finally obtain the updated semantic
masksM , shape(B,C, H4 , W4 ), and the updated classification
convolution kernel K.

2) COMPLEX POINTS HEAD
It has been shown that in semantic segmentation, the pixels
most likely to be misclassified by the model are typically
located at the edges of objects [29]. The main reason for the
blurred boundaries is attributed to the upsampling process,
which is used to restore the final semantic masks in II-C1) to
the size of the original image. The upsampling process leads
to poor edge effects.

After passing through theDynamicKernel Head, we obtain
updated semantic masks that are only one-quarter the size
of the input image. Directly upsampling these masks would
inevitably result in blurred boundaries and high segmentation
errors. Therefore, we abandon the traditional upsampling
approach and instead utilize a new upsampling method
optimized for accurately segmenting object edges [30],
providing better performance on the challenging-to-segment
edge regions of objects. The specific component structure is
shown in the Figure 4.

The Complex Points Head accepts a feature map with C
channels: F ∈ RB×C×H×W . It first picks locations where
the values are likely to be significantly different from their
neighbors, makes higher resolution predictions from the most
uncertain points that are on a small number of possible
object boundaries (red points), and performs the normal
upsampling method on the other points to finally obtain the
labelsM ∈ RB×N×H×W .When the featuremap is smaller than
the original image resolution:

FIGURE 4. The figure shows the network structure of Complex Points
Head, which optimizes the segmentation results of difficult-to-separate
edge points through this structure.

1) Perform direct 2-fold bilinear interpolation upsampling
to obtain coarse prediction;

2) Point Selection: Randomly oversample KN points
(K > 1) from the uniform distribution, and select the
most uncertain βN points (β ∈ [0, 1]) from the KN
candidate points by interpolating the coarse prediction
values of allKN points and calculating the task-specific
uncertainty estimate. The remaining (1−βN ) points are
sampled from a uniform distribution. Finally, obtain N
‘‘difficult pixels’’ ;

3) Point-wise feature representation: Obtain the feature
representation of N difficult points, which consists
of two parts, low-level features: fine-grained features,
obtained by bilinear interpolation on the feature map,
and high-level features: coarse prediction, obtained by
step 1;

4) Use MLP to calculate the representation vector and
obtain new predictions.

In the end, we used this up-sampling method, we obtained
a single-channel segmentation result that has the same
size as the input image. Furthermore, since the additional
computation is focused only on the ‘‘difficult pixels’’ we
selected instead of being applied globally, the work efficiency
of this module is exceptionally high. Subsequent experiments
demonstrate that the computational cost of this up-sampling
method is extremely low, while significantly improving the
edge area, particularly in the AppleA Flower dataset which
has complex edges.

D. DATASET
We selected two benchmark datasets as the subjects of our
experiments: the MinneApple apple fruit dataset [25] and the
AppleA apple flower dataset [13]. These datasets correspond
to different growth stages of the same agricultural product,
as shown in Figure 5.

The Minneapple dataset contains approximately
1000 images, with over 40,000 accurately segmented
individual apples. Each individual has unique features
and is influenced by the environment, and the extreme
class imbalance between object instances and back-
ground pixels is also one of the challenges we face in
our work.
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FIGURE 5. Two datasets with different characteristics: (1st line)MinneApple: Detection of dense targets and
more environmental occlusions. (2nd line)AppleA Flower: Detection of target shape irregularity and edge
complexity.

TABLE 1. Dataset details.

TABLE 2. Comparison before and after AppleA Flower changes.

In the AppleA Flower dataset with ultra-high resolution,
less than 5% of the image area contains the flowers we
need to detect. Compared to apple fruits, the boundaries of
apple flowers are more complex and variable, making them
difficult to segment. This poses a challenging task for feature
extraction in our segmentation method.

More detailed information about the dataset is given in the
following Table 1.

Since the AppleA dataset has high data accuracy
and requires large computational resources, we followed
traditional remote sensing image processing methods
[31] and split the dataset images into segments of size
864 × 864. To avoid cropping the original image and
introducing artificial borders that may impact the final
training results, we set the sliding step to be smaller than the
split size, which was 432 × 432. The dataset before and after
splitting is shown in Table 2.

III. RESULTS
A. TRAINING DETAILS
We implemented our dataset and network structure code on
the open-source platform MMSegmentation [34]. By using
pre-trained model weights from ImageNet [35], we were able
to accelerate our training process. Additionally, we applied
a consistent image pre-processing process to all comparison
networks, which included:

1) Riseze: Change the image size;
2) RandomCrop: Randomly crop the image size;
3) RandomFlip: Random flip images and their annota-

tions;
4) PhotoMetricDistortion: Optically distort the current

image and its annotations using a number of methods;
5) Normalize: Normalize the current image;
6) Padding: Padding the image to the specified size.
We used four NVIDIA GeForce RTX 3090 GPUs for

the training computation and trained for 30k iterations per
experiment. We used the software versions listed in Table 3.

B. EFFECTIVE RECEPTIVE FIELD
As mentioned earlier, an advantage of the Transformer
architecture over traditional CNNs is its larger receptive field,
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TABLE 3. Table of software frameworks and their versions.

FIGURE 6. Effective receptive field visualization, the first row is the visualization result of
DeepLab V3, the second row is the visualization result of our method, and from left to right is
the initial layer, middle layer and end layer of the network feature map.

which is beneficial for achieving better segmentation results
by incorporating global information during segmentation.
In this section, we conduct experiments to verify that the
Transformer-based encoder has a larger receptive field than
traditional CNNs. We visualize the effective receptive field
using a representative DeepLab V3 network with our method,
building on the concept first proposed in [18]. The results are
shown in Figure 6.

We selected all 331 validation images from the Min-
neApple dataset as our experimental data. For each image,
we selected the center point of the picture as the object of the
experiment and calculated the degree to which information
from all other points in the image affects it. By obtaining the
gradient information for all points with respect to the center
point and normalizing the results after accumulating them for
all images, we obtained a visually clear final visualization
image.

The results showed that conventional CNNs had aGaussian
distribution of influence on the centroids, with the area
concentrated near the centroids. In contrast, our method had
a wider area of influence with a more uniform degree of
influence on the centroids. These results demonstrate that our
method has more effective receptive fields.

C. MODEL ACCURACY
To demonstrate the superiority of our method, we conducted
a comparative experiment with several excellent classic
and advanced algorithms. Among them, FCN and DeepLab
V3 are traditional CNN segmentation algorithms, which
are still vital, and FCN is the pioneer of traditional

FIGURE 7. TP, FP and FN.

CNN algorithms. NLNet [36] and CCNet [37] are typical
representatives of introducing global attention mechanism
in the decoder. NLNet is also a pioneer in capturing
long-range dependencies. In addition, we also selected
UPerNet [38], which uses the powerful Swin Transformer
[24] as an encoder, to participate in our comparative
experiment.

Due to the limitation of hardware computing power,
we followed the principle of similar computational complex-
ity. For the CNN encoder, we used ResNet 50-d8 [39] as
its backbone, where, compared with default ResNet [40],
ResNet-d replaces the 7×7 conv in the input stem with three
3× 3 convs. And for the Swin Transformer encoder, we used
Swin-Tiny as its backbone. For MiT, we chose MiT-B2 as its
backbone.

We chose Intersection over Union (IoU) and Pixel
Accuracy (Acc) as the evaluation criteria for semantic
segmentation, as they are commonly used. Since all the
agricultural segmentation scenes in this experiment are
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TABLE 4. Comparison results on MinneApple.

TABLE 5. Comparison results on AppleA Flower.

TABLE 6. Results of ablation experiments.

binary classification, we also used the common evaluation
index in medical image binary segmentation, Dice Similarity
Coefficient(Dice), as a supplementary evaluation. Figure 7
illustrates the definitions of TP, FP, and FN, and the formula
below explains the difference and connection between IoU
and Dice.

Dice =
2TP

2TP+ FP+ FN
=

2|X ∩ Y |

|X | + |Y |

IoU =
TP

TP+ FP+ FN
=

|X ∩ Y |

|X | + |Y | − |X ∩ Y |
(7)

where X is our segmentation result, and Y is the ground truth.
Table 4 presents the results of each method on the

MinneApple dataset. Our excellent data pre-processing
and network design, combined with optimization of the
framework for semantic segmentation, resulted in our metrics
achieving state-of-the-art (SOTA) scores compared to the
results of the MinneApple Fruit Segmentation Challenge
competition [41] released by the University of Minnesota.
Table 5 shows the results of each method on the AppleA

Flower dataset.

D. ABLATION EXPERIMENT
Ablation experiments are a common method used to evaluate
the importance of different components in amodel or method.
By systematically removing or modifying each component,
we can measure the impact on the overall performance.
In the field of computer vision, ablation experiments can
help us understand how algorithms work, test hypotheses,
and find directions for optimization. Through ablation
experiments, we can quantitatively evaluate the performance
of each component and provide valuable guidance for further
improvement of the algorithm.

To demonstrate the effectiveness of each module in our
method, we conducted ablation experiments on two datasets,
as shown in Table 6. The experimental results demonstrate
that each of our modules is useful and essential for improving
the final overall segmentation accuracy.

The Dynamic Kernel Head and Complex Points Head
upsampling modules effectively improve the accuracy of the
segmentation metrics.

In our task, each semantic kernel corresponds to a unique
semantic class, allowing it to learn to segment the same
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TABLE 7. Results of computational volume experiments.

FIGURE 8. Scatter chart for MinneApple: The x-axis represents the
parameter quantity in millions, while the y-axis represents CIoU.

category in each image. We enhance the kernel by utilizing
image information, allowing each segmented kernel to obtain
pixel group information corresponding to the kernel through
the preliminary mask. This enhances its discriminative abil-
ity, and the kernel interaction operation allows the segmented
kernel to obtain new global information. Experimental results
demonstrate that this module improves the performance of
the original segmentation method, resulting in more accurate
mask predictions. The Dynamic Kernel Head increased CIoU
by 0.15% and 1.72% on two datasets, respectively.

Additionally, to confirm that our method is more accurate
at segmenting object edges, we presents some segmentation
results in Figure 10 and 11. It can be seen that our
upsampling module is very effective for processing difficult
segmentation points in the edge region, by detecting and
re-segmenting difficult segmentation points, improving both
accuracy and the perception of the segmented image edges.
These optimizations are not only reflected in the observation
of the resulting images but also in the data. The Complex
Points Head increased CIoU by 1.39% and 1.98% on both
datasets, respectively.

Our two methods did not show a significant improvement
in the MinneApple dataset compared to the FlowerA dataset.
This is because, compared to flowers, the boundaries of
fruits are less complex and easier to be extracted from
the surrounding environment. On the other hand, flowers
have complex contour shapes and are more difficult to be

FIGURE 9. Scatter chart for AppleA Flower: The x-axis represents the
parameter quantity in millions, while the y-axis represents CIoU.

segmented from the surrounding branches and other complex
environmental factors.

E. COMPUTATIONAL VOLUME EXPERIMENTS
For a good semantic segmentation algorithm, high segmenta-
tion accuracy alone is not enough. The algorithm should also
have a small computation and number of parameters, making
it easy to deploy in real-time. We will perform the following
experiment: we will use an image of size I/[3×2048×1024],
run it through the entire network process, and calculate the
number of floating-point operations (FLOPs) and parameters
(Params) required to process the image.

In practical work, factors other than FLOPs and Params can
also affect the training and inference speed, such as memory
read and write speed and frequency. Therefore, we took
the training data in the MinneApple dataset as an example
and calculated the number of images processed per second
(FPS) for various networks to more intuitively reflect the
computational speed of the model. We used one GPU and
explicitly set the number of training samples to 1 and the
number of data-loading subprocesses to 2. Since the first
several iterations may be very slow, we skipped them and
calculated the average value of 200 iterations. The results of
the above three experiments are shown in Table 7.

Compared to the baseline, our algorithm has an acceptable
decrease in computational cost while yielding excellent
performance improvements compared to other algorithms.
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TABLE 8. Results of comparison with previous studies.

Our method also has an absolute advantage in terms of
computational and parametric numbers.

The experimental results indicate that the added com-
putation and parameters are primarily concentrated in the
dynamic kernel self-updating module. Moreover, our method
has evident advantages in terms of the number of parameters
compared tomainstreammethods. Ourmethod employsmore
complex decoder and processing modules, but compared
to other state-of-the-art methods, our processing speed still
ranks among the top and is even faster than methods
with similar accuracy. Consequently, the backbone could be
enhanced to MiT-B3 or even MiT-B4, which has a more
robust feature extraction capability, in future work.

We have plotted two scatterplots Figure 8 and Figure 9with
the number of parameters for each model as the horizontal
coordinate and the CIoU as the vertical coordinate, which
shows that our method achieves excellent accuracy compared
to the mainstream model while still having a large advantage
in the number of parameters. This is highly advantageous
for later deployment and real-time inference. We believe that
the proposed network will perform well on other tasks with
similar complexity.

F. COMPARISON WITH PREVIOUS STUDIES
We have consulted numerous other excellent works and
compared our results with them to demonstrate the superior
accuracy of our network model. It should be noted that the
comparison results below are for reference only, as the pre-
processing and hardware conditions of each work vary and
cannot rigorously reflect the advantages and disadvantages
of various methods.

1) PREVIOUS STUDIES ON MINNEAPPLE DATASET
In paper [25], the authors conducted experiments using four
different methods: UNet without preprocessing, UNet with
ImageNet preprocessed weights, the semi-supervised method
based on Gaussian Mixture Models, and the user-supervised
method based on Gaussian Mixture Models. In paper [42],
the authors proposed an effective method based on Mask R-
CNN for segmenting apples in the MinneApple dataset. For
competition [41], we included the previously best-performing
result in our comparison.

2) PREVIOUS STUDIES ON APPLEA DATASET
In paper [13], the authors achieved precise flower seg-
mentation by using the Clarifai CNN architecture to clas-
sify individual superpixels. We refer to this model as
SPPX+CLARIFAI. In paper [14], the authors proposed a
novel end-to-end residual convolutional neural network that
clusters pixels using Monte Carlo region growing based
on seed points provided by the semantic segmentation
network. This method further improved the accuracy of
flower segmentation and is referred to as DeepLab+RGR.
In paper [43], the authors implemented a new post-processing
module, where the contours of recognized objects were
extracted through energy minimization of the original image
and recognition result using the method of level set evolution.
This model is referred to as DeepLab+SCL. In paper [44],
the authors proposed a self-supervised learning strategy to
improve the sensitivity of the segmentation model to different
flower species by using automatically generated pseudo-
labels. This approach, referred to as SSL (self-supervised
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FIGURE 10. The first row shows the segmentation result without boundary optimization, while the second
row shows the segmentation result after boundary optimization.

FIGURE 11. The first line shows the segmentation result without boundary optimization, while the second line
shows the segmentation result after boundary optimization.

learning), was experimentally combined with the RGR post-
processing module. The specific results are shown in Table 8.

IV. CONCLUSION
The paper proposes a Transformer-based semantic seg-
mentation network structure that achieves good results in
two segmentation tasks involving unstructured agricultural
scenes. These scenes are greatly affected by environmental
and lighting conditions. The network achieves these results
by accurately extracting global and local contextual infor-
mation from multi-scale feature maps and by employing a

clever decoding and upsampling process. According to the
experimental results, we can clearly see that our method takes
into account both efficiency and accuracy. Compared with the
baseline network SegFormer-B2, we only increased 7.06M
parameters but improved 3.7% CIoU on the AppleA Flower
dataset, 1.54% CIoU on the MinneApple dataset. Moreover,
our method still has a significant advantage over mainstream
models in terms of the number of parameters, which is very
beneficial for post-deployment and real-time inference. In the
future, we plan to conduct experiments using this network for
instance segmentation of crops.
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TABLE 9. Partial results of SegFormer (MiT-B0) network on Cityscapes
dataset.

APPENDIX A
BOUNDARY OPTIMIZATION
We have compared the results of the two datasets before and
after adding the Complex Points Head module and put them
in the appendix for reference.See Figure 10, Figure 11 for
details.

APPENDIX B
CITYSCAPES RESULTS
We provide a partial score of the SegFormer (MiT-B0)
network on the Cityscapes dataset to illustrate its limitations
for small target segmentation, see Table 9 for details.

APPENDIX C
ABBREVIATIONS
The following abbreviations are used in this manuscript:

CNN Convolutional Neural Network
E-MSA Efficient Multi-Head Self-Attention
FC Fully Connected Layer
FFN Feed Forward Networks
FLOPs floating-point operations
FN False Negative
FP False Positive
GELU Gaussian Error Linear Unit
IOT Internet of Things
IoU Intersection over Union
LN Layer Normalization
MSA Multi-Head Self-Attention
MLP Multi-Layer Perceptron
NLP Natural Language Processing
PD-SegNet Powerful Decoder Segformer Network
PE Patch Embdding
RELU Rectified Linear Unit
TP True Postive

APPENDIX D
CODE
The code is available at https://github.com/plainzzj
/PD-SegFormerNetwork.
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