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ABSTRACT The reliance on Online Social Networks (OSN) for both formal and informal social interactions
has dramatically changed the way people communicate. In this paper, a novel Social Behavioral Biometric
(SBB), human micro-expression, is introduced for person identification. An emotion detection model is
developed to extract emotion probability scores from person’s writing samples posted on Twitter. The
corresponding emotion-progression features are extracted using an original technique that turns users’
microblogs into emotion-progression signals. Finally, a novel social behavioral biometric system that
leverages rank-level weighted majority voting to achieve an accurate person identification is implemented.
The proposed system is validated on a proprietary benchmark dataset consisting of 250 Twitter users. The
experimental results convincingly demonstrate that the proposed social behavioral biometric, human micro-
expression, possesses a strong distinguishable ability and can be used for person identification. The study
further reveals that the proposed social behavioral biometric outperforms all the original SBB traits.

INDEX TERMS Biometric security, emotion extraction, emotion progression signals, human
micro-expression, natural language processing, person identification, social behavioral biometrics.

I. INTRODUCTION
Biometric systems are known for establishing an individ-
ual’s identity based on distinctive physical or behavioral
characteristics. Physiological biometric systems encode the
physical traits of a person to build a template that is
used for a person’s recognition. Physiological biometrics
such as fingerprint, iris, palm, face, and hand geometry,
are most frequently employed [1], [2]. Unlike physiolog-
ical biometrics, behavioral biometric systems emphasize
behavioral patterns and actions a person innately possesses,
including how a person speaks, walks, types, and signs
documents [3], [4]. The advancement of social media has
recently given rise to a new type of biometrics called
Social Behavioral Biometrics (SBB). The domain of social
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behavioral biometrics studies a person’s social interactions
and communication patterns to establish the identity of the
person [5]. As the number of users on social media platforms
has exploded, Online Social Network (OSN) platforms have
become a rich source of data that can reveal the critical
traits of user’s behavior. By using these behavioral footprints,
SBB has been successfully applied in person authentication,
anomaly detection, behavioral analysis, risk assessment,
situation awareness, and other domains [5], [6].

Exploiting behavioral properties for biometric identifi-
cation is an emerging research direction in the field of
social behavioral biometrics. Recent researches have studied
the retweet network, the Uniform Resource Locator (URL)
network, the reply network, the hashtag network, and the
temporal network as biometric traits [7], [8], [9]. Utilizing
these social behavioral biometrics creates a pathway for the
development of application for ensuring better cyberspace,
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security, and surveillance [10]. Furthermore, these SBB
traits can be widely applied in digital banking [11], online
fraud detection [12], [13], trustworthiness detection in social
media [14], [15], sexual predators detection [16], understand-
ing psychological states [17], mental illness prediction [18],
and early depression detection [19].

Human micro-expression, also referred to as expressive
emotion, is the behavioral reactions a person elicits to their
day-to-day interactions in a social context. This paper, for
the first time, considers human micro-expression extracted
from text as an SBB trait and investigate an essential question
whether expressed emotions have patterns when expressed in
online social settings. Specifically, the following questions
are answered:
• Does the progression of emotion (human micro-
expression) over time exhibit a distinctive pattern among
online social network users?

• Can human micro-expression be used as a social
behavioral biometric for person identification?

The following contributions are made in this paper:
• A novel social behavioral biometric: human micro-
expression, is introduced for the very first time in the
field of Social Behavioral Biometrics.

• Emotion probability scores of each microblog posted
by OSN users over a one-year period are extracted
by the developed emotion detection system. These
emotion probability scores are subsequently used
to develop the proposed social behavioral biometric
system.

• A novel algorithm is introduced to generate emotion
signals and the corresponding emotion-signal maps
of a user, generated while maintaining the temporal
order of tweets. Furthermore, the emotion-progression
features are extracted for training machine learning
classifiers.

• A rank-level fusion technique based on weighted
majority voting is applied to perform user identification.
The proposed method achieves high recognition rate on
a benchmark dataset.

A performance comparison analysis between the proposed
human micro-expression SBB trait and the original SBB
traits is provided, to demonstrate that the proposed human
micro-expression biometric outperforms all the original
SBB traits introduced in [7] and [9]. The proposed human
micro-expression biometric has a potential to become
one of the most potent social behavioral biometrics,
with additional research introducing more in-depth tech-
nical breakthroughs in emotion-progression representation.
The proposed human micro-expression trait may be fur-
ther used for person identification in online biometric
systems.

The rest of the paper is organized as follows: Section II
presents the existing research in the domain of SBB,
section III describes the proposed methodology, followed
by analyzing the experimental results in section IV. Finally,
a conclusion is made with discussion of potential areas for
further research.

II. LITERATURE REVIEW
Social behavioral biometrics is a relatively new area of
research introduced in 2014 [5]. Since then, there have
been follow-up research and innovation in the field of
SBB [14], [16], [20].

The study [16] presents a social behavioral biometrics-
based sexual predator detection system for online conver-
sations. For the sexual predator identification system, the
authors extract SBB attributes, including turn-taking and
reaction time, from textual interaction data. The article shows
how SBB features may improve online safety and detect
potentially harmful individuals. In [20], an intelligent add-
on method utilizing the SBB features is proposed to improve
the personalized services and security in Internet of Things
(IoT) devices. The authors demonstrate that by incorporating
continuous verification intelligence in smart devices with
SBB characteristics, a user verification rate of over 90% is
achievable. Recently, extracting personality aspects of OSN
users as a form of SBB feature was investigated in [14] to
detect the trustworthiness of users. The method detects online
trustworthiness with a high recognition accuracy, showing
the potential of using SBB traits to improve trust in online
interactions.

Sultana et al. [21] proposed the formal framework of
unimodal and multi-modal SBB systems based on the users’
social interactions and patterns. The same authors in [7]
introduced a handful of social behavioral biometrics and
discussed the theory known as Dunbar’s number [22],
according to which a person can only establish stable social
relationships with 100×250 acquaintances. Although online
social networks permit users to have thousands of social
connections, research indicates that this theoretical cognitive
limit also applies to OSN users [23]. This lends to the idea
that the smaller set of friends with whom a user maintains
long-term interactions may exhibit user-specific behavioral
features. Based on this fact, one of the earliest types of social
behavioral biometrics appeared to be a reply network [7],
a social behavioral biometric that generates the statistical
patterns of how frequently OSN users respond to their
virtually connected acquaintances. Similarly, another SBB
trait, retweet network, is established based on the fact that
a user retweets a small set of preferred acquaintances [7].
The network is developed in a similar manner, with edges
denoting retweet relationships and log frequencies of edge
weights being calculated. Reportedly, the performance of the
reply network is superior to that of the retweet network for
person identification.

A hashtag profile [7] is proposed as an SBB trait
that extracts the hashtag-sharing behavior of an user. The
hashtag profile captures the interests and preferences of an
OSN user online. A Term Frequency - Inverse Document
Frequency (TF-IDF) [24] method was applied to all the
available hashtags in the corresponding dataset to generate
the weighted hashtag profile of a particular user. A URL
network [7] is also introduced that extracts users’ preferred
online social platforms and sharing patterns in OSN.
Since several social media platforms—Facebook, Twitter,
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YouTube, Instagram, etc.—are popular among OSN users,
TF-IDF weights are used to build the URL network. The
user recognition performance of the hashtag network is
found to be superior to the URL network. However, the
performance of both networks is inferior to reply and
retweet networks. Further, a new SBB trait called temporal
profile [25] is proposed, which uses the statistical temporal
information about an individual’s OSN activity for online
user recognition. The temporal profile generates data such
as the average probability of tweeting per day, the average
probability of tweeting per hour, the tweeting pattern in
seven-day intervals, the time of tweeting in seven days, etc.
Based on the experiment, the temporal profile demonstrated
the lowest performance compared to the other SBB traits.

Recently, the psychological aspect of an individual exhib-
ited in social media interactions has grown in popularity as
a research topic for identifying the better social behavioral
biometric. The study [26] investigated the OSN users’ social
interactions represented in the form of microblogs and
analyzed the distinctive contextual nature of microblogs
using state-of-the-art contextual embedding techniques to
comprehend and identify users’ personalities reflected in
online social interactions. In addition, the emotional stability
of OSN users, which can be derived from the users’ shared
social interactions, has garnered a great deal of attention.
In [27], [28], and [29], rigorous approaches were carried
out to analyze the role of gender, which may influence
the way people share their innate feelings on social media
platforms. These studies reported that males and females
express emotions differently through writing on OSNs.

One of the key takeaways from the psychological and
emotional aspects of OSNs is that from users’ social
interactions online, the psychological and emotional states
may be identified. However, to the best of our knowledge,
it was not yet studied whether a person can be identified
from their emotional patterns over time demonstrated in his
or her social media interactions. Furthermore, in respect
to the established SBB traits mentioned earlier, one of
the primary limitations is that most of the SBB traits are
highly dependent on the generation of statistical and count-
based features. The efficacy of the SBB traits becomes
significantly limited if insufficient data from each user
exists to generate the statistical features [6]. The progression
of emotion, introduced in this paper, maintains different
emotion probability scores of a particular microblog at a
given time without relying on any statistical and count-
based features. Importantly, the emotion progression can
track the changes in emotions across multiple microblogs,
allowing to dynamically evaluate the similarity across the
sets of microblogs during a specific time period. Hence,
the progression of emotion can be a suitable SBB feature
to represent a person uniquely, overcoming the drawback
of the prior SBB traits. Finally, the progression of emotion
can offer a novel way to comprehend a person’s emotional
and psychological states, which is not achievable with the
contemporary SBB features.

III. METHODOLOGY
A. OVERVIEW
This research introduces a novel social behavioral biometric,
human micro-expression, for person identification online. An
emotion detection model is initially trained and optimized to
extract emotion probability scores from microblog samples
of OSN users. The developed emotion detector extracts the
emotion classes of angry, fear, sadness, love, joy, and surprise
along with their corresponding probability scores from
each microblog. Furthermore, multiple emotion-progression
signals are generated for each of the users. Dynamic
Time Warping algorithm [30] is then utilized to extract
emotion-progression features which represent the similarities
across emotion signals over time. Later, the extracted emotion
progression features are used to train machine learning
models to identify users. Lastly, rank-level fusion with
weighted majority voting, also known as weighted Borda
count [31], is utilized to the identification rate of the individ-
ual classifier to improve the accuracy of person identification.
The overall architecture of the proposed system is depicted in
Fig. 1.

B. EMOTION EXTRACTION
The emotion detection model developed in this work takes
a single microblog as an input and calculates the probability
scores of six emotion classes: anger, fear, sadness, love, joy,
and surprise. These emotion classes are chosen due to the
availability of a relevant and benchmark dataset with suffi-
cient data that are crucial for developing an emotion detection
model as accurately as possible in terms of its performance.
The system performs standard text preprocessing techniques
by removing hashtags, punctuations, URLs, stop-words, etc.,
followed by tokenization and Porter stemming [32]. For
feature extraction, a frequency-based vectorization technique
called TF-IDF [24] is utilized. TF-IDF is a widely used
feature extraction technique that captures the importance of
a word in a document corpus. It assigns a weight to each
term based on its frequency of occurrence in the document,
and inversely proportional to the number of documents in the
corpus that contain the term [24] This allows for accurate
sentiment and emotion analysis, information retrieval, and
text classification. For emotion detection, in particular,
TF-IDF is still widely used because it is faster thanmost of the
deep learning-based pre-trained models and provides similar
results [33], [34].

After the final input representation is created by the
extracted features, Support Vector Machine (SVM) [35],
Extreme Gradient Boosting (XGBoost) [36], and Multi-
nomial Naïve Bayes (MNB) [37] models are trained.
The hyper-parameters are tuned using grid search cross-
validation [38] technique. According to the experimen-
tal results, XGBoost outperformed SVM and MNB
for emotion extraction. Therefore, XGBoost is cho-
sen to extract probability scores of the six emotion
classes.
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FIGURE 1. Overall architecture of the proposed method.

C. PROPOSED EMOTION SIGNAL REPRESENTATION
One of the primary contributions of this research is to
represent users’ expressed emotions extracted from their
writing samples as emotion signals.

We propose the following strategy to effectively represent
the progression of emotions of a person. Let N be the total
number of availablemicroblogs of a user andm be the number
ofmicroblogs to be considered to construct an emotion signal.
Thus, an emotion signal,Es, of a user can be represented using
formula (1):

Es =
{
ei, ei+1, ei+2, ..., em

}
, iϵ[1 : m],mϵ[1 : N ] (1)

where e represents the emotion probability score of a single
emotion class of ithmicroblog of a user represented over time.
The index of microblogs, i, in an emotion signal is defined
as i = {1, 2, 3, ...,m}. The total number of unique emotion
signals of a user that can be constructed from the available
microblogs is denoted by t:

t =
N
m

(2)

where t is the floor or ceiling integer value of the resulting
number. This allows the proposed method to function even
when the emotion signals are not equal in length. Therefore,
the set of unique emotion signals of a user is:

E =
{
E1
s ,E

2
s ,E

3
s , ...,E

t
s

}
(3)

Each Es in set E denotes a unique emotion signal from
a specific time period that can be constructed using the

formula (1). The order of Es is followed linearly in
order to make the emotion signals, E , successive to its
precedent signal. The first emotion signal in E constructs
from index, i = 1 through m and the following signals
follow the successive order of the indexes. For instance,
we have 200 microblogs (i.e. tweets) with the corresponding
timestamps of a user, and our goal is to reflect the progression
of the user’s emotion signals. The order of the microblogs
is sorted from the oldest to the latest. Now, let’s consider
m = 50 microblogs to construct a single emotion signal.
Thus, E1

s represents the expressed emotions of the first
50 microblogs. E2

s represents the expressed emotions of
the next 50 microblogs. The following 50 is for emotion
signal E3

s , and finally with the last 50 microblogs’ expressed
emotions, the emotion signal E4

s is constructed. So, a total of
four unique emotion signals, E = {E1

s ,E
2
s ,E

3
s ,E

4
s }, can be

generated. In summary, from the full set of N time-ordered
tweets, a total of t unique emotion-signals can be constructed
with m tweets each.

One of the primary objectives is to measure the emotion
signal similarities and establish emotion-progression sim-
ilarity patterns of an individual. To measure and extract
similarity features from the available emotion signals of
a user, only two emotion signals can be compared at a
time. Hence, it is essential to find a way to generate the
list of emotion-signal pairs in a unique manner that can be
used for emotion-progression feature extraction. Therefore,
to preserve the order of emotion signals and maintain
the concept of emotion progression, a unique combination
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of emotion-signal maps is generated. Here, an emotion-
signal map refers to a distinct pair of emotion signals that
can be used for calculating the corresponding similarity
features maintaining the progression of emotions over time.
By applying the following combinatorial theory [39] without
including the same emotion-signal pair twice, we can
determine the total number of possible emotion-signal pairs
and obtain the corresponding maps of a user:

lCk =
l!

k!(l − k)!
(4)

where l denotes the total number of available emotion signals,
and k symbolizes the number of emotion signals to be
chosen from l to generate the emotion signals map. Since–in
retrospect to the example given earlier–we have a total of
4 unique emotion signals for a user, and we can only compare
the similarity among two emotion signal patterns at a time,
the value of k is thus always 2. Therefore, the total number of
combinations of possible emotion-signal maps is 6, based on
equation (4). And the emotion-signal maps are:

E1
s ←→ E2

s
E2
s ←→ E3

s
E3
s ←→ E4

s
E1
s ←→ E3

s
E2
s ←→ E4

s
E1
s ←→ E4

s

where ←→ symbol identifies which emotion signal is
mapped to which emotion signal in order to calculate the
similarity features.

Since the emotion probability scores are in six classes,
for every emotion label, six emotion-progression samples
are constructed for every user. We extract the progression
of emotion over time in different time intervals to capture
unique emotion signals. In addition, the emotion-progression
patterns can be constructed starting from and ending at
any given point. Furthermore, we introduce an additional
improvement to the proposed emotion signals representation
method to capture the emotion-progression pattern of a
person more efficiently and effectively. The idea is to
update the first ith index-value in equation (1) with an ns
number of skipped microblogs. This process is repeated
using equation (3) to capture more emotion signals. The
iterations continue until ns reaches the last possible index
in the available microblogs of a person, where no more
emotion signals can be generated. Hence, the technique of
using formula (1) proceeds as follows:

REPEAT until ns is valid :
Es =

{
ei, ei+1, ei+2, ..., em

}
where the i is updated by ns in every iteration. Essentially,
after the initial phase of creating emotion signals with m
microblogs each from N time-ordered microblogs of a user,
the process continues, but starting from the ns skipped indexes
in N in its every successive iteration.

Assume the value of ns is 20, meaning that in the second
iteration of generating the emotion-progression signals, the
signals will be constructed from 21st to 70th microblogs, 71st

to 120th microblogs, 121st to 170th microblogs. In this spe-
cific example, during its subsequent iterations, the emotion
signal construction starts from the index 41st , 61st , 81st , and
so on. The iteration stops when at least a pair of emotion
signals cannot be generated anymore, since two emotion
signals are required at a time to extract the features. With this
proposed method, an increased number of emotion signals
can be generated that capture better emotion-progression
patterns of an individual. It should be mentioned that the
concept of generating unique emotion signals in iterations is
applied to each of the six emotion classes that represent the
final set of emotion signals of a user.

The proposed emotion-signal map generation method is
described in Algorithm 1. The algorithm takes the available

Algorithm 1 Proposed Emotion-Signal Map Generation
Algorithm
Input: Available microblogs (M ), no. of microblogs to be
skipped (Ns), signal length (Nt )
Output: Emotion-signal maps (Stm)

for every emotion class do
Initialize,
S = empty list of signals
Sm = [ ]
Stm = [ ]
N = length(M )
r = 0
while r < N − Nt do
S ← GENERATE signals from M
s← FIND duplicate signals in S
if s is not empty then
REMOVE s from S

end if
Sm← GENERATE signal map from S
Stm← APPEND Sm to Stm
r ← Ns + r

end while
RETURN Stm

end for

microblogs of a user (M ), the number of microblogs to
be skipped (Ns), and the emotion signal length (Nt ) as the
input. In this case, the corresponding values of M , Ns,
and Nt are 200, 20, and 50 respectively. Then it generates
the emotion signals and their corresponding emotion-signal
maps. Finally, the algorithm returns the emotion-signal maps
as the output. The duplication filter check is performed across
the iterations so that no duplicated signals are inadvertently
considered to represent the final emotion signal maps of
a user, which can lead to any unintentional biases. The
algorithm repeats the process for every available emotion
class.
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D. PROPOSED METHOD FOR EMOTION-PROGRESSION
FEATURE EXTRACTION
Probability scores of six emotion classes for each of the
tweets are used to represent emotion signals for every user.
Emotion signals are used to extract emotion-progression
features based on the similarities of between pairs of
emotion signals. To find out the similarity between two
emotion signals, we use Dynamic TimeWarping (DTW) [30]
which has widely been used to measure the similarity of
human walking patterns, speech, data mining and time series
clustering, and many more [40]. We use the DTW algorithm
to compare and extract similarity features between emotion
signals due to its flexibility and ability to recognize similar
patterns with varying phases while reducing the impacts of
time shifting and distortion by permitting stretchy adjustment
of time-series data [40].

FIGURE 2. Raw time-series sequences showing the expected points to be
aligned.

Fig. 2 demonstrates a two time-series signals and where
the points are to be aligned. When two time series
signals are given, S = (s1, s2, . . . sN ),Nϵ N and S ′ =
(s1, s2, . . . sM ),Mϵ N represented by sequences of values,
the DTW produces the best solution in O(MN ) time by
measuring the similarity score of these two signals. As the
first step, a cost matrix Cϵ RN×M is built using the following
formula [40]:

C ϵ RN×M
= |Si − S ′j |, iϵ [1 : N ], jϵ [1 : M ] (5)

The DTW algorithm then finds the alignment warping path
between S and S ′, that passes through the low-cost regions
of C . The warping path refers to the alignment between the
two time-series signals that minimizes the distance between
them. Specifically, it is a sequence p = (p1, p2, p3, . . . , pL)
with pl = (nl,ml)ϵ[1 : N ] × [1 : M ] for lϵ[1 : L] following
three constraints described in [40]. The total cost cp of a
warping path p is defined [40] as:

cp(S, S ′) =
L∑
l=1

c(Snl , S
′
ml ) (6)

where c(Snl , S
′
ml ) is the local cost measure (more details can

be found in [40]). A global DTW cost matrix is then built

calculating the optimal warping paths with the following
DTW distance function [40]:

DTW (S, S ′) = min {cp(S, S ′), pϵ PN×M } (7)

where the set of all possible warping path is PN×M . The
global DTW cost matrix, Dm, is calculated by the following
equations [40]–

(1) First row:

Dm(1, j) =
j∑

k=1

c(S1, S ′k ), jϵ[1,M ] (8)

(2) First column:

Dm(i, 1) =
i∑

k=1

c(Sk , S ′1), iϵ[1,N ] (9)

(3) All other cells:

Dm(i, j) = min{Dm(i− 1, j− 1),Dm(i− 1, j),

Dm(i, j− 1)} + c(Si, S ′j ), iϵ[1,N ], jϵ[1,M ] (10)

The last element of the optimal warping path lies in Dm
is the similarity score between two time-series sequences.
The DTW cost matrix represents the warping paths among
different data points between two sequences.

During the proposed emotion-progression feature-extraction
process, DTW similarity distance score between two emotion
signals and the corresponding DTW global cost matrix
(time-warping cost matrix) are the key components. The
first step for emotion-progression feature extraction is
considering a single emotion class at a time. Then, from
all the available unique emotion signals, the method selects
every emotion-signal map that consists of two unique
emotion signals. Then applying the DTW method described
above, the proposed system extracts the corresponding
DTW similarity distance between two emotion signals (a
single emotion-signal map). That is, from a pair of emotion
signals, the system produces a single similarity distance.
The lower the distance, the more similar the emotion signals
are. Alongside calculating the similarity distance between
emotion signals, the method extracted the DTW cost matrix
and used that feature for training the models. This feature is
a representation of how one signal can be warped to another
signal. Fig. 3 illustrates the process of emotion-progression
feature generation where the input is two emotion signals and
the output is the corresponding emotion-progression features.

In the proposed method, 50 microblogs is found to be
optimal to construct a single emotion signal. If less than
50 microblogs are considered, the emotion signal is too short
to generate discriminatory DTW features. On the contrary,
with the number higher than 50, it reduces the number of
emotion signals that can be generated because every user
has only 200 microblogs. If the size of the DTW global cost
matrix is represented by ws and the lengths of two emotion
signals are denoted by n andm respectively, therefore, ws can
be determined using equation (11)

ws = n ∗ m (11)
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FIGURE 3. Proposed method for emotion-progression feature extraction.

If the total number of available emotion classes is en, then the
final length of the emotion-progression feature set fe, can be
calculated using equation (12),

fe = en(sd + ws − 1) (12)

where sd is the DTW similarity distance between two
emotion-progression signals. Since the similarity distance sd
is essentially extracted from ws, thus 1 is subtracted from ws
representing the ultimate length of fe. The proposed algorithm
for the emotion-progression feature extraction is presented
below:

Algorithm 2 Proposed Emotion-Progression Feature Extrac-
tion Algorithm
Input: Emotion-signal maps (Em)
Output: Emotion-progression features (Dd ,Cm)

Initialize,
Dd = empty list of DTW distances
Cm = empty list of DTW cost matrices
for every signal map e, in Em do
n← length(e[0])
m← length(e[1])
c← DTW cost matrix, Dm(e[0], e[1])
d ← DTW distance, c[n− 1,m− 1]
Dd ← APPEND d to Dd
Cm← APPEND c to Cm

end for
RETURN Dd , Cm

The input of algorithm 2 is the emotion-signal pairs that
are the output of algorithm 1. From the emotion-signal maps,
algorithm 2 extracts the DTW distance and time-warping
cost matrix for every emotion-signal map. In algorithm 2,
the DTW cost matrix function Dm uses the equation (8), (9),
and (10) to calculate the corresponding DTW time-warping
cost matrix of an emotion signal map. Then the DTW
distance is calculated from the cost matrix. Finally, algorithm
2 returns all the calculated DTW distances and cost matrices,
collectively referred to as a person’s emotion-progression
features.

E. CLASSIFICATION WITH RANK-LEVEL WEIGHTED
MAJORITY VOTING
The final part of the proposed method is to feed the extracted
emotion-progression features to an ensemble of machine
learning models for person identification. This block learns
the emotion-progression patterns of users and aids decision
making during testing on unseen data. Initially, three classical
machine learning algorithms: Random Forest [41], Extreme
Gradient Boosting (XGBoost) [36], and CatBoost [42], are
trained using the extracted emotion-progression features.
Then a rank-level fusion technique is performed to enhance
the person identification performance.

Random Forest is an ensemble of decision tree classifiers
where each classifier predicts a class, and the class with
the most votes among the decision trees is the model’s
final prediction [41]. A key feature of Random Forest is
that the decision trees maintain an uncorrelated relationship,
which contributes to the model’s improved performance.
As found experimentally, the method develops an optimal
solution, balancing training time and performance costs,
using 400 trees. In addition, an XGBoost algorithm is
trained for person identification, employing a parallel tree
gradient boosting technique. It produces superior outcomes
with reduced computation time and memory usage. It takes
advantage of sparse awareness, which can automatically
handle missing values in data [36]. The proposed method
develops 400 concurrent trees for extreme gradient boosting.
Finally, a CatBoost [42] classifier is trained. The CatBoost
algorithm is a tree-based ensemble classifier, originally
an improved and more efficient version of XGBoost that
balances the trees better than XGBoost [43]. It is also
well-known for constructing trees with categorical feature
importance efficiently. Moreover, it uses ordered target
encoding and preserves the original state of the feature
space. The implementation of symmetric trees by CatBoost
distinguishes it from other boosting techniques [43].

After classification, each model generates a decision
table for person identification. A decision table holds the
score of every user predicted by a machine learning model.
The users are ranked according to their scores by each
classifier. Next, weighted majority voting, also known as
weighted Borda count [31], is used to consider the rank-level
scores from each classifier. The primary motivation of
using the rank-level fusion is due to its proven popularity
and efficacy in scenarios where certain classifiers exhibit
higher reliability or accuracy than others [31]. It offers a
superior ability to mitigate the effect of underperforming
classifiers on the overall ranking, and subsequently, on the
final decision. In this study, the individual classifiers showed
a wide variance in person identification accuracies. Given
this disparity, rank-level fusion was chosen for the ensemble
modeling, as it’s more adept at handling such variation and
mitigating the impact of lower-performing classifiers. The
best performing classifier was given the highest weight,
while the least effective one received the lowest. The
optimized weights for rank-level fusion are calculated using
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grid-search [38] technique. Finally, from the final decision
table, the corresponding highest scorer is selected as the
identified user.

IV. EXPERIMENTAL DESIGN
This section delves into the specifics of the materials
deployed in the implementation of the proposed methodol-
ogy, as well as the details of the experimental configuration.

A. DATASETS
Two datasets are used to conduct the experiments to validate
the proposed method. The first dataset is used for developing
the emotion detection tool, and the second is for the proposed
SBB system for person identification.

1) DATASET FOR EMOTION DETECTION
A publicly accessible benchmark dataset [44] is used to
train and evaluate an emotion detection modelÂ that extracts
the emotion probability scores of six emotion classes from
microblogs. The dataset contains over 416K tweets and
their corresponding emotion classes: angry, fear, sadness,
joy, love, and surprise. The dataset has a balanced mix
of all the emotion labels associated in a large number for
every emotion class. Therefore, this dataset is chosen to
develop the emotion extractionmodel. The dataset is split into
80:20 for training and testing, following a stratified sampling
approach [45].

2) DATASET FOR SBB SYSTEM
For the development and validation of the SBB system based
on the proposed emotion-progression method, we have used
a proprietary dataset [7] containing fully anonymized tweets
of Twitter users. The dataset contains 250 users, with at least
200 tweets in each session per user, collected over a one-year
period and organized by four consecutive time segments. The
dataset includes mentions, responses, retweets, shared hash-
tags, shared URLs, timestamps, locations, etc. in addition to
the tweets of the users. After feature extraction, the dataset
is split into 80:20 for training and testing, using a stratified
sample technique [45] and preserving the time progression
of tweets.

B. EXPERIMENTAL SETUP
For the implementation of both the emotion detection system
and the proposed method for person identification based on
human micro-expression, Python version 3.9 is used [46].
The Scikit-learn library is utilized to implement the pipeline
of machine learning workflow. A Unix-based operating
system, with an Intel Xeon Silver 4210 CPU (40 Cores,
2.2 GHz) with 314GB of memory and an NVIDIA Quadro
RTX6000 GPU backend, is used for training and testing.
The 5-fold stratified cross-validation technique [47] is used
for all experiments. The hyper-parameters are optimized
by using grid-search [38]. The optimized parameters of
the chosen model–XGBoost–for emotion extraction are:
number of estimators is 500, regularization lambda is 0.5,

the learning rate is 0.3, and the maximum depth of trees
is 5. For the highest performing CatBoost classifier in
person identification, the optimal parameters include the
number of estimators as 700, the learning rate as 0.18, and
the maximum depth of trees as 8. To evaluate both the
emotion detection model and the proposed SBB system for
person identification, the evaluation metrics such as accuracy,
precision, recall, and F1-score are utilized.

V. EXPERIMENTAL RESULTS
The experimental results section is divided into three
major categories that include the performance analysis of
the emotion detection model, the performance analysis of the
proposed method for person identification, and finally, the
performance comparison between the proposed method and
the original SBB traits.

A. PERFORMANCE ANALYSIS OF EMOTION DETECTION
SYSTEM
The first step of the proposed architecture for person
identification based on human micro-expression is to develop
an emotion detection system that aids in extracting emotion
probability scores of six emotion classes from a person’s
writing samples. Table 1 demonstrates the classification
report of different classifiers used for emotion detection.

TABLE 1. Performance of the different classifiers in emotion detection on
each of the emotion classes.

The SVM algorithm performs reasonably well in the
corresponding emotion detection of a microblog. If we look
at the class-wise metrics, most emotion classes demonstrate
more than 80% f1-score, and some are even over 90%.
An f1-score is the harmonic mean of precision and recall
scores that ultimately indicates the overall quality of a model.
There are two emotion classes: sadness and surprise, whose
f1-score is less than 80%. Nevertheless, the overall class-wise
emotion detection performance of SVM is excellent. The
MNB algorithm, however, performs significantly worse
than other machine learning classifiers. Only two emotion
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classes have an f1-score of more than 80%, whereas the
performance of the rest of the classes is below 80%. While
the overall performance is above average, the MNB classifier
is not well-fitted because the goal is to extract the emotion
probability scores of six emotion classes as correctly as
possible. The XGBoost classifier overcomes these class-wise
poor detection performances on certain classes produced by
both SVM andMNB. In XGBoost, the f1-score of the sadness
emotion class is significantly improved to 94%, whereas it
is only 75% in SVM. Furthermore, the XGBoost classifier
successfully extracts the surprise emotion class with a recall
score of 76%, which is 23% in MNB. Finally, in terms of
the overall model accuracy for emotion detection, XGBoost
performs superior to the others.

FIGURE 4. 5-fold cross-validation performances of support vector
machine, multinomial Naïve Bayes, and XGBoost in emotion detection
system.

To observe the consistency of the performance throughout
the different time segments of the dataset, 5-fold cross-
validation is performed for every model. Fig. 4 depicts the
5-fold cross-validation results of each of the classifiers.
In every fold, the performance of XGBoost is better than
any algorithm at any given fold. The SVM and XGBoost
perform similarly; however, the XGBoost outperforms the
others with improved class-wise performance result. The
average accuracy of SVM and MNB after 5-fold cross-
validation is 89% and 80%, respectively. However, the
average emotion recognition accuracy of XGBoost is
90%. The standard deviation (σ ) of all the classifiers
is 0.63.

B. EXPERIMENTAL ANALYSIS OF THE PROPOSED
METHOD
The experiments of the proposed social behavioral biometric:
human micro-expression, are divided into two major parts to
address the research question set appropriately. In the first set
of experiments, we analyze the emotion-progression signals
derived from users’ microblogs. And then, in the second set
of experiments, we analyze and validate the performance of
the proposed SBB system which can recognize people based
on the innate emotion-progression signals retrieved from their
online microblogs.

1) EMOTION-PROGRESSION ANALYSIS OF INDIVIDUALS
The probability scores of six emotion classes are extracted
from each microblog of 250 Twitter users using the proposed
emotion detection method. The purpose of this experiment is
to represent the emotions extracted from users’ microblogs
as emotion-progression over time, to perform an exploratory
emotion signal analysis, and to observe emotion-progressions
of different users.

FIGURE 5. Emotion progression over temporal order of tweets, extracted
from User1 and User2’s available microblogs.

Two randomly selected users’ emotion-progressions and
the similarity of emotion-progression signals are illustrated
in Fig. 5a and 5b.

Observing the emotion progression in six emotion classes
of an anonymous user 1, the joy emotion class dominates the
other emotion classes.

On the other hand, the emotion progression of anonymous
user 2 remains flat. For user 2, the angry emotion is
consistently higher than the other emotion classes. Thus we
observe that the patterns of emotion progressions of the two
users are distinctive and different from each other.

Let us now consider some examples of deep-level
similarity measurements on user-wise emotion-progression
signals. At first, two emotion signals are constructed from
the available microblogs and their corresponding emotion
probability scores of six emotion classes of a particular
user. Fifty microblogs are considered to generate an emotion
signal. TheDTWalgorithm is then applied to the two emotion
signals to determine the degree of similarity between them.
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FIGURE 6. Emotion-signal similarity analysis of users.

Fig. 6a and 6b demonstrate the user-specific analysis
of emotion signal similarity. For instance, in the sadness
emotion progression of user 1 demonstrated in Fig. 6a, the
1st and 50th microblogs are sadness emotion signal 1, and
the subsequent 50 microblogs are sadness emotion signal 2;
based on the DTW distance score, these signals exhibit
similar signal patterns. The lower the DTW distance score,
the more similar the signals’ patterns. For user 1, the DTW
distance score between two sadness signals is 1.66, which
is relatively low and indicates that the progression of sad
emotion reflects similar patterns. A DTW distance score
of 0 indicates that two signals are identical. In user 2, the
DTW distance score of angry signal is 0.92. Hence, the
analysis of DTW distance metric implies that a pair of
emotion signals of a particular emotion class shows similarity
if they belong to the same user. The following section of
this experiment presents the results of the proposed SBB
system for identifying individuals based on their online
emotion-progressions.

2) PERFORMANCE ANALYSIS OF PERSON IDENTIFICATION
Three machine learning algorithms, XGBoost [36], Random
Forest (RF) [41], and CatBoost [42], are trained using

TABLE 2. Performance of three classifiers on person identification.

FIGURE 7. 5-Fold cross-validation performances of Random Forest,
CatBoost, and XGBoost in person identification.

the emotion-progression features extracted by utilizing the
proposed feature extraction method for person identification.
Then a rank-level weighted majority voting technique is
applied to improve the performance of person identification.
Table 2 presents the person identification results produced
by individual machine learning classifiers. Random Forest
classifier yields 52.4% detection accuracy over a sample of
250 users. We find that the ensemble of decision trees is a
suitable approach to this research problem. During training,
the number of available training examples for every user
was equal. Therefore, the distribution of samples is well-
balanced. The F1-score of Random Forest is 51% which
is close to the accuracy score, suggesting that the model
training is steady. For XGBoost, however, the performance
of the person identification rate is below 50%. The CatBoost
classifier outperforms both Random Forest and XGBoost
classifiers in terms of its performance in person identification.
The accuracy of CatBoost is 55.43% which is about 3% and
8% higher than Random Forest and XGBoost, respectively.
The CatBoost classifier performs better feature selection
than XGBoost and Random Forest which leads to improved
performance [42].

The performance of all the classifiers is cross-validated
with a stratified 5-fold cross-validation technique, depicted
in Fig. 7. All classifiers retain consistent performance and
do not outperform one another in identification accuracy
at any stage. The standard deviation (σ ) of Random
Forest, XGBoost, and CatBoost is 1.01, 1.32, and 1.01,
respectively. This experiment also suggests that the proposed
method works while shifting the data, as expected. Another
critical factor is looking at each classifier’s rank-level
cumulative identification rate to understand the rank-level
learning and decision states. The cumulative matching
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FIGURE 8. Cumulative matching characteristics curve for rank-1 to
rank-15 accuracy of XGBoost, CatBoost, and RF in person identification.

TABLE 3. Person identification performance of the proposed method
using rank-level weighted majority voting technique.

characteristics (CMC) curve, illustrated in Fig. 8, is a
commonly used evaluation metric in biometric identification
systems that represents the cumulative probability of correct
identification at or below a rank [48]. The steeper the CMC
curve, the better the system’s performance because it implies
that the correct identification is typically found at a higher
rank [48]. The cumulative person identification rate at rank
10 is 95%, 92.5%, and 85% byCatBoost, Random Forest, and
XGBoost, respectively. CatBoost, however, reaches to 100%
identification accuracy at rank 13. At rank 15, XGBoost
and Random Forest achieve a maximum of 98% and 95%
accuracy. The most important takeaway from this CMC
curve is that a high potential for performance improvement
is observed when rank-level weighted probabilities are
considered. Furthermore, as the performance is found to be
improving steadily, we can identify users 95% of the time
within rank 10 and 100% of the time within rank 13. After
optimizing the classifiers, rank-level score fusion is applied
and an ensemble classifier comprised of Random Forest,
CatBoost, and XGBoost is constructed. The result of the
rank-level fusion with weighted majority voting is shown
in Table 3. According to Table 3, the accuracy of person
identification is increased by 4.7% compared to the result
of the best classifier. In all precision and recall evaluation
metrics, the improvement to the ensemble method is about
5% than the CatBoost classifier. However, it is approximately
8-10% better than Random Forest. The similarity between the
f1-score and the person identification accuracy of each model
indicates that the model is well-balanced. The f1-score of
the ensemble classifier shows 9% and 6% improvement than
of Random Forest and CatBoost, respectively. An additional

TABLE 4. Performance comparison between rank-level and score-level
fusion for ensemble modeling.

experiment is carried out to investigate the impact of
score-level fusion on ensemble modeling’s efficacy for
person identification. Table 4 demonstrates the comparative
person identification performance when rank-level and score-
level fusion are applied for ensemble modeling. Despite a
slightly lower 60.88% accuracy with score-level fusion, its
performance aligns closely with rank-level fusion. Overall,
rank-level fusion performed better. Thus, the proposed SBB
system with the proposed biometric trait, human micro-
expression, achieves 61.73% accuracy with the ensemble
classification method.

One of the key insights behind the efficacy of the proposed
method is due to the approach of embodying the continuity
and evolution of an individual’s emotions rather than a
singular, independent snapshot.While in some cases machine
learning approaches performwell, evenwithout any extensive
feature engineering, the feature representation technique
is the vital part to achieve generalization. The proposed
key features are the similarity distances among emotion
signals, a novel detail that sets the proposed approach apart
from others. In summary, it is clear that the proposed
social behavioral biometric addresses the research questions,
demonstrating that human micro-expression can be used for
person identification.

C. PERFORMANCE COMPARISON OF THE PROPOSED
METHOD WITH STATE-OF-THE-ART METHODS
In this subsection, we compare the performance of the
proposed method to the performance of original state-of-
the-art SBB traits. In order to better reflect and understand
where the proposed method stands among the state-of-the-art
methods, all the other original SBB traits are re-implemented
in this study. The original SBB traits require at least 200 or
more tweets as input to identify a person, while the proposed
method needs only 100 tweets. Hence, the original SBB traits
are re-implemented according to our experimental setup to
have a head-to-head comparison of the performance of person
identification. The original retweet network, reply network,
URL network, hashtag network, and temporal profile of all
the available users are generated according to [7] and [25].
Table 5 presents the comparison results of the performance
of person identification based on the proposed SBB trait and
the original SBB traits. Temporal profile, is found to be the
least performing social behavioral biometric with a person
identification accuracy of 9.34%. Among the original SBB
traits, the reply network is the best-performing SBB trait
with an accuracy of 60.74%. The f1-score is low for any
SBB trait other than the proposed human micro-expression.
This indicates that the proposed human micro-expression
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TABLE 5. Performance comparison of the proposed method with the
state-of-the-art methods for person identification based on social
behavioral biometrics.

SBB performs well across all evaluation metrics. For the
proposed SBB trait, human micro-expression, the scores of
precision, recall, and f1-score are consistently higher than
the original SBB traits in state-of-the-art. The difference in
identification accuracy between the proposed SBB trait and
the other SBB traits, excluding Retweet Network, is shown
to surpass 12%. From the comprehensive experimentation
presented above, the results convincingly establish that
the proposed social behavioral biometric, human micro-
expression, (1) demonstrates distinctive classifying property
among OSN users, (2) can be used for person identification,
(3) has a superior distinctive ability for person identification
online than the original state-of-the-art SBB traits.

VI. CONCLUSION
In this paper, a novel social behavioral biometric, human
micro-expression, is proposed for online person identifica-
tion. An emotion detection model is developed to extract
emotion probability scores of six emotion classes from OSN
users’ microblogs. To represent the human micro-expression
in the form of emotion-progression over time, a novel
emotion signal representation method is designed and
implemented. After emotion-progression feature extraction,
three classical machine learning algorithms are trained to
evaluate the proposed method. In the final step, a rank-level
fusion technique based onweightedmajority voting is applied
to improve the performance of person identification.

Experimental results demonstrate that the proposed social
behavioral biometric, humanmicro-expression, demonstrates
a strong, distinctive ability for person identification online
with a rank-1 accuracy of 61.73%. In addition, the perfor-
mance of the proposed method surpassed the performance of
original state-of-the-art SBB traits. Currently, we are in the
process of integrating the proposed human micro-expression
feature with features such as URL, retweet, friendship
network, and others to investigate if such an integration could
enhance the overall identification performance. Fine-tuning
transformer-based models for better emotion extraction,
which in turn could potentially contribute to increased person
identification performance, may lead to further increase in the
recognition performance. An effect of selection of different
tweet batches for generating emotion signals on the proposed
system’s performance can also be investigated further.
Exploring high-dimensional emotion-progressions can be a

new avenue of research for improving the effectiveness of
person identification.
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