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ABSTRACT Scene texts serve as valuable information for humans and autonomous systems to make
informed decisions. Processing scene texts poses significant difficulties for computer systems due to several
factors, primarily due to variations in image characteristics. These factors make it very challenging for
computer systems to accurately detect and interpret scene texts, despite being easily understandable to
humans. To address this problem, scene text detection and recognition methods leverage computer vision
and/or deep learning methods. Deep learning methods require substantial resources, including computing
power, memory, and energy. As such, their use in real-time embedded applications, particularly those that run
on integer-only hardware, is very challenging due to the resource-intensive nature of these methods. In this
paper, we developed an approach to address this challenge and to showcase its effectiveness, we trained
end-to-end models for shipping container number detection and recognition. By doing so, we were able to
demonstrate the accuracy and reliability of our proposed method for processing scene texts on integer-only
hardware. Our efforts to optimize the models yielded impressive results. We reduced the model size by a
factor of 3.8x without significantly affecting the models’ performance.Moreover, the optimizedmodels were
1.6x faster, and the maximum RAM usage was 6.6x lower than the base models. These results demonstrate
the efficiency and practicality of our approach for scene text processing on integer-only embedded hardware.

INDEX TERMS Deep learning model quantization, integer-only hardware, resource-constrained devices,
scene text detection, scene text recognition.

I. INTRODUCTION
We carried out a thorough review of journal search and index-
ing databases to examine current state-of-the-art methods for
scene text detection and recognition. Based on our analysis,
we found that no prior work has been done to address the
challenges of implementing these methods on integer-only
embedded hardware. This highlights the significance and
novelty of this research work.

The associate editor coordinating the review of this manuscript and

approving it for publication was Yongming Li .

The emergence of resource-efficient hardware for deep
learning applications, which only supports integer-based
operations and operates under stringent storage, memory,
and computational power constraints, has been a significant
development.

The possibility of accurately detecting and recogniz-
ing text in natural scene images has created endless use
cases in different embedded applications. One predominant
area is autonomous systems. Autonomous systems have a
wide range of applications and one of the most promi-
nent areas is their use in various tasks that require intelli-
gent decision-making capabilities. These tasks may involve
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intelligent navigation, traffic management, parcel sorting,
ticketing, natural language translation, and guiding systems,
among others.

Scene text detection and recognition techniques are based
on computer vision and/or deep learning methods, and deep
learning methods are resource intensive in terms of comput-
ing power, memory, and energy usage. Consequently, imple-
menting these methods in real-time embedded applications,
particularly those that operate on integer-only hardware, can
be highly challenging due to these resource requirements.
Different methods have been proposed for text detection in
natural scenes [1], [2], [3].

Classic methods (i.e., computer vision-based techniques)
utilize sliding windows or connected component analysis to
detect the region of text [4], [5], [6], [7]. The sliding window
uses a window of multiple scales that moves through the
receptive field of the image. The receptive regions (i.e., the
text region candidates) are cropped and a machine learn-
ing classifier such as Support Vector [8], Random Forest
[9], or AdaBoost [10], etc., is trained to predict the text
candidates.

Connected component analysis utilizes manual filters to
extract salient features such as edges, text texture, boundary
points, and text color, among others, from images. These
features are used to train a machine learning model [11], [12],
[13], [14].

Due to the rise in the adoption of deep learning technology
influenced by improved computing resources, availability of
big data, etc., unparalleled results have been achieved in
almost all computer vision-related tasks that require artificial
intelligence such as scene text detection, text recognition,
image classification, multi-object detection, etc [15].

Deep learning methods outperform computer vision-based
methods because distinctive features are automatically
learned using kernel filters instead of relying on manually
designed filters to extract fundamental features. As the tasks
becomemore complex, such as in the case of scene text where
there are variations in light intensity, surface roughness,
low-quality images, etc., the effectiveness of hand-crafted
filters tends to decrease. This is because these filters are not
able to handle the intricacies of such complex tasks, thus,
leading to reduced efficiency.

Several deep learning-based algorithms have been pro-
posed for detecting scene text [16], [17], [18], [19], [20].
These methods rely on state-of-the-art region-based convolu-
tional neural network frameworks for object detection. The
region proposal network is responsible for computing the
objectness score of the region containing the text region using
sets of predetermined anchors. Proposed regions, also known
as anchors, are cropped and then fed into the fully connected
layer to predict the location of the text region.

Other deep learning methods proposed involve the use of
state-of-the-art image segmentation algorithms that classify
the text using pixels such that the pixels of the regions con-
taining text are classified as the text class and vice-versa [21],
[22], [23], [24], [25].

The high computational andmemory requirements of these
methods make them expensive, which limits their use in
embedded applications running on integer-only hardware.
Our proposedmethod for scene text detection and recognition
involves using learned features, a quantization technique with
offset, and contour-based character extraction. Our method is
designed to be resource-aware, making it suitable for use in
integer-only hardware where resources such as memory and
compute power are limited.

In summary, our main contributions are as follows:
• We introduced an 8-bit quantization technique for text
detection and recognitionmodels. This makes it possible
to deploy the models on embedded hardware that only
supports integer operations, without a notable drop in
performance.

• We introduced a quantization bias to the ground-truth
labels to offset the quantization-induced error and
improve the accuracy of the models.

• We introduced a module specifically for text orientation
detection to improve our recognition pipeline’s abil-
ity to process text that is oriented both vertically and
horizontally.

This paper is divided into several sections, each focusing
on different aspects of scene text detection and recognition.
The first section provides an introduction, which includes a
discussion of existing methods and their limitations, as well
as the potential use cases for autonomous systems. Addi-
tionally, this section highlights our novel contributions to
addressing the challenges of deploying these methods on
integer-only hardware.

In section two, we describe the problems associated with
implementing text detection and recognition models on
integer-only embedded hardware.We also explain the novelty
of our work and the need for resource-efficient solutions.

Section three provides a comprehensive review of the state-
of-the-art methods for scene-text detection and recognition,
highlighting the limitations of each approach. In section four,
we present our proposed method in detail, which addresses
the challenges of deploying scene text detection and recogni-
tion models on integer-only embedded hardware.

Section five discusses the dataset used in our experiments,
its source, and the development hardware we used. In sec-
tion six, we present the results of our experiments in detail.
Finally, section seven provides a concluding discussion on
the need for resource-aware text detection and recognition,
the effectiveness of our proposed method, and a summary of
the results achieved.

II. PROBLEM STATEMENT
There are numerous potential applications for scene text
detection and recognition in real-time embedded systems.
In this section, we will showcase a case study to illus-
trate this point. In Fig. 1, there are different trucks carrying
shipping containers. The containers have unique identifica-
tion numbers, known as cargo identification numbers, which
consist of both numbers and letters.
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FIGURE 1. Text detection and recognition stages involved in textual information extraction in natural scene images.

Our goal is to efficiently and accurately track every con-
tainer being transported from the port terminal to the decks
of the ship. This ensures that each container, regardless of its
size or type, is placed on the designated deck. This objective
arises from the need for proper stowage management, which
is critical for ensuring the safety of the crew and the success-
ful delivery of the transported containers containing valuable
goods.

Identifying containers by their unique cargo identification
number presents a challenge in text detection and recognition.
While we have reviewed existing methods, none of them
meet the specific needs of our use case. Our requirements are
particularly strict, as we need a solution that is compatible
with integer-only hardware and efficient in terms of storage,
computational power, and memory usage.

III. STATE OF THE ART
Scene text recognition methods rely on text detection algo-
rithms. As such, the accuracy depends on how accurately
the region of interest is estimated. In this section, we will
discuss the state-of-the-art methods for scene text detection
and recognition.

As discussed in the introduction section, scene text
detection and recognition methods are based on two
techniques —computer vision [4], [5], [6] and deep learning
[17], [19], [25]. Deep learning methods have been proven
to outperform computer vision-based approaches [26], [27],
[28], therefore, our work focuses on deep learning-based
techniques.

A. TEXT DETECTION
Jaderberg et al. [16] proposed a single pipeline for text detec-
tion and recognition. The detection module in their approach
relies on a region proposal network. Another method, Deep-
Text [17], utilizes a unified framework that combines a con-
volutional neural network for region proposal and detection.
The region proposal component in DeepText employs an
inception module. In [18], the authors used Faster R-CNN for
detecting multi-orientation text. Faster R-CNN also incorpo-
rates a region proposal network.

Tian et al. [19] introduced CTPN (Connectionist Text
Proposal Network), a text proposal network that combines
convolutional neural network (CNN) and recurrent neural

network (RNN) with an anchor mechanism for fixed-width
proposals. Zhang et al. [21] combined a Fully Connected Net-
work (FCN) with text line hypotheses to detect multi-oriented
text. In [22], scene text detection was approached as a
segmentation problem, utilizing holistic and multi-channel
prediction.

TextEdge [24] implemented a multi-oriented FCN scene
text detector that employs region segmentation and edge
classification. Zhou et al. [25] introduced EAST, an Efficient
and Accurate Scene Text detector, which utilizes a fully con-
volutional network for scene text detection. Rong et al. [29]
proposed a dense text localization network combined with
context reasoning for scene text retrieval.

B. TEXT RECOGNITION
Jaderberg et al. [16] introduced deep convolutional neural
networks for word-level recognition. Their approach differs
from our work, which employs a character-based classifier
for scene text recognition. In [26], an end-to-end text spotting
method was proposed, utilizing a convolutional recurrent
neural network. This unified pipeline requires both ground
truth labels for the scene text and bounding box labels.

Bagi et al. [30] introduced a lightweight text spotter that
utilizes a lightweight deep neural network for word-level
recognition. Cao et al. [31] employed a fully convolutional
neural network with an attention module for detecting small
text. In [29], the authors utilized a recurrent neural network
for the recognition module.

Liu et al. [32] introduced an adaptive bezier-curve network
for end-to-end text spotting. The text spotter was further
quantized with different bit widths to enhance the network’s
inference time. However, the emphasis was not placed on the
model size and peak runtime memory of the model.

Previous studies have shown that an end-to-end scene
text detection and recognition system can employ a single
pipeline for both tasks [33], [34], [35]. However, to cre-
ate a resource-efficient text detection and recognition model
suitable for hardware limited to integer operations, certain
requirements need to be fulfilled.

Firstly, the model should be lightweight, typically ranging
from a few kilobytes to megabytes in size. Secondly, it should
have a small memory footprint, typically a few kilobytes to
megabytes, to ensure compatibility with the device’s capacity.
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Finally, the model must be optimized to exclusively sup-
port integer-based operations, aligning with the hardware’s
limitations.

The existing state-of-the-art methods are not well-suited
for implementation on integer-only hardware, such as Edge
TPUs or microcontrollers. In order to address this challenge,
we propose a deep learning-based method that is specifically
tailored for such hardware. Our approach takes advantage of
learned features, utilizes a quantization technique with offset,
and integrates contour-based character extraction.

By being resource-aware, our method is specifically
designed to be suitable for integer-only hardware, where lim-
itations in resources such as memory and compute power are
prevalent. This resource awareness allows our method to opti-
mize the utilization of available resources, making efficient
use of the limited memory and computational capabilities
of integer-only hardware. Thus, our method offers a viable
solution for enabling effective text detection and recognition
on integer-only embedded hardware.

IV. PROPOSED METHOD
A. OVERALL ARCHITECTURE
Scene text recognition methods typically follow a two-stage
approach, consisting of text detection and recognition stages,
as depicted in Fig. 1. During the text detection stage, the
system localizes the region of the text in the image by deter-
mining the bounding box coordinates. This stage is of utmost
importance as the subsequent recognition stage heavily relies
on accurate text detection.

FIGURE 2. The original EAST architecture [25].

B. TEXT DETECTION
Our text detection method is architecturally inspired by
the EAST (Efficient and Accurate Scene Text) model [25].
EAST, known as the Efficient and Accurate Scene Text
Detector, utilizes a fully convolutional neural network to pre-
dict the region of interest where text is present. EAST lacks a

FIGURE 3. The modified EAST architecture using ResNet50 [36] as the
base network for the extraction of features.

recognition module. We selected the EAST architecture due
to its excellent suitability for our specific use case. Moreover,
the EAST architecture seamlessly integrates into our pipeline,
as illustrated in Fig. 1.

Several factors influence the suitability and effective-
ness of scene text detectors in different applications, and
the characteristics and type of the scene text are particu-
larly influential. The architecture consists of three stages:
feature extraction, feature merging, and output generation,
as illustrated in Fig. 2.

In our modified architecture, we opted for ResNet-50 [36]
as the base network for feature extraction, deviating from
the original EAST architecture that employed PVANET [37],
as depicted in Fig. 3. Wemade this selection for the following
reasons:

• It is faster because it uses a 1 × 1 kernel filter in its
bottleneck design. This design reduces the number of
matrix multiplication and network parameters, there-
fore, reducing the time it takes during propagation.

• ResNet-50 uses a global average pooling rather than
fully connected layers. Thus, reduces the size of the
model.

• ResNet-50 generalized well on our dataset compared to
VGG16 and VGG19.

ResNet-50 is composed of 50 layers, which are divided
into five stages of convolution blocks. Fig. 4 illustrates this
architecture. The first stage contains a convolution block
with 64 filters of size 7 × 7 and a stride of 2, as well as a
max pooling layer with a stride of 2. The input image size is
‘‘320 px × 320 px.’’ The second stage comprises three sets
of three convolution blocks. These blocks consist of 64 filters
of size 1 × 1, 64 filters of size 3 × 3, and 512 filters of size
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FIGURE 4. The architecture of ResNet50 used as the base network [36].

1 × 1. The third stage contains four sets of three convolution
blocks.

These blocks consist of 128 filters of size 1 × 1, 128 filters
of size 3 × 3, and 512 filters of size 1 × 1. The fourth
stage consists of six stacks of three convolution blocks. These
blocks consist of 256 filters of size 1 × 1, 256 filters of size
3 × 3, and 1024 filters of size 1 × 1. The fifth stage consists
of three stacks of three convolution blocks. These blocks
consist of 512 filters of size 1 × 1, 256 filters of size 3 × 3,
and 2048 filters of size 1 × 1. The feature merging stage uses
the intermediate output of each ResNet-50 stage to reduce the
computational complexity of processing all merged features
at once, as shown in Fig. 3.
The output of each stage is upsampled so that the output

size (i.e., the feature map size) will be of the same size as the
input of the stage for concatenation along the channel of the
feature maps. 1 × 1 and 3 × 3 kernel filters are applied. This
is repeated for the other stages. A 3× 3 kernel filter is applied
to the output of the last upsampled stage which serves as the
input of the output stage. The output stage consists of a series
of 1 × 1 kernel filters to produce the confidence score and
the coordinates of the region of interest of the text, as shown
in Fig. 3.

Our approach focuses primarily on obtaining two key
features: the confidence score of text presence, represented
by the score map, and the coordinates of the corresponding
bounding boxes. These bounding boxes can correspond to
horizontal or vertical text regions, as depicted in Fig. 5.

Accurately determining the bounding box type is a cru-
cial aspect of our method. We achieve this by utilizing the
bounding boxes generated at the output stage. The precise
estimation of the bounding box type plays a pivotal role in
the subsequent text recognition stage. It assists in correctly
identifying the first and last characters of a word, which is
essential for the reconstruction of the words.

C. QUANTIZATION
The parameters of the text detection model are typically
represented using 32-bit full-precision floating point values.
However, when it comes to quantization for integer-only
hardware, text detectors can be highly sensitive to dynamic
quantization, where only the model weights are integers, and
even more sensitive to full integer quantization, where all
parameters, including weights, biases, and activations, are

FIGURE 5. The horizontal and vertical text orientations.

FIGURE 6. Multiple bounding boxes overlapping the scene text caused by
quantization-induced error.

integers. To address this challenge, we introduced a quanti-
zation offset during the generation of ground-truth labels.

The purpose of the tolerance is to account for the error
introduced by quantization, as illustrated in Fig. 6. To ensure
compatibility with integer-only hardware, we applied quan-
tization to the text detection model using an 8-bit symmetric
signed integer quantizer.

The quantizer takes a 32-bit input float tensor Xf (e.g., the
weight matrix of the model), and each parameter is quantized
to an 8-bit signed integer using both ‘‘equation (1),’’ and
‘‘equation (2).’’

mf =

27−1
2

max(|Xf |)
, (1)

q8bit = round(mf Xf ). (2)
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FIGURE 7. The mapping of floating point weight values to 8-bit quantized
signed integer representations.

where mf is the scaling factor and q8it is the quantized output
whose range is limited by the absolute value of Xf as shown
in Fig. 7.

D. TEXT RECOGNITION
The text recognition stage relies on the output of the text
detection model as described in Fig. 1. The text recognition
pipeline has two phases (the preprocessing and recognition
phases) as shown in Fig. 8.

FIGURE 8. The two stages involved in text recognition.

The preprocessing phase determines the type of bounding
box (i.e., the text orientation) using the text coordinates pro-
duced by the detection model. This phase extracts the region
of interest from the image and removes unwanted contours.

The extraction method is based on a contour-based extrac-
tion algorithm that we developed. This algorithm computes
the contour of each character, discards unwanted contours,
and uses the computed contours to extract the characters.

The characters that have been extracted from the detected
text region are then inputted into the text recognition model.
The architecture of our lightweight text recognition model
incorporates convolutional and dense blocks, which are out-
lined in detail in Table 1. After the individual characters are
predicted, they are aggregated and combined to form the
complete recognized text, as shown in Fig. 1.

To ensure compatibility with integer-only hardware, the
text recognition model undergoes full quantization using the
8-bit symmetric signed integer quantizer. This quantization
process is defined by ‘‘equation (1)’’ and ‘‘equation (2)’’.

V. EXPERIMENTS
In our experiment, we utilized a dataset compris-
ing 2000 images. Out of these, 1500 images were allocated
for training the text detection model, while the remain-
ing 500 images were reserved for testing purposes. It is
important to note that the images used in this experiment are
proprietary and specifically developed for this project.

The input images for the text detection model were stan-
dardized to a size of 320 × 320 pixels. The dataset consists
of various images of containers, each displaying their unique
cargo identification number, as depicted in Fig. 1.
For the purpose of training our text recognition model,

we extracted a total of 8750 images. These images were

TABLE 1. Architecture of the text recognition model.

resized to a dimension of 64 pixels by 64 pixels. Each image
contained one of the 35 uppercase characters, including num-
bers (0-9) and letters (A-Z) excluding ‘O’. There were pre-
cisely 250 images per character, resulting in a well-balanced
dataset.

Out of the extracted images, we allocated 7000 for training
the text recognition model, while the remaining 1750 images
were set aside for testing purposes.

To ensure compatibility with our desired integer-only
model, we selected the Google Coral Development Board
as the target hardware. This board is equipped with Quad
Cortex-A53 and Cortex-M4F processors, along with an Edge
TPU coprocessor. Additionally, it provides 1 GB of RAM
and 8 GB of flash memory [38].

Our text detection and recognition models were trained
until no further improvements in performance were observed.
Nevertheless, we are unable to deploy these models on the
target hardware due to its support for only integer-based oper-
ations, as well as the strict requirements of our application,
which include a small model size footprint, fast inference,
high accuracy, efficient peak RAM usage, and computational
efficiency. Therefore, further optimization is necessary to
meet these requirements.

Quantization plays a significant role in the performance of
text detection and recognition models. It refers to the process
of reducing the precision of numerical values in amodel, typi-
cally from floating-point to integer representations. However,
quantization can introduce errors and affect the accuracy of
the models.

To overcome this challenge, we introduced a quantization
offset to the ground-truth labels. This offset is designed to
compensate for the errors induced by quantization, ensuring
that the model’s predictions align closely with the original
floating-point values.

By incorporating the quantization offset, we aim to min-
imize the impact of quantization on the performance of
our text detection and recognition models. This approach
allows us to achieve a balance between model optimization
for integer-only hardware and preserving the accuracy and
reliability of the model’s predictions.
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We applied quantization to both the text detection
and recognition models, reducing the precision of the
model’s parameters such as weights, biases, and activations.
Specifically, the parameters were converted from their origi-
nal 32-bit floating-point representation to 8-bit signed integer
representations.

By quantizing the models, we aimed to make them com-
patible with integer-only hardware and improve their effi-
ciency in terms of memory usage and computational cost.
Quantization helps to reduce the model size and allows for
faster inference, making it suitable for resource-constrained
environments such as edge TPUs or microcontrollers.

The performance of the quantizedmodels was evaluated by
measuring their accuracy and overall effectiveness using five
key evaluation metrics as described in Table 2 and Table 3.
These metrics include the model performance, peak RAM
footprint, model size, computational cost, and inference time.

The evaluation considered the performance metrics out-
lined in Table 2 and Table 3, allowing us to analyze and
compare the impact of quantization on various aspects of the
model’s performance.

By examining these metrics, we gained deep insights
into the trade-offs and improvements achieved through
the quantization process, enabling us to make informed
decisions regarding the suitability of the models for
resource-constrained hardware.

TABLE 2. Performance evaluation metrics for validating quantized model
applicability.

TABLE 3. Performance evaluation metrics for validating quantized model
applicability.

VI. RESULT AND DISCUSSION
Recognizing text in natural scenes is a challenging task
due to several factors, including variations in image quality,
diverse device types, varying lighting conditions, different
text orientations, and the presence of clustered text in scene
images. The accurate prediction of text heavily relies on the
performance of text detection methods.

It is crucial to highlight that the effectiveness of text
detection algorithms significantly impacts the accuracy and
precision of text recognition methods. Therefore, ensuring
high-quality text detection is essential for achieving reliable
and robust text recognition results.

To assess the suitability of the quantized models for our
intended purpose, we conducted a comprehensive evalua-
tion that considered various key performance metrics. These

metrics are essential in determining the applicability of the
models on the target hardware.

The suitability of the quantized models was evaluated by
measuring their accuracy and overall effectiveness in text
detection and recognition tasks. Additionally, we assessed
the peak RAM usage, which indicates the maximum amount
of memory consumed by the models during operation.
Model size, another important metric, reflects the storage
requirements of the models.

Furthermore, we analyzed the computational cost associ-
ated with running the quantized models, considering factors
such as the number of operations performed and the process-
ing power required. Lastly, we measured the inference time,
which indicates the speed at which the models can process
input data and provide output.

By evaluating these performance metrics, we gained valu-
able insights into the practicality and efficiency of the
quantized models for deployment on resource-constrained
devices, especially integer-only hardware. This information
is crucial for designing effective and optimized solutions that
meet the requirements of our target hardware.

To conduct a comprehensive comparison between the
base models and their quantized counterparts, we utilized
the key performance indicators presented in Table 2 and
Table 3. These indicators were derived from a series of
experiments conducted using diverse sample data, ensuring a
representative evaluation.

The results presented in Table 2 and Table 3 are
derived from a thorough evaluation conducted through mul-
tiple experiments using diverse sample data. This rigorous
approach of averaging the performance metrics over vari-
ous experiments enhances the reliability and validity of the
reported findings.

By using different data samples, we obtain a comprehen-
sive evaluation that provides a more accurate representation
of the models’ performance. This ensures that the conclu-
sions drawn from the comparison between the base models
and their quantized counterparts are robust and applicable in
real-time embedded applications.

The model size refers to the amount of flash memory
required to store the model’s parameters, such as weights
and biases. By default, the weights are stored using a 32-bit
full-precision float. In our approach, we applied an 8-bit sym-
metric quantizer, as described in Figure 7 and Equations (1)
and (2), to both the text detection and recognition models.
As a result, we achieved a 3.87x reduction in the flash size
required to store the quantized text detection model.

Similarly, the quantized text recognition model demon-
strated a 3.82x reduction in model size compared to the
uncompressed text recognition model, as indicated in Table 2.
Notably, the quantized models maintained their performance,
as evidenced by the results presented in Table 3.
We evaluated the text detection model’s performance using

the mean loss metric, which is a combination of the dice and
intersection over union (IoU) losses. The lower the mean loss
value, the better the model’s performance.
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FIGURE 9. End-to-end text detection and recognition results of our proposed method.

The quantized text detection model demonstrated a 2%
increase in mean loss compared to the base model. On the
other hand, the quantized text recognition model showed no
significant decrease (only a 0.11% decrease) in performance
despite having undergone significant model compression.

The speed of a model during inference is affected by mul-
tiple factors, including but not limited to the number of reads
and write operations, memory bit width, and types of oper-
ations performed. We achieved an improvement of approxi-
mately 1.65x in model speed for both quantized models.

In real-time embedded applications, the availability of ran-
dom access memory (RAM) is crucial for the application’s
smooth operation without interruptions or delays. RAM is
used to store dynamic data that the application requires to
function properly.

Deep learning models, such as our base text detection
and recognitionmodels, are computationally expensive, espe-
cially in terms of RAM resource usage. As indicated in
Table 2, the text detection model requires at least 286.23 MB
of RAM, while the text recognition model requires at least
5.04 MB. This results in a total RAM requirement of
291.27 MB for the end-to-end pipeline.

Our proposed method enabled us to achieve a significant
reduction in RAM usage for the quantized models, resulting
in a total of only 43.92 MB of RAM required. This represents
a compression factor of 6.63x when compared to the RAM
requirements of the base models.

We need to acknowledge a limitation of our proposed
method, which is its applicability to less clustered text in
scene images. This limitation arises from the need to intro-
duce a quantization bias when preparing the ground-truth
labels to compensate for the quantization-induced error.

It’s important to note that scene text can vary greatly, and
our method may not be suitable for all types of scene text.

VII. CONCLUSION
The increasing utilization of deep learning technology in
computer vision tasks owes to a multitude of factors, includ-
ing advancements in computing power, the availability of vast
datasets, and the development of sophisticated algorithms.

Deep learning technology has brought about remarkable
breakthroughs, especially in the domain of scene text detec-
tion and recognition. The process involves the precise local-
ization of text regions within scene images and subsequent
identification of the text contained within these regions.

Scene text detection and recognition have become pro-
nounced due to the rise in the number of portable and
embedded devices. These devices are capable of running
different intelligent applications. Some of these applications
require understanding textual information in scene images
for decision-making. Such applications include an intelligent
transportation system, text-to-speech, auto navigation, object
detection, etc.

The emergence of resource-efficient hardware for deep
learning applications, that only supports integer-based oper-
ations and operates under stringent constraints on storage,
memory, and computational power, has been a significant
development.

The current state-of-the-art methods for scene text detec-
tion and recognition rely heavily on deep learning approaches
that demand significant resources, such as computing power,
memory, and energy. As such, the implementation of these
methods in real-time embedded applications, especially those
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operating on integer-only hardware, poses a considerable
challenge.

We developed a resource-efficient method to tackle
this issue. To demonstrate its effectiveness and suitability
for integer-only hardware, we trained end-to-end models
specifically designed for detecting and recognizing shipping
containers. Subsequently, these models were deployed on the
target hardware.

We demonstrated the accuracy and reliability of our pro-
posedmethod for processing scene texts on this piece of hard-
ware. Our efforts to optimize the models yielded impressive
results as shown in Table 2 and Table 3.

Our optimization efforts resulted in a significant reduction
in model size, achieving a compression factor of 3.8x while
maintaining comparable performance to the base models.
Additionally, the optimized models exhibited a 1.6x increase
in speed, accompanied by a substantial decrease in maximum
RAM usage by a factor of 6.6x compared to the original
models. These results highlight the efficiency and feasibility
of our approach for processing scene text on integer-only
embedded hardware.
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