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ABSTRACT Channel simulators capitalizing on the ray-tracing (RT) principle are widely used in wireless
communications for generating realistic channel data. By combining the RT algorithm for the signal
propagation trajectories with electromagnetic (EM) equations, generalized channel impulse responses (CIRs)
are obtained. This paper presents a novel three-dimensional (3D) RT simulator for emerging smart wireless
environments, termed as WiThRay, which can be deployed for the performance assessment of various
wireless communication techniques, such as channel estimation/tracking, beamforming, and localization,
under realistic EM wave propagation conditions. Firstly, a comprehensive comparison of existing RT-based
channel simulators is provided, highlighting their wearknesses and limitations for utilization with the latest
technologies for the sixth-generation (6G) of wireless systems. The proposed WiThRay simulator modifies
the RT algorithm to follow the Fermat’s principle, thus, reducing computational complexity, and implements
scattering ray calibration providing a precise solution for the analysis of EM propagation. In addition,
differently frommost of the available RT-based simulators, WiThRay incorporates reconfigurable intelligent
surfaces (RISs), which are lately considered as the key technology for RIS-enabled smart wireless commu-
nications. We thoroughly show that channel data obtained from WiThRay match sufficiently well with the
fundamental EMpropagation theory ofwireless channels. Furthermore, the proposed simulator was deployed
to study the performance of uplink channel estimation in orthogonal frequency-division multiplexing
systems, downlink multi-user beamforming, and RIS-enabled coverage extension. The WiThRay versatile
simulator is available in open-source mode, facilitating its easy deployment from the wireless research
community for developing and testing communications and signal processing techniques in 6G smart
wireless environments.

INDEX TERMS Channel simulator, channel impulse response, geometric stochastic channel model, MIMO,
reconfigurable intelligent surfaces, ray tracing, wireless communications.

I. INTRODUCTION
Most wireless communication research is based on channel
models. Among many possible models, the geometry-based
stochastic channel model (GSCM) is widely used in both

The associate editor coordinating the review of this manuscript and
approving it for publication was Wei Quan.

academia and industry [1], [2], [3], [4]. Several techni-
cal reports provide guidelines for designing the GSCM,
where intensive measurement campaigns for particular
scenarios, e.g., urban micro cellular (UMi), urban macro
cellular (UMa), and indoor, have determined the channel
parameters [4], [5], [6].
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The latest wireless communication techniques have largely
exploited the geometrical properties of the radio frequency
(RF) channel at high-frequency bands such as millimeter-
wave (mmWave), and very recently terahertz (THz). The
geometrical sparsity of the mmWave channel forces the rank
deficiency for the high-dimensional channel, making highly
complicated systems tractable [7], [8], [9]. The assump-
tion about channel sparsity enables the compressive sens-
ing (CS)-based approaches on hybrid beamforming systems
[10], [11], [12], [13], reconfigurable intelligent surface (RIS)
[14], [15], [16], [17], [18], and cell-free multiple-input and
multiple-output (MIMO) systems [19].

The channel sparsity is evident on the angular domain. The
angular spread profile, a picture of the RF signals coming
from various directions, confines the covariance matrix of
the GSCM to be low-rank. The GSCM relies on stochastic
angular spread profiles given with random cluster positions
and trajectories of channel paths. The power profiles on the
temporal and spectral domains are also stochastic parameters
for the GSCM [4]. If we are able to obtain site-specific, not
stochastic, angular spread profiles, there would be room to
further improve wireless communication techniques by site-
specifically optimizing them [20].

Without intensive measurement, the ray-tracing (RT) algo-
rithm gives the detailed geometrical relationship between
communication terminals in a deterministic manner [20],
[21]. This deterministic formalism then employs the electro-
magnetic (EM) equations, which have no randomness when
the geometrical parameters are entirely given. There exist
various wireless channel simulators using the RT algorithm
in academia [22], [23], [24], [25], [26], [27], [28], [29]
and industry [30], [31], [32], [33], [34], [35], [36], [37],
[38], [39]. Commercial programs have their own accelera-
tion algorithms to boost up the RT algorithm such that they
can conduct large-scale simulations; however, the details of
simulators are not open to public in general.

The RT algorithm is to find the channel paths following
the Fermat’s principle. The methods to implement the RT
algorithm are largely divided into two types; the direct algo-
rithm and the inverse algorithm [40]. The direct algorithm
tracks all rays that propagate omnidirectionally. Each ray
changes the propagating direction when meeting obstacles,
i.e., reflections or diffractions. The direct algorithm is also
called as the ray launching (RL) method or the shooting and
bouncing ray (SBR) method in related works [26].

The inverse algorithm is a method to find all channel paths
satisfying the Fermat’s principle and aims to determine the
accurate channel path trajectories from the transmitter (Tx)
to the receiver (Rx). The inverse algorithm provides more
precise simulation results than the direct algorithm by con-
sidering all possible connectivity. However, with an increas-
ing number of objects in the simulation, the complexity of
the inverse algorithm becomes challenging. To mitigate the
complexity of inverse algorithm, various methods were pro-
posed, e.g., the visible-tree (VT) method and grid partitioning
methods such as binary space partitioning (BSP) tree, space

TABLE 1. Notations used in this paper.

volumetric partitioning (VSP) method, and angular Z-Buffer
(AZB) method [40], [41], [42].

Reflection, diffraction, and scattering are key factors in the
implementation of a high-performance RT-based simulator.
When considering the scattering, it should be noted that the
reflecting and diffracting paths do not always move on the
specular channel path trajectory. Thus, to evaluate the channel
impulse responses (CIRs) under the scattering, an appropriate
definition for the scattering channel paths and EM response
models should be given. Most of existing simulators, how-
ever, do not implement all these factors simultaneously [22],
[23], [24], [25], [28].

In this paper, we present a versatile wireless channel
simulator, named as WiThRay (Wireless three-dimensional
ray-tracing simulator). Most of RT-based simulators devel-
oped for wireless communication systems focus on the EM
field examination [43], [44], [45], [46], [47], [48]. However,
WiThRay is specialized to generate the channel data for per-
formance evaluations of complicated communication tech-
niques. WiThRay gives the channel data with fundamental
channel characteristics, e.g., short coherence time for large
Doppler spread and small coherence bandwidth for large
delay spread. The WiThRay channel data are saved into two
types; multi-tap channels in the time domain and subcarrier
channels in the frequency domain, makingWiThRay suitable
to evaluate most of wireless communication techniques. The
main features of WiThRay are summarized below:

i) WiThRay employs its own RT algorithm, dubbed as the
bypassing on edge (BE) algorithm, which enhances the
efficiency of the inverse algorithm.

ii) WiThRay dynamically adjusts the scattering area to
include the dominant channel paths.

iii) WiThRay calibrates the scattering grid for MIMO sce-
narios to ensure that the EM wave propagates in its
original waveform, as it does in the real world.
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FIGURE 1. Flowchart of general RT-based simulator.

iv) WiThRay judiciously evaluates the multi-tap channel
in the fast fading scenario for the development of high-
mobility communication systems. The wideband effect
and Doppler shift caused by mobile objects are mod-
eled in WiThRay.

v) WiThRay supports the RIS systems by employing the
dyadic EM response model.

WiThRay is open to public in our website [49], and anyone
can use this versatile simulator to evaluate various wireless
communication techniques. The website [49] also contains
the implementation details of WiThRay.

The rest of this paper is organized as follows. Section II
provides the baseline of the general RT algorithm and com-
pares the existing RT-based simulators. Section III details the
technical features of WiThRay, including the BE algorithm,
scattering calibration, geometrical parameter evaluation, and
CIRmodeling. The output ofWiThRay is the discrete channel
data, and the discrete sampling process is also described in
Section III. Extensive experimental results are provided in
Section IV showcasing that the channel data generated by
WiThRay follow the fundamental theory of wireless chan-
nels. After analyzing several wireless communication tech-
niques with WiThRay in Section V, concluding remarks of
the paper are included in Section VI.

II. RT-BASED SIMULATORS
An RT-based simulator is a computer tool used to model the
EM propagation in a three-dimensional (3D) environment.
The RT algorithm traces EMwaves as they propagate through
the environment. The simulation considers various factors,
such as reflection, diffraction, and scattering, which can affect
the signal quality in a real-world environment. The simulation
results can be used to predict the signal quality, data rate, and
coverage area of a wireless communication system, providing
crucial information for the design and optimization of the
system.

The general procedure of most RT-based simulators is
shown in Fig. 1. A simulator should first build a realistic
environment that determines the trajectories of RF signals
from the Tx to the Rx. The RT algorithmfinds the geometrical

channel paths and provides geometrical parameters, e.g.,
propagation direction, polarization direction, traveling dis-
tance, delay, angle of departure, and angle of arrival, which
are required to evaluate the CIR. The evaluated CIR should
be sampled to test various digital signal processing (DSP)
techniques. The details of the procedure are presented in the
following:

A. LOADING MAP DATA
The RT-based simulators generate wireless channel data that
change based on the surrounding environment. The RT-based
simulators consider important map components that define
the channel. In outdoor environments, the dominant compo-
nents in the map are buildings, terrain, and in some cases,
foliage. Indoor environments are largely affected by walls,
doors, windows, and large objects, e.g. furniture. Communi-
cation terminals should also be loaded at this stage.

Commercial programs, such as Wireless InSite, provide
their own 3D map rendering program, but they can also
import external rendered data. WiThRay also composes maps
by importing 3D coordinate data of objects.

The size of map used for simulation varies depending
on its purpose. High-frequency communication scenarios
typically assume small areas for simulations. However, for
high-speed mobile communications or resolving resource
allocation issues in multiple access, the map size may need
to increase. Without an efficient algorithm, the RT-based
simulator cannot conduct large-scale simulations. WiThRay
uses a fast RT algorithm to enable large-scale simulations,
which is elaborated in Section III-B.

B. RT ALGORITHM
The RT algorithm is a widely-used technique for simulat-
ing EM wave propagation and creating realistic computer
graphics. The algorithm tracks the multiple channel paths
from the Tx to the Rx, following the Fermat’s principle at
points of reflection and diffraction. The direct and inverse
algorithms are two methodologies used to determine these
points. In Table 2, we compare the RT algorithm adopted in
WiThRay to those used in existing RT-based simulators.

1) METHODOLOGY
The direct algorithm shoots rays in all directions and tracks
their trajectories. When these rays reach an object, they may
reflect or diffract. Only the rays that reach the Rx node
are transformed into useful information. The accuracy of
the direct algorithm depends on the number of rays gener-
ated at each branching point (i.e., reflecting or diffracting
points). The direct algorithm provides simultaneous results
for multiple Rx nodes and is therefore preferable for large-
scale simulations. Simulators such as 3DScat and Wireless
InSite implement the direct algorithm to support city-scale
simulations [26], [33]. In the process of tracing multiple
rays, a graphical processing unit (GPU) enables parallel
operations, making computation efficient on hardware [55].
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TABLE 2. Implementation details of RT algorithms.

However, the number of rays to be tracked in the direct
algorithm could be redundant for the simulations with a small
number of nodes. Moreover, the direct algorithm suffers from
quantization errors, i.e., discretized rays satisfying the Snell’s
law do not precisely converge at the Rx node. Therefore, the
direct algorithm relies on the concept of acceptance region
around the Rx node, which cause inaccurate propagation
paths.

The inverse algorithm that only finds the rays of the Fer-
mat’s principle is preferred in simulations that demand high
accuracy. Several RT-based simulators, including WiThRay,
are based on the inverse algorithm [22], [23], [24], [25], [26],
[27], [28], [29], [33]. However, the inverse algorithm can
become complicated when dealing with a large number of
objects in the simulation. As the number of objects increases,
the number of cases that need to be checked for the inverse
algorithm grows exponentially. Moreover, the inverse algo-
rithm must search for channel paths for every node-to-node
connection, resulting in high complexity.

2) REFLECTION AND DIFFRACTION
The direct algorithm determines the next direction of the
ray when it encounters an object. The ray could reflect off
the surface or diffract at the edge. In the direct algorithm,
it is straightforward to find the reflecting path while this
is not the case for the diffracting path. The Keller’s cone
is related to diffraction, and all directions within the cone
satisfy the Fermat’s principle, ensuring the shortest path [56].
Because the direct algorithm cannot determine in advance
which direction will lead to the Rx node, it must track all
directions, resulting in an increased number of rays to be
tracked at diffracting edges. However, in the direct algorithm,
the calibration of reflecting and diffracting points can be done
sequentially, which reduces the complexity of the process.

The inverse algorithm generates a ray by connecting the
mirror image of the Tx or Rx nodes with a straight line. This
approach is called as the image method. When a large num-
ber of reflections encounter numerous objects, the inverse
algorithm needs to produce a significant amount of mirrored
images. To confine the number of mirror images, the VT
method defines the visible region, known as a ray tube [41].
In the VT method, the mirror images of the terminal nodes

have their own ray tubes. The visibility of ray tubes restricts
the number of objects to be checked, and the VT method
connects nodes (as a branch of the tree) that see each other
through their ray tubes.

The diffracting points in the inverse algorithm should
be connected with the mirror images in the flipped space.
To obtain the flipped diffraction points on the Keller’s cone,
the edges where the diffraction occurs should be flipped mul-
tiple times according to the number of reflections in the chan-
nel path. However, determining the exact diffracting points is
a non-deterministic polynomial-time (NP)-hard problem for
a large number of diffractions. WiThRay iteratively solves
the distance-minimizing problem to find multiple diffracting
points where the shortest channel path lies on.

The grid partitioning method is an acceleration technique
that limits the objects under the diffraction. The entire map
is divided into grids based on a considered metric, e.g., the
volumetric cube in the VSP and the angles in the AZB. The
grids under the trajectory of channel path determine possible
objects that may have diffracting points. However, the grid
partitioning methods might miss some possible connectivity,
resulting in degraded accuracy. The BE algorithm of WiTh-
Ray only takes the valid diffracting paths in the shadowed
area, which efficiently decreases the cases to be checked
and achieves good accuracy. The detail of BE algorithm is
explained in Section III-B.

3) SCATTERING
The paths that satisfy the Fermat’s principle are called as
specular paths, which can be found using direct or inverse
algorithms. However, in reality, the channel paths that do not
follow the Fermat’s principle, known as anomalous paths, can
largely affect the channel. For the single point of observa-
tion, it can be interpreted as a scattering. These paths can
be constructed based on any connection of arbitrary points
on objects. Thus, the effect of scattering can be evaluated
by considering all the connectivity of discretized points on
objects, which is referred to as the propagation graph (PG)
theory [57], [58].

The PG-based method that incorporates either the direct or
inverse algorithms suggests to focus only on effective channel
paths, resulting in a reduced number of rays to be considered.
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TABLE 3. Implementation details of CIR modelings.

Related works select anomalous paths based on path length,
which can be interpreted as the paths within an elliptical
region [50], [59]. However, in Section III-B, we show that
an ellipsoid with a fixed radius may not be a good criterion
for choosing the anomalous paths.

C. CIR EVALUATION
The RT algorithm generates the rays that provide geometrical
parameters such as polarization direction, propagation direc-
tion, traveling distance, delay, angle of departure, and angle
of arrival. The RT-based simulators use these parameters to
evaluate the CIR for each channel path by applying them to
relevant equations. The CIR is a result of antenna radiation,
EMpropagation, and EM responses of reflections and diffrac-
tions. Each of these factors independently affects the channel
in general CIR modeling [22], [23], [60]. In WiThRay, the
RIS response is also combined at this stage. Table 3 summa-
rizes the factors that RT-based simulators consider for the CIR
evaluation.

1) ANTENNA RADIATION PATTERN AND PROPAGATION
LOSS
The propagation of EM wave from the Tx antenna is deter-
mined by the propagating direction, orientation of antenna,
and antenna radiation pattern. The intensity of EM wave
decreases with the traveling distance, which is called as the
propagation loss. The law of energy conservation just con-
cerns the traveling distance, but the atmosphere causes the
energy loss and makes the propagation loss to be a function of
the carrier frequency. Most of RT-based simulators including
WiThRay consider the atmospheric absorption.

2) REFLECTION
RT-based simulators utilize either the dyadic reflection
model [63] or the directive scattering model [51] as the
reflection response model. The dyadic reflection model,
based on the Faraday’s law, is the canonical formulation.
Any EM wave has perpendicular and parallel modes that
react independently on the perfectly magnetically conduct-
ing (PMC) medium. However, it only deals with the spec-
ular paths on the infinite PMC plane and cannot provide
a solution for anomalous paths, which ignores the scat-
tering modeling. Therefore, the RT-based simulators that

FIGURE 2. Incident wave at edge can diffract to reflection, transition, and
shadow regions. Reflection and shadow boundaries are the directions of
dominant diffraction for the PMC.

use the dyadic reflection model in Table 3 do not support
scattering [22], [23], [24], [25], [27], [28].

Scattering models are data-fitting functions. Initially, the
Lambertian scattering model provided a good approxima-
tion [66]. After the measurement campaign for the reflecting
signal on buildings in [51], the directive scattering model has
become a popular model for RT-based simulators [24], [25],
[26], [27], [29]. The directive scattering model constructs
a scattering lobe towards the specular reflection, and the
controllable lobe width in the model determines the degree of
scattering [51]. The directive scattering model also considers
the polarization effect, but it does not provide a specificmodel
for the ray with a certain polarization direction [67]. On the
contrary,WiThRay incorporates the effect of polarization into
the directive scattering model.

3) DIFFRACTION
The geometrical theory of diffraction (GTD) is the funda-
mental theory of diffraction for the RT algorithm. The GTD
enables the evaluation of diffraction using rays [56], but it is
an asymptotic equation that fails to solve the equation in the
region close to the shadow boundary and reflection boundary
in Fig. 2. The uniform theory of diffraction (UTD) provides
a valid solution for the unsolved region of the GTD and gen-
eralizes the diffraction coefficients for curved wedges [61].
Although the GTD and UTD are dyadic response models,
they provide good approximations for the scattering on edges.
Most of RT-based simulators that support the diffraction are
based on the UTD as in Table 3.

4) DOPPLER SHIFT
The Doppler shift is caused by the movement of a terminal
and the dynamic environment. Many RT-based simulators
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support the mobile user equipment (mUE) and evaluate the
Doppler shift based on its relative speed to a fixed base station
(BS). However, not all RT-based simulators consider mobile
scattering objects (mSOs) that may affect the trajectory of
channel. Without considering mSO, the range of Doppler
shift is limited to the speed of mUE, but the Doppler spread
might be greater than the Doppler shift by mUE, which fails
to reflect real-world scenarios that have mSOs. WiThRay
generates realistic channel data by considering the Doppler
spread caused by the mSO.

5) RIS RESPONSE MODEL
The RIS is the strong candidates for 6G wireless communi-
cation systems [68], [69], [70], [71], [72]. In order to support
an RIS system in the RT-based simulator, the EM response on
the RIS panel should be evaluated in a series of reflections and
diffractions. The RIS panel is a passive element that adjusts
the reflections to the intended direction. The reflection of the
RIS on a PMC surface is derived using the EM equivalent
theorem [62], which is adopted by WiThRay.

D. DISCRETE SAMPLING
The discrete channel data at the BS are observable and
controllable signals that can be processed at the DSP unit
of wireless communication systems. However, many RT-
based simulators do not provide the channel data in the dis-
crete domain. For instance, Wireless InSite does not provide
discrete time domain channel data. Therefore, DeepMIMO
converts the CIR data obtained using Wireless InSite into
discrete channel data [73]. On the contrary, WiThRay not
only provides the CIR data but also the discrete channel data
simultaneously, making the simulator much more efficient.
The detailed process of obtaining the discrete channel data is
explained in Section III-F.

III. WiThRay CHANNEL SIMULATOR
This section provides details on the WiThRay procedure.
Section III-A explains a 3D map data that is imported for
the RT algorithm. Section III-B covers the BE algorithm,
which is an efficient way to conduct the inverse algorithm.
Section III-B also includes the scattering criteria to adjust
the scattering area, and the MIMO calibration method in
WiThRay. In Section III-C, we define the geometrical param-
eters that are given by the BE algorithm. The CIR model
and RIS response model used in WiThRay are given in
Sections III-D and III-E, respectively. Finally, Section III-F
defines the output of WiThRay, which consists of the discrete
sampled channel and the orthogonal frequency-division mul-
tiplexing (OFDM) channel.

A. 3D MAP DATA
The RT algorithm runs with the 3Dmap data. This paper con-
ducts the concrete experiment with the map around the east
gate of Korea Advanced Institute of Science and Technology
(KAIST). The reference map is taken from the commercial

FIGURE 3. 3D map around Korea Advanced Institute of Science and
Technology, South Korea.

website.1 The 3D map includes various objects, e.g., build-
ings and vehicles. Buildings are static objects, and vehicles
are objects that move or stop. The objects in the 3D map
are the composite of hexahedrons. A hexahedron unit is not
restricted to rectangular surfaces, increasing the flexibility
of 3D modeling. By using more hexahedrons for 3D object
modeling, the rendering accuracy can grow with the trade-off
of increased complexity for the RT algorithm.

The terrain ofmap consists of consecutive triangular facets.
Each point of a facet has the altitude information of the
terrain. Roads are paved on the terrain, determining the routes
of pedestrians and vehicles. A full sketch of the 3D map
around KAIST is shown in Fig. 3. Considering the connec-
tivity of roads, WiThRay automatically generates the routes
of pedestrians and vehicles, where the temporal correlation
of the channel engages with the spatial correlation. The dis-
crete points on the route of a pedestrian are the consecutive
locations of an mUE in the simulation. The mSOs have their

1https://map.naver.com/
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FIGURE 4. Effect of diffraction in reflection and transition regions when
considering the single reflection and single diffraction.

own speeds that determine the moving distance per unit time,
causing the Doppler shift.

B. CONSIDERED RAY TRACING METHODOLOGY
1) REFLECTION AND DIFFRACTION BASED ON BE
ALGORITHM
TheRTmethodology is dependent on the ray propagation sce-
nario defined in the RT algorithm. When it comes to finding
the reflection path, there is a commonly used approach. How-
ever, various approaches are used to determine the diffracting
path.

Signals that diffract at the edge propagate through reflec-
tion, transition, and shadow regions are defined in Fig. 2.
Responses of diffracting signals that propagate to all direc-
tions can be evaluated using the GTD or UTD. However,
as shown in Fig. 4, tracing all diffracting paths toward all
regions is not markedly distinct from tracing only the diffract-
ing paths toward the shadow region. Therefore, WiThRay’s
inverse algorithm, the BE algorithm, only traces the diffract-
ing paths in the shadow region where only diffracting signals
exist.

The diffracting path passing through the shadow region
can be interpreted as a bypass path for a blocked signal.

FIGURE 5. Received signal quality for the VT method and BE algorithm
under single reflection and single diffraction.

To account for this, the BE algorithm initially considers only
reflections and explores all paths. It then checks whether
bypassing paths exist for the objects that cause blockage and
whether those paths exist on the Keller’s cone. The process
of the BE algorithm is summarized as follows:

i) Find the coordinates of symmetrically flipped points of
the Rx point for all existing surfaces and check whether
the flipped Rx points are connected to the Tx point
through reflecting surfaces.

ii) Check whether the blockage occurs in the reflecting
path and list the objects where the blockage occurs.

iii) Explore whether there are diffracting points bypassing
the identified blocking objects.

iv) After finding the diffracting points, check again to see
whether the blockage occurs even for the bypassing
paths.

To check the effectiveness of BE algorithm, Fig. 5 presents
the cumulative density function (CDF) of received signal
quality for both the VT method and the BE algorithm. The
data clearly illustrates that the BE algorithm matches the
accuracy of the VT method without necessitating the exhaus-
tive search of all diffracting paths, as seen in Fig. 4 (b).
As the BE algorithm reduces the number of diffracting paths
that need to be searched, it consequently decreases the run-
time. On a computer powered by an i9-9900K CPU and
an RTX 2080 Ti GPU, the runtime of the VT method was
recorded as 6871 sec for the experiment in Fig. 5. In con-
trast, the BE algorithm considerably reduced the runtime to
1024 sec for the same single reflection and single diffraction
simulation. By considering more reflections and diffractions,
the runtime gap could be even more substantial.

The BE algorithm is fully generalized such that WiThRay
finds out all possible channel paths satisfying the Fermat’s
principle within the predefined numbers of reflection and
diffractionwhile, theoretically, there is no limit on the number
of reflecting and diffracting points in obtaining the channel
path the RF signal travels. As shown in Fig. 6, the simula-
tion accuracy improves by considering more reflection and
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FIGURE 6. Simulation results with different numbers of reflections and
diffractions.

diffraction paths. By increasing these paths, however, the
path-searching complexity increases significantly. In the case
of reflection, the number of paths to check isML for L reflec-
tions with M surfaces. To enable realistic 3D environment

FIGURE 7. Specular and anomalous channel paths. Path #2 is the
anomalous path related with the specular Path #1. Path #2 has a
meaningful effect on the channel when comparing with the anomalous
Path #3 that propagates to some random direction.

designs with large amounts of objects, it is critical to reduce
the number of cases to be checked before starting the path
calibration.

Some conditions on the reflection and diffraction help
dramatically decrease the number of cases to check. The
conditions used in WiThRay are summarized as follows:

i) Any two consecutive reflecting surfaces must face each
other since the line connecting them cannot go through
the backside of any of them.

ii) The reflecting point must be within the reflecting
surface.

iii) The diffracting point must be within the diffracting
edge.

iv) The diffracting path is the bypassing path, which is cre-
ated on the blocking object. Therefore, the diffraction
must occur on the blocking objects.

v) Most Tx and Rx antenna pairs at the same terminals
are located close to each other, which makes them
experience similar trajectories on common objects.

These conditions are simple but powerful enough to decrease
the simulation time effectively. The conditions i)-iii) coincide
with the ray tube of VT method. However, the condition iv)
makes the BE algorithm different from the inverse algorithm
with the VT method. Since the BE algorithm only finds the
diffracting paths on blockage, the number of paths to be
checked for the diffraction largely decreases, resulting in the
significantly reduced runtime. In the MIMO scenario, the
condition v) helps to remove redundant objects to be checked
in the RT algorithm.

2) SCATTERING
While anomalous paths can occur without any interaction
with specular paths as in Fig. 7, these anomalous paths are
usually much weaker compared to the specular paths and the
anomalous paths related to the specular paths. To identify
the anomalous paths, the PG-based method examines the
grid points located in close proximity to the specular path.
Each grid point represents the point where an anomalous
path meets the surface. The length of the anomalous path
is confined by the specular path. The scattering area, where
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FIGURE 8. Path gain of scattering path corresponding to each reflecting
point. The elliptical region is an intersection of the surface and the 3D
ellipsoid whose radius is defined as: 3 meters + distance between Tx and
flipped Rx. (a) The dominant paths are in the elliptical region. (b) The
ellipsoid does not contain all effective channel paths.

the grid points are included, is the intersection of the surface
and the 3D ellipsoid as in Fig. 8. The 3D ellipsoid has the
Tx point and symmetrically flipped Rx point as its focal
points [50], [59].

To evaluate the effect of scattering, the path gain should be
evaluated for all grid points in the ellipsoid. The path gain is
obtained by the pathloss in trajectory, partial energy projected
to the grid point, and EM response of reflection or diffraction.
However, the channel paths bounded in the ellipsoid might
not be the dominant channel paths. Fig. 8 shows the two
different cases of scattering. The dominant scattering paths
belong to the elliptical region in Fig. 8 (a) while the ellipsoid
does not contain the dominant paths in Fig. 8 (b). Thus,
WiThRay dynamically adjusts the radius of ellipsoid such
that most of dominant paths belong to the elliptical region.

When it comes to MIMO systems, designing the scattering
grid interval should be more delicate. Each antenna has its
own reflecting point, as in Fig. 9 (a), which means each
reflecting point has its own grid for the scattering. When the
reflecting points from different antennas have the common
grid interval for the scattering, the focal point of the scattering
path becomes shifted, as shown in Fig. 9 (b). Because of this
mismatch between the symmetrically flipped Rx point and
the focal point, the RF signals of multiple antennas lose their
pattern and do not act as a planar wave. Since the grid is just
a concept to implement the scattering effect within the RT
algorithm, and the actual RF signal, even in the scattering
path, moves as a planar wave if the distance between the Tx

FIGURE 9. Focal point mismatch of scattering points caused by the
common grid interval. (a) Symmetrically flipped Rx point is the focal point
of specular reflecting points (green x-dots) from multiple antennas,
where specular paths are colored by blue. (b) Scattering grid points of
anomalous paths shift the focal point.

and Rx points is sufficiently long, the scattering grid interval
in Fig. 9 (b) should be redesigned.

To manipulate the planar wave for the scattering paths,
WiThRay judiciously calibrates the grid points for the Tx (or
Rx) antennas. First, we introduce the anchor points in Fig. 10
to calibrate the grid points. The scattering grid points for the
first Tx antenna are used to set the anchor points, where each
anchor point determines the grid points for other Tx antennas.
The anchor point is the point on the line connecting the first
Tx antenna point and the scattering grid point for the first
Tx antenna. There are Nsctt anchor points for Nsctt scattering
grid points, where the distances from the first antenna to
the anchor points are all set to be equal to the length of the
specular path as in Fig. 10 (a), which is the reference for Nsctt
scattering paths. This is because there should be no difference
in the propagation loss for the specular path and the scattering
paths.

The nsctt-th anchor point is to evaluate the length of the
nsctt-th scattering path that is defined as the sum of distances
between 1) the Rx antenna point and the nsctt-th scattering
grid point and 2) the nsctt-th scattering grid point and the Tx
antenna point, which is indicated by the red line in Fig. 10 (b)
considering the second Tx antenna as an example. When the
nsctt-th scattering path length is equal to the distance between
the nsctt-th anchor point and the second Tx antenna point, i.e.,
the green dotted line in Fig. 10 (b), the nsctt-th scattering path
acts as a planar wave, since the nsctt-th anchor point makes the
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FIGURE 10. Scattering points calibration using anchor points. (a) Anchor
points obtained from the first Tx antenna are designed to have the same
distance from the first antenna. (b) Scattering point interval for the
second Tx antenna calibrated by the anchor point. The anchor point and
second Tx antenna are connected by the green dotted line.

traveling distances of RF signals from Tx antennas uniformly
different. As shown in Fig. 11, the beam pattern constructed
at the user equipment (UE) using uniform planar array (UPA)
could align with the direction of incoming signals only when
the MIMO calibration manipulates the scattering paths.

The scattering points are shifted from the specular reflect-
ing and diffracting points. Thus, the scattering points can be
interpreted as additional reflecting and diffracting points in
anomalous trajectories. All the specular or anomalous reflect-
ing and diffracting points are saved sequentially as important
points (IPs) inWiThRay. Each IP has its coordinate, response
type, i.e., reflection or diffraction, and object identification.

C. EVALUATION OF GEOMETRICAL PARAMETERS
The lines connecting reflecting and diffracting points from
the Tx point to the Rx point are the trajectories of channel
paths. After the RT algorithm calibrates all the trajectories of
channel paths,WiThRay evaluates the directions of the propa-
gation and polarization. The directions of the propagation and
polarization are denoted by the 3× 1 directional unit vectors
dp,q and ϕp,q, whose elements are the directions in the axes
of the 3D Cartesian coordinate system. The directional unit
vectors dp,q and ϕp,q are identified with the indices of the
trajectory p ∈ {1, . . . ,P} and the IP q ∈ {1, . . . ,Qp}, where
P is the number of channel path trajectories, and Qp is the
number of IPs in the p-th trajectory. Specifically, ϕ

(E)
p,q and

ϕ
(H )
p,q are the directions of electric and magnetic fields. Since

FIGURE 11. The MIMO calibration in WiThRay. (a) The BS and the UE are
connected with a large number of scattering paths. (b) True channel
shows the dominant channel paths that actually come in. However, the
beam pattern using UPA at the UE does not indicate the direction of true
channel. (c) The MIMO calibration adjust the UPA beam pattern such that
it aligns to the direction of true channel.

the IPs in the p-th trajectory vary with different positions
of Tx and Rx antennas, dp,q, ϕ

(E)
p,q, and ϕ

(H )
p,q depend on the

Tx and Rx antennas. Thus, the directions of propagation and
polarization are denoted as dnt ,nr

p,q , ϕ(E),nt ,nr
p,q , and ϕ

(H ),nt ,nr
p,q .

The indices of the (nthor, n
t
ver)-th Tx and the (nrhor, n

r
ver)-th

Rx antennas are nt = (nthor − 1)N t
ver + ntver and nr =

(nrhor − 1)N r
ver + nrver, where the size of Tx antenna array is

N t
hor×N

t
ver and the size of Rx antenna array isN

r
hor×N

r
ver. The

q-th propagating distance rnt ,nr
p,q between the q-th and (q+1)-

th IPs in the p-th trajectory also depends on the positions
of the Tx and Rx antennas. The overall length of the p-th
trajectory between the nt -th Tx antenna and nr -th Rx antenna
is rnt ,nr

p =
∑Qp+1

q=1 rnt ,nr
p,q . Then, the propagation delay τp of

the p-th trajectory can be evaluated by the traveling distance
as τnt ,nr

p = rnt ,nr
p /c, where c is the speed of light.

The direction of propagation dnt ,nr
p,q is related to the angles

of azimuth/zenith of departure/arrival (AoD/ZoD/AoA/ZoA),
where the AoD/ZoD/AoA/ZoA on the q-th IP of p-th trajec-
tory are denoted, respectively, as θ tp,q, φ

t
p,q, θ

r
p,q, and φ

r
p,q. For

the geometrical channel model, the path gain αp and the array
steering vector a(θ, φ) define the response of a single channel
path as Hp(t) = αpa(θ rp,Qp , φ

r
p,Qp )a

H(θ tp,1, φ
t
p,1). The array

steering vector of the N t
hor×N t

ver uniform planar array (UPA)
antenna at the Tx is determined by θ tp,q and φ

t
p,q as

a(θ tp,q, φ
t
p,q) =

[
1 ej1ψ

t
hor · · · ej(N

t
hor−1)1ψ t

hor

]T
⊗

[
1 ej1ψ

t
ver · · · ej(N

t
ver−1)1ψ t

ver
]T
, (1)
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FIGURE 12. The trajectory with the points reflecting on static and mobile
objects is depicted. The ℓ-th mSO moves with vℓ. The q-th propagation of
the p-th trajectory has the propagation direction dp,q. The IP index of the
ℓ-th mSO is q(ℓ) = 2 in this example.

with 1ψ t
hor = 2πd t cos(θ tp,q) sin(φ

t
p,q)/λ and 1ψ t

ver =

2πd t cos(φtp,q)/λ, where d
t is the interval of two adjacent

antennas, and λ is the wavelength of the carrier frequency.
Different from the geometrical model that exploits the array
response vector in (1), the RT-based simulators including
WiThRay do not rely on the array steering vector for the
channel modeling. WiThRay directly exploits the channel
phases for all Tx and Rx antenna pairs to build the CIR,
which makes it suitable for near-field experiments. As will
become clear in Section III-D, the resulting channel still
exhibits a steering pattern similar to the array response vector
as evaluated in Section IV-C.

Another important geometrical parameter of the channel
is the Doppler frequency. Each (nt , nr )-th antenna pair has
different trajectories of the channel paths, which makes the
Doppler frequency of the (nt , nr )-th antenna pair unique.
To simplify the notations, we neglect the indices nt and nr
in the following definition. The Doppler shift in the p-th
trajectory defined in WiThRay is given as [52]

f̄p = fc

1 −
1
c

v̄p +

∑
ℓ∈Lrp∪Ldp

v̄ℓ,p


 , (2)

where fc is the carrier frequency, v̄p and v̄ℓ,p are the relative
speeds of the mUE and the ℓ-th mSO. The relative speed of
the mUE in the p-th trajectory is v̄p = v ·dp,Qp , where v is the
velocity of the mUE, and dp,Qp is the propagating direction
of the p-th trajectory of the UE. The velocity v of the mUE is
a 3 × 1 directional vector whose elements are the speeds of
mUE in the 3D Cartesian coordinate.

The relative speed of the ℓ-th mSO in the p-th trajectory is
obtained as v̄p,ℓ = vℓ · (dp,q(ℓ) − dp,q(ℓ)+1) where vℓ denotes
the velocity of the ℓ-th mSO. The index q(ℓ) refers to the IP
index at the ℓ-th mSO, where the directions of propagation
dp,q(ℓ) and dp,q(ℓ)+1 are the incoming and outgoing directions
related to the ℓ-th mSO, as shown in Fig. 12. The total sum of
relative speeds, v̄p +

∑
ℓ∈Lrp∪Ldp v̄ℓ,p, is the change of length

of the p-th trajectory per unit time, where Lrp and Ldp are the
sets of mSOs under the reflection and diffraction. If there is

no mSO, (2) can be simplified as f̄p = fc(1 − v̄p/c), the well
known form of the Doppler frequency.

D. CHANNEL IMPULSE RESPONSE MODELING
In WiThRay, the channel from the nt -th Tx antenna to the
nr -th Rx antenna is determined by their positions and polar-
ization directions. The CIR from the nt -th Tx antenna to the
nr -th Rx antenna is, therefore, constructed as follows:

[H(t, t)]nt ,nr =

P∑
p=1

ξ t (dnt ,nr
p,1 (t))ξ r (dnt ,nr

p,Qp (t))

× exp
(
−j2π f̄ nt ,nr

p (t)τnt ,nr
p (t)

)
δ(t−τnt ,nr

p (t))

×

Qp+1∏
q=1

√
P0/4π

η(rnt ,nr
p,q (t), f̄ nt ,nr

p (t))

×

∏
q∈Qr

ζ r (dnt ,nr
p,q (t),dnt ,nr

p,q+1(t),ϕ
(E),nt ,nr
p,q (t))

×

∏
q∈Qd

ζ d (dnt ,nr
p,q (t),dnt ,nr

p,q+1(t),ϕ
(E),nt ,nr
p,q (t)),

(3)

which is the channel at time t for the RF signal starting at
time t. The CIR in (3) follows the geometrical optics [75,
Ch. 13], where the antenna radiation pattern ξ (·), reflecting
response ζ r (·), and diffracting response ζ d (·) are independent
and coherently combined in a product from (3). The direc-
tions of propagation dnt ,nr

p,q (t) and polarization ϕ
(E),nt ,nr
p,q (t),

the traveling distance rnt ,nr
p,q (t), the delay τnt ,nr

p,q (t), and the
Doppler frequency f̄ nt ,nr

p (t) of the p-th trajectory are func-
tions of the starting time t. The pathloss η(r, fc) is the function
of the atmospheric absorption, which depends on the carrier
frequency [4]. In the following descriptions, we simplify the
notations by omitting the common indices nt , nr , and t.

The functions ξ t (·) and ξ r (·) are the radiation patterns at the
Tx and Rx antennas determined by the actual antenna design.
The dipole antenna is a popular antenna structure, where its
radiation pattern is modeled as

ξdipole(dp,q) = ∥dp,q × ϕdipole∥, (4)

where ϕdipole represents the direction of dipole antenna.
There are various types of antenna structure with more com-
plicated radiation patterns. They are, however, still a function
of the propagation dp,q. Thus, WiThRay is compatible with
all types of antenna structure by properly fixing the antenna
direction ϕ.
The reflecting response function ζ r (·) is the EM response

determined by the directions of propagation and polarization.
Because the propagating direction dp,q coming into the q-th
IP and the direction dp,q+1 going out to the (q + 1)-th IP
are both related to the reflection on the q-th IP, the reflecting
response function at the q-th IP can be modeled as

ζ r (dp,q,dp,q+1,ϕ
(E)
p,q) = Er,s(dp,q,dp,q+1)

× Er,p(dp,q,dp,q+1,ϕ
(E)
p,q), (5)
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where Er,s(·) is the scattering response and Er,p(·) is the loss
caused by the polarization. The directive scattering model
is widely used for the scattering response [26], [27], [33],
[57], [74]. If the p-th trajectory is an anomalous scattering
path, the p-th trajectory passes a grid point around the p∗-th
specular trajectory. Then, the directive scattering model is
given as [51]

E2
r,s(dp,q,dp,q+1) =

(
Emax
s (dp,q)

)2
×

(
1 + cosΨp,q+1|p∗

2

)αR
, (6)

where the alignment angleΨp,q+1|p∗ is defined asΨp,q+1|p∗ =

cos−1(dp,q+1 ·dp∗,q+1). The direction dp∗,q+1 is the (q+ 1)-th
propagating direction on the p∗-th specular trajectory. The
exponent αR ∈ N in (6) decides the width of the scattering
lobe. The maximum amplitude of the scattering lobe in (6) is
calculated as

(Emax
s (dp,q))2 =

dS cosϑp,q
FαR (ϑp,q)

, (7)

with the incident angle ϑp,q = cos−1(dp,q · nsurfp,q ). Note that
nsurfp,q is the normal vector of the surface where the q-th IP on
the p-th trajectory is placed. The scattering effect of a single
grid area is normalized with the grid size dS. The scaling
factor FαR (ϑp,q) in (7) is given as

FαR (ϑp,q) =
1
2αR

αR∑
j=0

(
αR
j

)
2π
j+ 1

×

cos(ϑp,q)

j−1
2∑

w=0

(
2w
w

)
sin2w ϑp,q

22w


1−(−1)j

2

.

(8)

To derive the polarization loss Er,p(·), first note that the
induced current on the reflecting surface of an object is deter-
mined by the projection of the incident magnetic field onto
the surface. The current induced on the surface causes the
vector potential field, where the polarized RF signal radiates.
The reflecting power of the polarized wave decreases as the
inner product of the two directional unit vectors, i.e., the
induced current direction ϕ

(J )
p,q and the reflecting direction

dp,q+1, increases. Considering these two effects, the polar-
ization loss in the reflecting response is expressed as follows
[75, Ch. 7]

E2
r,p(dp,q,dp,q+1,ϕ

(E)
p,q)

= χr,q
∥ϕ

(H )
p,q × nsurfp,q ∥∥ϕ

(J )
p,q × dp,q+1∥ + κr

1 + κr
, (9)

where the direction of the incident magnetic field is ϕ
(H )
p,q =

dp,q × ϕ
(E)
p,q, and the direction of the induced current on the

reflecting surface is ϕ
(J )
p,q = (nsurfp,q ×ϕ

(H )
p,q )/∥nsurfp,q ×ϕ

(H )
p,q ∥. The

reflecting coefficient χr,q is the EM coefficient identifying
the material property of the q-th IP, and the polarization

coefficient κr determines the degree of polarization effect on
the total reflecting response.
The diffracting response ζ d (·) is also a function of the prop-

agating directions dp,q, dp,q+1, and the polarizing direction
ϕ
(E)
p,q. The diffracting response function can be mathemati-

cally expressed as [61]

ζ d (dp,q,dp,q+1,ϕ
(E)
p,q)

=

(
|E (s)
d (dp,q,dp,q+1)|2 · |ϕ(s)

p,q · ϕ
(s)
p,q+1|

2

+ |E (h)
d (dp,q,dp,q+1)|2 · |ϕ(h)

p,q · ϕ
(h)
p,q+1|

2
)1/2

, (10)

where E (s)
d and E (h)

d are the diffracting effects for the soft and
hard polarizations, respectively. The hard polarization ϕ

(h)
p,q is

a polarization direction perpendicular to the diffracting edge,
which is obtained as ϕ

(h)
p,q = (nedgep,q × dp,q)/∥n

edge
p,q × dp,q∥.

The soft polarization can be evaluated as ϕ
(s)
p,q = (dp,q ×

ϕ
(h)
p,q)/∥dp,q × ϕ

(h)
p,q∥.

The polarization direction of the incident electric field can
be decomposed as ϕ

(E)
p,q = (ϕ(E)

p,q · ϕ
(s)
p,q) · ϕ

(s)
p,q + (ϕ(E)

p,q · ϕ
(h)
p,q) ·

ϕ
(h)
p,q, and the hard and soft polarization components of the

incident electric field experience individual diffractions in
the UTD. The UTD formulates the soft and hard diffractions
as [61]

E (s,h)
d (dp,q,dp,q+1)

=
−

√
λe−j

π
4

2π sinϑp,q

×

[
cot

(
π + (αp,q − βp,q)

2n

)
× F

[
2πrp,q
λ

a+(αp,q − βp,q) sinϑp,q

]
+ cot

(
π − (αp,q − βp,q)

2n

)
× F

[
2πrp,q
λ

a−(αp,q − βp,q) sinϑp,q

]
∓

{
cot

(
π + (αp,q + βp,q)

2n

)
× F

[
2πrp,q
λ

a+(αp,q + βp,q) sinϑp,q

]
+ cot

(
π − (αp,q + βp,q)

2n

)
× F

[
2πrp,q
λ

a−(αp,q + βp,q) sinϑp,q

]}]
, (11)

where the auxiliary functions F(x) and a±(β) in (11) are

F(x) = 2jejx
√
x

∫
∞

√
x
e−jwdw (12)

and

a±(β) = 2 cos2
(
2nπN±

− β

2

)
. (13)
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The integers N± are N+
= [[(π + β)/2πn]] and N−

=

[[(−π +β)/2πn]], where [[·]] means a round integer. The q-th
angles of the p-th trajectory;ϑp,q, αp,q, and βp,q, are described
in Fig. 13. The incident angle is ϑp,q = cos−1(dp,q · nedgep,q ).
The diffracting and incident angles in the 2D coordinate are
αp,q = cos−1(dp,q+1 · nsurfp,q ) and βp,q = cos−1(dp,q · nsurfp,q ),
respectively, where dp,q and dp,q+1 are the projected vectors
of dp,q and dp,q+1, respectively, on the surface normal to the
edge nedgep,q . The wedge number n in Fig. 13 (b) is 1.5, which
means the object has a rectangular shape.

To derive the polarization direction ϕ
(E)
p,q+1 of the diffract-

ing RF signal, we can express (10) as

ζ d (dp,q,dp,q+1,ϕ
(E)
p,q) =

(
|D(s)

|
2
+ |D(h)

|
2
)1/2

, (14)

where D(s)
= E (s)

d (dp,q,dp,q+1) · (ϕ(s)
p,q · ϕ

(s)
p,q+1) and D

(h)
=

E (h)
d (dp,q,dp,q+1) · (ϕ(h)

p,q · ϕ
(h)
p,q+1). The diffracting polariza-

tion direction ϕ
(E)
p,q+1 is defined as ϕ

(E)
p,q+1 = (D(s)ϕ

(s)
p,q+1 +

D(h)ϕ
(h)
p,q+1)/

√
|D(s)|2 + |D(h)|2.

By defining the path gain αnt ,nr
p (t), the CIR in (3) can be

compactly written as

[H(t, t)]nt ,nr =

P∑
p=1

αnt ,nr
p (t) × exp

(
−j2π f̄ nt ,nr

p (t)τnt ,nr
p (t)

)
× δ(t − τnt ,nr

p (t)), (15)

where the path gain αnt ,nr
p (t) is

αnt ,nr
p (t) = ξ t (dnt ,nr

p,1 (t))ξ r (dnt ,nr
p,Qp (t))

×

Qp+1∏
q=1

√
P0/4π

η(rnt ,nr
p,q (t), f̄ nt ,nr

p (t))

×

∏
q∈Qr

ζ r (dnt ,nr
p,q (t),dnt ,nr

p,q+1(t),ϕ
(E),nt ,nr
p,q (t))

×

∏
q∈Qd

ζ d (dnt ,nr
p,q (t),dnt ,nr

p,q+1(t),ϕ
(E),nt ,nr
p,q (t)).

(16)
In the following sections, the simplified CIR in (15) is used
instead of the full CIR in (3).
Remark: The reflective response delineated in (5) and

the diffractive response outlined in (10) do not meticulously
account for the EM attributes of materials. Nonetheless, the
reflective and diffractive coefficients, e.g., permittivity and
permeability, hinge on these EM characteristics, potentially
influencing the phase shift during real-world reflections and
diffractions. WiThRay is designed with the objective of pro-
ducing channel data exhibiting specific temporal and spatial
correlations, which are inherently influenced by the surround-
ing environment. It should be noted that these temporal and
spatial correlations are not heavily reliant on exact phase
responses during reflection and diffraction. Instead, these
patterns are shaped by the relative delay inherent in multiple
channel paths. Consequently, the phase of the channel model,
as described in (3), solely addresses the periodicity encapsu-
lated in the effective channel, as demonstrated in (15).

FIGURE 13. The diffracting point on the edge. (a) The incident angle on
the diffracting edge is ϑp,q, which is defined on the 3D coordinate.
(b) There are parameters defined on the 2D coordinate; αp,q, βp,q, and n.
The 2D angles of diffracting and incident waves are denoted as αp,q and
βp,q, respectively. The wedge of object has angle (2 − n)π with n = 1.5,
since the object has a rectangular shape.

E. RIS RESPONSE MODEL
The RIS implemented in WiThRay is a discrete-cell type
where each panel comprises a number of subcells as in
Fig. 14. To steer the reflectivewave on the electrical panel, the
phase variation on the panel must change continuously as the
signal impinges upon different points on the panel’s surface.
The discrete-cell type RIS is the implementation solution for
the phase variation on the surface. The magnitude response
ζ∥,RIS(·) and the phase response ζ̸ ,RIS(·) on the discrete-cell
type RIS are given as [62]

ζ∥,RIS(dp,q,dp,q+1,ϕ
(E)
p,q)

=

√
4πL2u
λ

cϕ

×

∥∥∥∥∥∥
[d̃p,q]1

√
1 − [d̃p,q]23 cosϕm − [d̃p,q]1[d̃p,q]3 sinϕm√
1 − [d̃p,q]23 sinϕm + [d̃p,q]3 cosϕm

∥∥∥∥∥∥
× sinc

(
πLuAx
λ

)
sinc

(
πLuAy
λ

)

×

sin
(
πQxdx
λ

(Ax − A∗
x )

)
sin

(
πdx
λ
(Ax − A∗

x )
) sin

(
πQxdx
λ

(Ay − A∗
y )

)
sin

(
πdx
λ
(Ay − A∗

y )
) , (17)

ζ̸
,RIS(dp,q,dp,q+1,ϕ

(E)
p,q)

=
π

2
+
πdx(Ax − A∗

x )
λ

+
πdy(Ay − A∗

y )

λ
, (18)

where the projection coefficient cϕ in (17) is modeled as

cϕ =
Az√

A2xy + A2z
, (19)
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FIGURE 14. Discrete-cell type RIS.

with Axy = [d̃p,q]1 cosϕm + [d̃p,q]2 sinϕm and Az = [d̃p,q]3.
The relative directional vector d̃p,q is a rotated vector that is
obtained as d̃p,q = [ex ey ez]Tdp,q with the RIS coordinate
basis vectors ex , ey, and ez described in Fig. 14. The intervals
between subcells in x-axis dx and in y-axis dy, the number
of subcells in x-axis Qx and in y-axis Qy, and the length of
subcell Lu are also given in Fig. 14. The directional changes
in x-axis and y-axis are Ax = [d̃p,q]1 + [d̃p,q+1]1 and
Ay = [d̃p,q]2 + [d̃p,q+1]2, and A∗

x and A∗
y are intended

directions of propagation, which determine the directivity of
scattering. The angle of projected magnetic field is ϕm =

tan−1([ϕ(H )
p,q ]2/[ϕ

(H )
p,q ]1). The total RIS response can be rep-

resented as

ζRIS(dp,q,dp,q+1,ϕ
(E)
p,q)

= ζ∥,RIS(dp,q,dp,q+1,ϕ
(E)
p,q)e

jζ ̸ ,RIS
(dp,q,dp,q+1,ϕ

(E)
p,q)
. (20)

To combine the RIS response in the CIR, WiThRay should
first obtain the path gain, delay, and Doppler shift between
the BS and RIS, as well as between the RIS and UE. The RIS
channel from the nt -th Tx antenna to the nr -th Rx antenna
through the ni-th RIS cell can be obtained as

[H(t, t)]nt ,ni,nr =

P∑
p=1

R∑
r=1

αnt ,ni
p (t)βni,nr

r (τnt ,ni
p (t))

× ζRIS(dp,Qp+1,dr,1,ϕ
(E)
p,Qp+1)

× exp
[
−j2π

{
f̄ nt ,ni
p (t)+ f̄ ni,nr

r (τnt ,ni
p (t))

}
× {τnt ,ni

p (t) + τni,nr
r (τnt ,ni

p (t))}
]

× δ
{
t − τnt ,ni

p (t) − τni,nr
r (τnt ,ni

p (t))
}
,

(21)

where the p-th path gain αnt ,ni
p between the BS and RIS and

the r-th path gain βni,nr
r between the RIS and UE can be

obtained as in (16). There are P paths between the BS and
RIS and R paths between the RIS and UE. With (21), the
RIS-aided channel H can be evaluated in the same way as
the direct channel H in Section III-D.

F. DISCRETE-TIME CHANNEL MODEL
The CIR in Section III-D is the impulse response on the
continuous-time domain. To obtain the discrete-time channel
model, the pulse shaping filter should be considered. On the

discrete-time domain, the transmit pulse shaping filter makes
the digital signal transmittable, while mitigating the inter-
symbol interference. The transmitted signal after the pulse
shaping filter pTx(t) is given as

x(t) =

∑
n

x[n]pTx(t − nTs), (22)

where x[n] is the modulated Tx symbols, and Ts is the sam-
pling period. Assuming a noiseless case for simplicity, the
received signal that undergoes the CIR in (3) is obtained as

y(t) =

∫
x(τ )h(t, τ )dτ. (23)

In (23), the simplified notation of the channel, h(t, τ ),
is [H(t, τ )]nt ,nr in (15). The discrete sampled signal at time
t = mTs after the receive pulse shaping filter pRx(t) is given
as

y[m] = y(t) ∗ pRx(t + τsync)
∣∣
t=mTs

=

∫
y(u)pRx(mTs − u+ τsync)du

=

∫∫ ∑
n

x[n]pTx(τ − nTs)h(u, τ )

× pRx(mTs − u+ τsync)dτdu

=

∑
n

x[n]
∫∫

h(u, τ )pTx(τ − nTs)

× pRx(mTs − u+ τsync)dτdu. (24)

Then, the time-variant (TV) discrete-time domain channel
hTV[m, n] for the transmitted symbol x[n] can be represented
as

hTV[m, n] =

∫∫
h(u, τ )pTx(τ − nTs)

× pRx(mTs − u+ τsync)dτdu

=

∫ ∑
p

αp(τ ) exp(−j2π f̄p(τ )τp(τ ))

× pTx(τ − nTs)pRx(mTs − τp(τ ) + τsync)dτ
(α)
≈

∑
p

αp(nTs) exp(−j2π f̄p(nTs)τp(nTs))

× p((m− n)Ts − τp(nTs) + τsync), (25)

where the effective pulse shaping filter is p(t) = pTx(t) ∗

pRx(t), and (α) is due to the assumption that pTx(t) ≈ 0 for
t /∈ [0,Ts), and αp(t + nTs) ≈ αp(nTs), f̄p(t + nTs) ≈

f̄p(nTs), and τp(t + nTs) ≈ τp(nTs) for t ∈ [0,Ts).2 The last
three assumptions state that the channel gain αp(t), Doppler
frequency f̄p(t), and delay τp(t) do not change much during
the sampling period.

2For 2 nsec sampling period, i.e., 50 MHz sampling frequency, i) the
maximum difference in the position of UE moving at 10 m/s is 0.2 µm,
which means the maximum variation in the delay is limited to 0.667 fsec,
ii) for 10m/s2 acceleration with 50 MHz sampling frequency, the maximum
variation in speed is 2 nm/s, and iii) when the carrier frequency is 2 GHz, the
maximum Doppler shift would be 13.3 nHz for one sampling period. Since
these values are relatively very small, we can regard the path gain, delay, and
Doppler shift are constant.
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FIGURE 15. Grid map of received signal quality. Note that the color scales
are different in the two figures.

When the CIR is time-invariant (TI), the discrete channel
model in (25) becomes the convolution of the CIR and the
pulse shaping filter as follows:

hTI[m, n] = h(−t) ∗ pTx(t − nTs) ∗ pRx(t + τsync)
∣∣
t=mTs

= h(−t) ∗ p(t − nTs + τsync)
∣∣
t=mTs

=

∑
p

αp exp(−j2π f̄pτp)p((m− n)Ts − τp + τsync)

= hTI[m− n], (26)

where the path gain αp, carrier frequency f̄p, and delay
τp becomes independent of time t. The simplified notation
h[m, n] in the following paragraphs denotes the TV channel
hTV[m, n] in (25).
For the transmitting time index n, WiThRay evaluates

the channel parameters αp(nTs), f̄p(nTs), and τp(nTs) with
given positions of Tx and Rx at t = nTs. Among the CIRs
starting at t = nTs, the CIRs whose delay τp(nTs) satisfies
⌈τp(nTs)/Ts⌉ = m contribute to the TV discrete channel

FIGURE 16. Service areas of 4 BSs are visualized by colored cubes. (BS
#1: red, BS #2: blue, BS #3: cyan, BS #4: yellow).

h[m, n]. The multi-tap channel model using (25) is given as

H =


h[0, 0] 0 0 · · ·

h[1, 0] h[1, 1] 0 · · ·

h[2, 0] h[2, 1] h[2, 2] · · ·

...
...

...
. . .

 . (27)

If there is no CIR satisfying ⌈τp(n′Ts)/Ts⌉ = m′, the (m′, n′)-
th tap channel h[m′, n′] is zero.

The OFDM channel with K subcarriers can be obtained
using the multi-tap channel model in (27) with the cyclic
prefix. After adding and removing the cyclic prefix with the
lengthNc, theK×K channel matrix H̃ = H′

+H′′ is obtained,
where the first summandH′ is a part of the multi-tap channel
H in (27), i.e.,H′

= [H]Nc+1:Nc+K ,Nc+1:Nc+K , and the second
summand H′′ is a part of the channel H concatenated with
the zero matrix, i.e., H′′

=
[
000K ,K−Nc , [H]Nc+1:Nc+K ,1:Nc

]
.

By conducting the inverse discrete Fourier transformation
(IDFT) at the Tx and the discrete Fourier transformation
(DFT) at the Rx, the OFDM channel can be written as

H = FH̃FH, (28)

where F is theK×K DFTmatrix. The OFDM channel matrix
in (28) becomes a diagonal matrix only when H̃ is circulant.
Since the multi-tap channel in (27) is TV, the channel H̃ is not
circulant in general, and there exists inter-carrier interference
while the amount of interference varies with the number of
significant channel taps in (27).

IV. WiThRay’s FEATURES
The proposed wireless channel simulator can provide various
observations. The received signal quality, which is the ratio
of the received signal power to transmit signal power when
both the Tx and Rx are equipped with a single dipole antenna,
is given on the grid points in Figs. 15 (a) and (b) with
2.3 and 24 GHz carrier frequencies, respectively. As shown
in the figures, the channels generated by WiThRay follow
the well known fact that the channel with a high carrier
frequency is vulnerable to signal blockage and has small
coverage. In Fig. 16, we show the service areas of four BSs.
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FIGURE 17. PDP measurement with WiThRay.

Each grid is mapped to the BS that provides the strongest
received signal power. The figure shows that the serving BS
is not always the nearest BS, since some buildings under the
BS can block RF signals. These kinds of data generated by
WiThRay are useful for practical applications, e.g., exploring
the best service position of the BS and designing handover
techniques.

WiThRay also follows other important properties of wire-
less communication channels. In the following subsections,
we bring measurements of the channel generated by WiTh-
Ray and visualize the channel on the time, frequency, and
space domains. Section IV-A provides the power delay pro-
file (PDP) and shows the relation between delay spread and
coherence bandwidth. The channel profile on the frequency
domain is analyzed in Section IV-B. In Section IV-C, the
measurement on the angular domain also shows the spread
of CIRs, which determines the beam patterns similar to the
array steering vector in (1).

A. POWER DELAY PROFILE
We show the PDPmeasurement results in Fig. 17. The experi-
ment scenario is shown in Fig. 17 (a), where the BS is located
on the top of the building, and the mUE approaches to the
BS at 1 m/s speed. We test with 100 MHz sampling rate and
different carrier frequencies of 2.3, 3.5, 6.2, and 24 GHz as
in Fig. 17 (b). The experimental results show that the delay
spread decreases as the carrier frequency increases because
the pathloss exponent, i.e., the slope of decreasing power in
Fig. 17 (b), becomes larger with carrier frequency. The slope

FIGURE 18. The SIR for mUEs moving at 1 m/s for a system operating at
2.3 GHz carrier frequency.

in Fig. 17 (b) is linear in the log scale and falls exponentially
in the linear scale, which follows the Saleh-Valenzuela (SV)
model [77], [78]. With the well-known formula of delay
spread [79]:

τs =

∫ ∑
p τp(t)

∣∣αp(t)∣∣2dt∫ ∑
p

∣∣αp(t)∣∣2dt
, (29)

the delay spreads of 2.3, 3.5, 6.2, and 24 GHz channels in
Fig. 17 (b) are 53.3, 48.3, 47.6, and 18.5 nsec, respectively.

The measurement results in Fig. 17 (b) are the true PDPs,
while it is important to investigate the effective PDP that the
Rx actually sees. Fig. 17 (c) shows the effective PDP with
2.3 GHz carrier frequency, which is heavily affected by the
sampling rates, e.g., a small sampling rate combines multiple
channel taps into one, making the channel less frequency
selective. Themultiple CIRs occupy themultiple channel taps
for the high sampling frequency, resulting in highly frequency
selective channel. The OFDM helps the channel to be flat in
a subcarrier. Fig. 18 depicts the signal-to-interference ratio
(SIR) for the 2.3 GHz OFDM channel assuming equal power
allocation across subcarriers. The SIR is then defined as

SIR =

K∑
k=1

|[H]k,k |2∑K
k ′ ̸=k |[H]k,k ′ |2

, (30)

where the OFDM channel H is defined in (28). The coher-
ence bandwidth of the 2.3 GHz channel with the 82.0 nsec
delay spread is 6.1 MHz, which is converted to the number
of dominant channel taps for the effective PDP. As shown
in Fig. 17 (c), the numbers of dominant channel taps with
10, 50, 100, and 150 MHz sampling rates are 3, 11, 20,
and 33, respectively, and the experimental results in Fig. 18
demonstrate that the SIR becomes extremely large just after
using more cyclic prefix than the number of dominant chan-
nel taps. Using more subcarriers with fixed total bandwidth,
however, makes the bandwidth of each subcarrier smaller
and the OFDM symbol length longer. Therefore, due to UE
mobility, the channel varies significantly within one OFDM
symbol, resulting in fast varying channel taps. The channel
H̃ in (28) becomes less circulant for the fast varying channel
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FIGURE 19. Doppler spread profile measurements for the mUE moving at
1 m/s with WiThRay. The Doppler shift of the LoS path is circled by blue
dotted circle.

taps, causing the SIR degradation within the OFDM chan-
nel. This is why the 3GPP standard defines flexible OFDM
numerology to support highUEmobility with large subcarrier
spacing [80].

B. DOPPLER SPREAD PROFILE
The spread of CIRs also appears in the frequency domain. The
Doppler shift caused by the mobility of UE changes the car-
rier frequency. We measure the Doppler spread, specifically,
a profile of Doppler shifts, of themUEmoving along the route
in Fig. 19 (a) and show the results of 2.3 and 24 GHz carrier
frequencies in Figs. 19 (b) and (c), respectively. The received
signal power at a certain Doppler frequency is measured
by the received signal quality. Since the Doppler shift is a
function of the carrier frequency, the range of the Doppler
spread is large for the 24 GHz carrier frequency, as shown
in Fig. 19 (c). However, Fig. 19 (b) shows that the Doppler
spread is much prominent for the 2.3 GHz carrier frequency.
The time instances are written in Fig. 19 (a), e.g., the mUE
approaches the BS during 0-200 sec. As the mUE comes
close to the BS, the majority of Doppler shifts have positive
values. During 0-122 sec and 221-478 sec, the LoS path exists
between the mUE and the BS. The Doppler shift of the LoS
path has the dominant received signal quality as sketched by
the blue dotted circles in Figs. 19 (b) and (c).
To evaluate the relation between the Doppler spread and

the coherence time, we measure the channel variations with
2.3, 3.5, 6.2, and 24 GHz carrier frequencies where the mea-
surement scenario is the same as in Fig. 17 (a). We adopt
the normalized square error (NSE) between two time instants

FIGURE 20. The NSE measurements for 2.3, 3.5, 6.2, and 24 GHz carrier
frequencies with the mUE moving at 1 m/s and 10 m/s.

m = m1 and m = m2, which is defined as:

NSE[m1,m2] =
|
∑

k h[m1,m1 + k] − h[m2,m2 + k]|2

|
∑

k h[m1,m1 + k]|2
.

(31)

The discrete channel response h[m, n] is defined in (25). The
Doppler spread of the channel can be measured as

f̄d =

∫ ∑
p(f̄p(t) − f̄m)2|αp(t)|2dt∫ ∑

p |αp(t)|2dt
, (32)

where f̄m is the mean of the Doppler shifts that is defined as

f̄m =

∫ ∑
p f̄p(t)|αp(t)|

2dt∫ ∑
p |αp(t)|2dt

. (33)

Since the coherence time is defined as τc = 1/4f̄d in [81],
the coherence time of the mUE moving at 1 m/s obtained
with the Doppler spread for the 2.3, 3.5, 6.2, and 24 GHz
carrier frequencies is 80.73, 46.50, 13.41, and 2.038 msec,
respectively. If we define the coherence time as the time
that corresponds to NSE = 10−3, Fig. 20 shows that the
coherence time obtained with the NSE results matches quite
well with that obtained using the Doppler spread. Fig. 20
also shows that the mUE moving at 10 m/s velocity has
much shorter coherence time than the mUE moving at 1m/s
velocity.

C. ANGULAR SPREAD PROFILE
The angular spread profile provides a measure of the mul-
tipath effect in the angular domain, i.e., the horizontal and
vertical axes. Similar to the PDP, the angular spread profile
is also a function of the carrier frequency. The angular spread
profile, however, is heavily affected by the structure of anten-
nas. In Figs. 21 (a) and (b), we show that, for the 2.3 GHz and
24 GHz carrier frequencies, the true angular spread profile
and the effective angular spread profile that the BS actually
sees through UPA antennas match closely when considering
the scenario of Fig. 17 (a). The true angular spread profile of
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FIGURE 21. The center image depicts the true angular spread profile on
the horizontal and vertical directions, while the other images include the
effective angular spread profiles the BS sees with UPA antennas.

the azimuth θ and the zenith φ is defined as follows:

3true(θ, φ) =

∑
p∈Pt (θ,φ)

∫
|αp(t)|2dt, (34)

with Pt (θ, φ) = {p|θ tp,1 ∈ (θ, θ +1θ ), φtp,1 ∈ (φ, φ+1φ)}.
Moreover, the effective angular spread profile for the N t

hor ×

N t
ver UPA is defined as follows:

3
N t
hor,N

t
ver

eff (θ, φ)

=
1
K

K∑
k=1

∣∣∣∣∣∣
N t
hor∑
i=1

N t
ver∑
j=1

[HN t
ver(i−1)+j,1]k,k · [a(θ, φ)]N t

ver(i−1)+j

∣∣∣∣∣∣
2

,

(35)

where [Hnt ,nr ]k,k is the k-th subcarrier channel for the nt -th
Tx antenna and the nr -th Rx antenna, and [a(θ, φ)]nt is the
nt -th element of the steering vector in (1). It is clear from
the figures that the 2.3 GHz carrier frequency experiences
rich scattering compared to the 24 GHz carrier frequency,
while their LoS directions are the same. When the number
of antennas is small, e.g., 4 × 4 UPA, the effective angular
spread profiles look quite different from the true angular
spread profiles for both carrier frequencies due to insufficient
spatial resolution. Therefore, the large number of BS antennas
enables sparsity-based wireless communication techniques.

V. EXAMPLE APPLICATIONS WITH WiThRay
WiThRay generates channel data satisfying the fundamental
properties of wireless channels, as elaborated in Section IV.

FIGURE 22. Locations of pilot symbols for the antenna port-1 (red), the
antenna port-2 (blue), the antenna port-3 (green), and the antenna port-4
(yellow) in an RB.

TABLE 4. The NSEOFDM of the OFDM channel estimation for different
subcarrier spacing and speeds of the mUE.

The proposed RT-based simulator is versatile enough to eval-
uate many wireless communication techniques under various
environments. This section includes three examples of per-
formance evaluation usingWiThRay.We first evaluate uplink
channel estimation accuracy for the TVMIMO channel using
the OFDM waveform in Section V-A. We then compare in
Section V-B the performance of a multiuser (MU) multiple-
input and single-output (MISO) for several techniques:
i) matched filtering, ii) zero-forcing (ZF) beamforming,
iii) minimum mean squared error (MMSE) beamforming, iv)
spatial beamforming, and v) the weightedMMSE (WMMSE)
beamforming [83]. We also provide the simulation results
with the RIS for MISO scenario in Section V-C.

A. APPLICATION 1: OFDM UPLINK CHANNEL ESTIMATION
To evaluate the OFDM-based uplink channel estimation,
we consider the scenario in Fig. 17 (a) with the BS equipped
with 2 × 4 antennas, the UE with a single antenna, the
2.3 GHz carrier frequency, and the 3.84 MHz sampling rate.
There are 256, 128, and 64 subcarriers with 15, 30, and
60 kHz subcarrier spacing, respectively, for the experiment.
The numerologies with 15, 30, and 60 kHz subcarrier spacing
have 12, 6, and 3 subbands, respectively, where each subband
consists of 12 subcarriers. There are 14 OFDM symbols in
one subframe. A resource block (RB) is shown in Fig. 22 with
the pilot symbol positions for four antenna ports. As derived
in Section IV-A, the coherence bandwidth of the UE moving
at 1 m/s is 6.1 MHz, which is much larger than the subband
bandwidth values 180, 360, and 620 kHz in this experiment.
Therefore, one subband experiences a flat-fading channel.

Table 4 gives the NSEOFDM of estimated uplink channel
when using the uplink pilot symbols in Fig. 22. When evalu-
ating the NSEOFDM, the subcarrier channel estimated by the

VOLUME 11, 2023 56839



H. Choi et al.: WiThRay: A Versatile Ray-Tracing Simulator for Smart Wireless Environments

FIGURE 23. Six UEs are designated by yellow color for the first
experiment. A total of 20 UEs, identified by both yellow and cyan colors,
are employed for the second experiment.

pilot symbol in Fig. 22 is also used as the estimated channel
for its nearby resource grids, while more advanced interpo-
lation techniques are possible. The table shows that, as the
velocity of mUE increases, the NSEOFDM also increases
since the channel varies faster in time. The table also shows
that the OFDM channel with the large subcarrier spacing
experiences more accurate channel estimation results than
the small subcarrier spacing. This result is consistent with
Fig. 20. As stated in Section IV-A, for a fixed sampling
rate, increasing the subcarrier spacing (i.e., decreasing the
number of subcarriers) reduces the channel estimation period,
resulting in more accurate channel estimates.

B. APPLICATION 2: DOWNLINK MU-MISO
BEAMFORMING
In most cases, the performance evaluation for the beamform-
ing employs the sum rate assuming some stochastic channel
models, e.g., Rayleigh/Rician fadingmodels or GSCM.How-
ever, the sum rate measured in a specific area can be much
different from the sum rate obtained from stochastic channel
models. To verify how the sum rate changes according to
different signal propagation environments, we consider the
scenario in Fig. 23. There are K randomly located single
antenna UEs, and the BS is equipped with N t

= N t
hor × N t

ver
antennas in the considered scenario.

Taking only one subcarrier into account, the matched filter,
ZF, MMSE, WMMSE, and spatial beamformers are used to
obtain the downlink sum rates. Assuming perfect CSI at the
BS, the matched filter (before normalization) is represented
as

Fmatched = H, (36)

where Fmatched = [fmatched,1 · · · fmatched,K ] and H =

[h1 · · · hK ]. Without loss of generality, we choose the first
subcarrier in this experiment and remove the subcarrier index
to simplify the notation. The ZF beamformer FZF (before

normalization) is obtained as

FZF = H−H. (37)

The MMSE beamformer is given as

FMMSE = H
(
HHH +

N0W
Pt

I
)−1

. (38)

TheWMMSE beamformer is obtained with the iterative algo-
rithm [83]. To update the beamformer, following variables
should be evaluated first:

uk =
hHk fWMMSE,k∑K

i=1 |hhk fWMMSE,k |2 + N0W
, ∀k ∈ K (39)

wk =

∑K
i=1 |hHk fWMMSE,k |

2
+ N0W∑

i̸=k |hHk fWMMSE,i|2 + N0W
, ∀k ∈ K. (40)

With the auxiliary variables uk and wk , the WMMSE beam-
former is updated as

fWMMSE,k = ukwk (A + µI)−1hk , (41)

where µ is the Lagrange multiplier for the power constraint,
and the matrix A is defined as

A =

K∑
i=1

wk |uk |2hkhHk . (42)

To satisfy the power constraint, the Lagrangemultiplierµ can
be obtained by solving a bisection search [83]. Finally, the
optimal WMMSE beamformer FWMMSE converges as itera-
tively solving (39), (40), and (41). The spatial beamformer
uses the steering vector a(θ, φ) in (1) as

fspatial,k = a(θk , φk ), k ∈ K, (43)

The beamforming vector fk for the k-th UE is normalized as

fk =
fk

∥fk∥
, k ∈ K. (44)

The sum rate R of the beamformer is obtained as

R =

K∑
k=1

log2

1 +
Pk |f

H
k hk |

2∑
k ′ ̸=k Pk ′ |f

H
k ′hk |2 + N0W

 , (45)

where Pk is the transmit signal power for the k-th UE, N0 is
the noise power spectral density, and W is the bandwidth.
We consider equal power allocation, i.e., Pk = P0, ∀k ∈ K,
and the total transmit signal power Pt = tr{PFHF} is 10 dBm,
where the K × K matrix P = diag{[P0 · · · P0]}. We set the
carrier frequency as 2.3 GHz and the bandwidth as 50 MHz.
Since the noise power spectral density N0 is −174 dBm/Hz,
the effective noise power N0W is −94 dBm.

Fig. 24 demonstrates the sum rates of the matched filter,
ZF, MMSE, WMMSE, and spatial beamformers for the sce-
nario in Fig. 23 with different numbers of horizontal antennas
N t
hor and vertical antennas N t

ver. The WMMSE beamformer
consistently provides the best performance. For the case
of 20 UEs, its superiority becomes more evident. While the
MMSE beamformer is worse than theWMMSE beamformer,
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FIGURE 24. Schematics of the achievable sum rates of six and
20 receivers considering the scenario in Fig. 23 using matched filter, ZF,
MMSE, WMMSE, and spatial beamformers.

it still outperforms thematched filter and ZF beamformer. It is
widely known that the ZF beamformer performs well with
sufficient antennas [84], while the matched filter excels in
the opposite case. When the number of antennas is small, the
spatial beamformer is comparable to other techniques. While
the performance of spatial beamforming keeps increasing as
the number of vertical antennas increases, that is not the case
as the number of horizontal antennas increases. This is due
to the rich scattering in the horizontal direction as shown in
Fig. 21. With a large number of vertical antennas, e.g., 16,
the beamwidth of spatial beamformer becomes quite narrow,
making the spatial beamformer fail to cover the large angular
spread in the horizontal domain.

C. APPLICATION 3: RIS-ENABLED CHANNEL
ENHANCEMENT
The RIS can adjust the direction of reflected signal and
enhance the received signal quality at the UE. In this exper-
iment, the UE with a single antenna is served by the BS
equipped with 2 × 4 UPA antennas and the RIS with 8 × 8
UPA elements as shown in Fig. 25. The direct channel from
the BS to the UE is hd ∈ C8×1, and the channel from the BS

FIGURE 25. Received signal quality using RIS equipped with 1 m × 1 m
elements. Total size of RIS is 8 m × 8 m.

to the UE through the RIS is Hi ∈ C8×64. Since WiThRay
generates the RIS channel as a tensor, the channel from the
BS to the RIS and the channel from the RIS to the UE are not
separately defined.

The beamforming at the BS and the phase shift at the RIS
are jointly adapted in the experiment. For a given phase shift
φφφ, the beamformer at the BS can be obtained as

f =

√
Pt (hd + Hiφφφ)
∥hd + Hiφφφ∥

, (46)
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FIGURE 26. CDF of received signal quality with the BS and RIS using the
different size of RIS element.

where φφφ = [φ1 . . . φL] is the phase shift at the RIS. The
matched filter in (46) is the optimal beamformer for the
case of single antenna UE. With the given beamformer f, the
optimal phase shift at the ℓ-th RIS element is evaluated as [85]

φℓ = exp
(
j̸ (fHhd − fH[Hi]:,ℓ)

)
. (47)

The beamformer and phase shifts are alternatively updated
until the gain of effective channel converges.

Fig. 25 (a) illustrates the area where signals are received
through the RIS with the element size of 1 m × 1 m. The
received signal quality by using the RIS is not comparable
to that of the BS, as presented in Fig. 25 (b). Thus, the
coverage area enhanced by the RIS is limited to a small
region as in Fig. 25 (c). This is reasonable since the RIS
will be beneficial only when the signals from the BS are in
deep faded. To clearly see the gain of using RIS, we plot
the CDF of received signal quality with different sizes of
RIS element in Fig. 26. The RIS gain becomes evident as
the element size becomes larger. In the figure, we also plot
the performance without controlling the RIS phase shifts.
In this case, we set the phase shift φφφ as the all-one vector
regardless of the channel. By comparing the RIS with and
without control, it becomes essential to properly control the
RIS phase to fully reap off the RIS gain. In general, the results
show about 5 ∼ 10 dB gain by using the RIS for the area
where the RIS is helpful.

VI. CONCLUSION
In this paper, we introduced WiThRay, an open-source
RT-based versatile channel simulator for smart wireless envi-
ronments. It has been shown that the channels generated
by the proposed simulation process match the fundamental
theory of EM wave propagation, with this feature being
attributed to its precise calibration of the scattering paths
and the adoption of physically-verified EM responses. The
proposed BE algorithm in the presented simulator accu-
rately and efficiently identifies channel paths, which largely
reduces the runtime. WiThRay is designed to enable various
experiments with wireless communications, localization, and

sensing technologies over realistic signal propagation envi-
ronments incorporating smart reflectors with reconfigurable
properties, a.k.a., reflective RISs. For this feature, the EM
response of an RIS panel is precisely modeled in WiThRay.

As representative applications of WiThRay’s realistic per-
formance assessment capability, we investigated OFDM
uplink channel estimation, downlink MU-MISO beamform-
ing, and RIS-enabled channel enhancement. The perfor-
mance evaluation results for the former system showcased
the impact of UE mobility and subcarrier spacing on the
channel estimation accuracy. The beamforming application
indicated that the WMMSE beamforming exhibits satisfac-
tory performance even in realistic channels, as simulated
by WiThRay. In addition, matched filtering, ZF, MMSE,
and spatial beamforming schemes demonstrated quite good
performance, despite their simplicity. Finally, the RIS appli-
cation emphasized the importance of the size of the RIS
elements as well as the overall metasurface’s phase control to
fully profit from RIS-empowered coverage extension in 6G
wireless networks.

The WiThRay channel simulator can be used for many
current and 6G wireless applications including, but not lim-
ited to, sub-6 GHz, mmWave, and sub-THz frequency bands,
time/frequency/cross division duplexing (TDD/FDD/XDD),
and extremely massive MIMO communication systems.
It also supports wireless systems under high mobility scenar-
ios, e.g., vehicular communications, including a navigating
algorithm that autonomously creates the trajectories of vehi-
cles. In the future, we intend to extend WiThRay to simulate
THz CIRs as well as to include different models for the EM
response of multi-functional RISs.
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