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ABSTRACT In recent decades, the mortality rate of breast cancer in females is rapidly increasing because
of unawareness and failed to detect in earlier stages. In existing, several studies are attempted to develop
a robust mechanism for detecting breast cancers from the given input samples. However, they are not
as much effective because of several limitations and the secured sharing of sensitive medical images
is still a challenging problem faced by medical sector. Thus, the proposed study aims to introduce an
automated disease diagnosis system using federated learning and deep learning which automates and speed
up the process efficiently. The five crucial steps that involved in the proposed study are image acquisition,
encryption, optimal key generation, secured data storing and disease classification. Initially, the required
input medical images are gathered in the image acquisition stage. Then, to afford more confidentiality,
the gathered medical samples are encrypted through an Extended ElGamal Image Encryption (E-EIE)
method. Here, the efficiency of encryption process is enhanced by generating the suitable keys in optimal
manner with the help of Improved Sand Cat Swarm Optimization (I-SCSO) algorithm. Next, the security
of encrypted images are improvised by utilizing federated learning flower (FLF) framework for storage
purpose. This framework has the ability to transmit the medical images with higher security. Finally,
the stored images are decrypted and performs disease classification by using convolutional capsule twin
attention tuna optimal network (C2T2Net) model. The available loss in the proposed classifier is reduced
by fine-tuning the parameters using chaotic tuna swarm optimization (CTSO) algorithm. For simulation
analysis, the proposed study used Python software and the experimental analysis is carried out by using
BreakHis Database. The simulation results shows that the proposed study obtained higher performance in
terms of accuracy (95.68%), recall (95.6%), precision (95.66%), F-measure (95.63%), specificity (95.6%)
and kappa coefficient (95.26%).

INDEX TERMS Breast cancer classification, federated learning framework, extended ElGamal image
encryption, improved sand cat swarm optimization, convolutional capsule twin attention tuna optimal
network.

I. INTRODUCTION Nevertheless, data confidentiality and patient privacy are

In recent years, an advancement of Artificial Intelligence (AI)
technologies has been enhanced and it can be mainly uti-
lized in smart medical detection process [1]. An effectiveness
of smart medical detection is based on a high volume of
enhanced quality data attained from the learning model [2].
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the challenging issues for securely accessing the medical
information [3]. Thus, affording security and privacy of data
are the two major concerns while using Al to smart medical
detection [4]. Nowadays, the growth of federated learning in
data security has been increasing day by day because of its
higher efficiency [5]. This federated learning assists the data
owners for locally train their techniques and collect the spe-
cific parameters instead of combining data directly [6], [7],
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[8]. In order to provide more security to the provided medical
data, the proposed study used federated learning flower (FLF)
framework. From the past decades, the rate of breast cancer
among women has been increasing and also the mortality rate
is enhanced because of its high severity [9], [10]. Due to the
varied morphological features, the breast cancer is considered
as one of the large heterogeneous disease [11]. Therefore, the
proposed study used breast cancer related medical data for
affording security through federated learning.

Among the varied categories of cancer, breast cancer
is considered as the top list among women around the
globe [12]. In order to reduce the mortality rate due to breast
cancer, early detection of tumor is highly important [13].
In existing, several techniques have been proposed to detect
breast cancer in earlier stage [14]. However, detecting breast
cancer in earlier stage is still a challenging issue faced
by medical experts [15]. Depending on the breast cancer
histopathological dataset, an advanced detection techniques
have been developed to perform the process of cancer detec-
tion. The existing studies developed both machine learning
and deep learning model for classifying the breast cancer
disease. However, the machine learning methods generates
reduced classification results as compared with deep learning
models. Some of the deep learning models that existed to
categorize breast cancer are convolutional neural network
(CNN) [16], deep neural network (DNN) [17], deep belief
network (DBN) [18], ResNet [19], DenseNet, Recurrent neu-
ral network (RNN), etc.

Most recently, the deep convolutional network is widely
used for the cancer categorization task on BreakHis database.
Moreover, using histopathological data is highly complicated
in the experimental scenario. To successfully train the learn-
ing model, adequate improved quality data is more impor-
tant [20]. Because of an inadequate and uneven distribution of
data, medical datasets involves several issues. Thus, it results
the contradiction among sufficient data fusion demands and
privacy protection is an important obstacle to the growth of
smart healthcare system. In this case, the techniques that com-
bine knowledge obtained from data rather than combining
data themselves, federated learning is highly applicable for
the growth of smart medical detection systems.

Recently, the ever-enhancing world-wide requirement for
early diagnosis of breast cancer at several hospitals and
screening sites has leads in the demand of new research
avenues. The great advancement in deep learning models
plays a vital role in detecting breast cancer from the pro-
vided input images. Also, federated learning concept have
becoming an interesting mechanism for affording security
to the given input samples. Thus, it motivates the author
to design a robust FLF framework along with deep learn-
ing model for affording security and making efficient deci-
sion in classification. The major objectives of the proposed
study are,

> To develop an automated medical image diagnosis
model using federated and deep learning framework for
securing the Breast Cancer histopathology images.
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> To perform secure transmission, privacy and effective
storage of medical images using Extended ElGamal
Image Encryption (E-EIE) algorithm.

> To introduce a new FLF framework for storing the
encrypted breast cancer images securely.

> To accurately identify and categorize the disease classes
using the new deep learning model called as Convolu-
tional Capsule Twin attention Tuna Optimal Network
(C2T2Net).

The rest of this research paper is well organized as follows,
Section II discussed about the recent existing works that
carried out on breast cancer classification using different
techniques, Section III portrays the proposed methodologies
that introduced for diagnosing breast cancer in proposed
work, Section I'V describes the simulation results and analysis
to determine the performance of proposed techniques and
Section V highlighted the overall conclusion of this work
along with suitable future recommendations.

Il. RELATED WORK
Li et al. [21] designed a federated learning framework for

classifying breast cancer through histopathological images.
In order to solve the security issues, this existing study
introduces a federated learning concept which can performs
knowledge fusion attained by distributing the patient’s model
parameters. Thus, by using federated learning, the sharing
of data was neglected and the experiment was carried out
by using BreakHis dataset. The simulation analysis shows
that the developed federated learning model attained optimal
classification performance as similar to centralized learning.

Abunasser et al. [22] developed a deep learning based
Xception model for performing breast cancer detection and
classification. Initially, the dataset was gathered from Kaggle
depository and then pre-processing was performed to elim-
inate the unwanted noises. Then, the dataset was divided
into three categories like training, validation and testing.
The developed exception model was trained with the divided
training dataset. During the stage of training, data augmenta-
tion scheme was performed to avoid the overfit issue. The
layers presented in the exception model extracts the most
significant features and the final softmax classification cat-
egorizes the breast cancer. The simulation analysis shows
that the developed model gained high performance, however
processing time is enhanced.

Jabeen et al. [23] presented the breast cancer classifica-
tion through probability based optimal deep learning feature
fusion framework. Initially, the needed data are gathered
from the provided dataset. In order to enhance the dataset
size, data augmentation was initiated and then the developed
model was trained through transfer learning. The pooling
layer presented in the transfer learning network assisted to
extract the most discriminative features. Then, the feature
dimensionality issue was avoided by selecting the most opti-
mal features through two enhanced optimization approaches
such as reformed gray wolf (RGW) and reformed differential
evaluation (RDE). The chosen features are then combined
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through a probability based serial method and the classifica-
tion was performed by varied machine learning approaches.
The simulation results show that the classification perfor-
mance is not as much improved because of an increased
computational complexity.

Jiménez-Sanchez et al. [24] introduced a memory-aware
curriculum federated learning framework for detecting and
classifying breast cancer disease. This existing study is
intended to develop a model for fulfilling the inconsistent
prediction of previous techniques. To enhance the multi-site
breast cancer categorization in a federated setting, the cur-
riculum learning (CL) mechanism was introduced. Using a
data scheduler, the developed CL was executed and it applied
a concept of local training sample prioritization. In this exist-
ing study, the data scheduler was integrated with federated
adversarial learning and exhibits that the combination was
effective for the classification.

Ogundokun et al. [25] utilized a hyper parameter based
optimized neural network model for detecting breast can-
cer through medical Internet of Things (IoT). To mitigate
the difficulty in detecting cancer at early stage, this exist-
ing study introduces a medical IoT based detection system.
Here, artificial neural network (ANN) was integrated with
CNN and the hyper parameter of this developed scheme
was optimally tuned through the utilization of an optimiza-
tion algorithm. The developed model categorizes whether
the given input data is benign tumor or malignant tumor.
To analyze the performance of developed classifiers, the
comparison analysis was done over Multilayer Perceptron
(MLP) and Support Vector Machine (SVM) methods. The
feature dimensionality issue was solved by applying par-
ticle swarm optimization (PSO) in the feature selection
stage. The simulation results exhibits that the developed
models achieved optimal performance as compared with
others.

Tan et al. [26] have designed a transfer learning method
for classifying breast cancer from the given samples. In this
existing study, the federated learning framework is adopted
for enhancing the classification performance. Here, the trans-
fer learning method was utilized to fetch the required fea-
tures from the inputs. For reducing the class imbalance
issue, synthetic minority oversampling technique (SMOTE)
was employed. Also, the utilization of MobileNet and
FeAvg-CNN in a federated learning assured the privacy and
security of user’s data. The simulation results shows that the
developed mechanism is suitable for artificial intelligence
(A healthcare applications.

Manikandan et al. [27] have introduced an ensemble
machine learning models for categorizing breast cancer from
the provided SEER dataset samples. For removing the unnec-
essary noises, pre-processing was initially performed. Then,
the most useful features from the pre-processed samples
were selected through a Variance Threshold and Principal
Component Analysis method. Finally, the varied machine
learning classifiers like Ada Boosting, Gradient Boosting,
XG Boosting and Decision Tree were utilized for generating
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an ensemble classification process. The developed classifica-
tion process categorizes the breast cancer disease from the
dataset images. The experimental analysis shows that the
utilized Decision Tree method produced superior results than
other machine learning models.

Ogier du Terrail et al. [28] have developed a machine
learning model for predicting triple negative breast cancer
through a federated learning framework. For affording high
data privacy, the developed study utilized federated learning
concept. With the support of federated learning, the patient’s
data was gets secured. The developed study represents that the
normal machine learning techniques were mainly confides on
entire slide images, which has the ability to detect responses
to NACT. But, the collaborative training of machine learn-
ing techniques enhances the performance in triple cancer
detection. Also, this study conveys that the federated learning
model is sufficient for utilizing in real-time scenarios.

Problem statement: The World Health Organization
(WHO) declares that the detection of cancer disease in ear-
lier stage can improves the feasibility of taking the accurate
decision on an effective treatment plan. By concerning this,
several existing studies have attempted to develop an efficient
detection mechanism for minimizing the mortality rate due to
breast cancer. However, the existing methods cannot provide
better classification outcomes because of several limitations
like computational complexity, overfitting issues, increased
misclassifications, etc. Along with disease detection, afford-
ing security of medical data is also a primary concern.
Because of varied unauthorized parties in the network, the
privacy of sensitive data is gets affected. Hence, to provide
secure medical data transmission and accurate breast classifi-
cation, an effective methodology is highly required. Thus, the
proposed study designed a robust encryption algorithm with
federated learning concept for securing the patient’s data.
Also, for mitigating the classification issues, the proposed
study utilizes a new deep learning mechanism.

lll. PROPOSED METHOD

Breast Cancer is one of the most fatal diseases among women
and it is the second leading cancer type across the world.
Nowadays, in females the rate of breast cancer is increasing
rapidly as a result of unawareness and not diagnosed at its
early stages. Therefore, proper treatment is provided only by
early disease detection and classification. The quick detec-
tion and diagnosis is essential to reduce the mortality rate
by identifying the disease at its initial stages. However, the
manual cancer diagnosis from the histopathological images
are still challenging due to the excessive time consumption,
inaccurate detection at high probability which may occur due
to human error. Traditional methods used for diagnosis proce-
dure involves the participation of medical professionals, with
the risks of subjective diagnosis and treatment delay. Thus,
to overcome these defects this work presents an automated
disease diagnosis system using FLF and deep learning which
automates and speed up the process efficiently. Figure 1
shows the workflow of proposed methodology.
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FIGURE 1. Workflow diagram.

In this work, an effective detection of breast cancer from
histopathological images is performed using a FLF frame-
work and deep learning. Currently, federated learning is
emerged as an effective framework for the classification of
breast cancer and offers secure data sharing of sensitive
medical data among various healthcare providers. The pro-
posed work includes five different stages like image acqui-
sition, encryption process, optimal key generation, secured
data storing and disease classification. Initially, the input
images are collected in the image acquisition stage. Then,
the collected medical images are encrypted using Extended
ElGamal Image Encryption (E-EIE) algorithm. This encryp-
tion process assists to preserve the input medical images
from the attackers. In order to provide more confidentiality
to the encrypted images, optimal keys are generated using
Improved Sand Cat Swarm Optimization (I-SCSO) algo-
rithm. These encrypted images are stored using FLF frame-
work. This technology enhances the data integrity as well
as authenticity and allows secured transmission of medical
images. After decrypting the image, the disease is identified
in the classification stage using Convolutional Capsule Twin
attention Tuna Optimal Network (C>T?Net) model. The loss
minimization is performed using the Chaotic Tuna Swarm
Optimization (CTSO) algorithm.
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A. IMAGE ACQUISITION

Image acquisition is the first step that performed in the pro-
posed framework. Initially, the input images are acquired
from the publicly available BreakHis Database (https://web.
inf.ufpr.br/vri/databases/breast-cancer-histopathological-
database-breakhis/). After collecting the data, the further sta-
ges are executed to enable secure breast cancer classification.

B. MEDICAL IMAGE ENCRYPTION THROUGH E-EIE
APPROACH

In order to afford more security to the input breast images
from an authorized users, an efficient encryption algorithm
is highly required. The encryption algorithm has the abil-
ity to covert the input images into encrypted form. For
encryption purpose, the proposed study used E-EIE [29]
algorithm, which is an effective cryptographic mechanism
utilized for securing medical images. In existing different
encryption schemes are established. Nevertheless they are not
as much effective because of lower efficiency. The proposed
encryption scheme utilizes a large computing process and
it helps to attain superior encryption results. Because of its
higher efficiency, making key predictions to the attackers has
become more difficult. The proposed E-EIE algorithm pro-
cesses the encryption flow based on the evaluation of discrete
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logarithms. Thus, it produce effective encryption process and
secures the input images from attackers. The mathematical
formulation of elliptic curve over finite filed is represented
as,

E:x*=2+1lz4+m mod ¢ €))]

where, ¢ = 3 mod 4, g mentions a maximum prime number,
the terms / and m denotes constants and 413 4+27m? # 0. The
encryption process is performed by utilizing the coordinates
that compromise the elliptic curve formulation. To create
N (zp, xn), the following points L (z;, x;) and M (2, X)) € E
are adds up. It is newly observed as, utilizing L (z;, x;) € E
and M (z,,, xp) € or ¢ E, then the point addition is initiated
to obtain N (z,, x,) € or ¢ E. During the process of point
addition, itis necessary to analyze that z; # z,, to reduce point
at infinity condition, if it is not in a point doubling condition.
After completing the point subtraction process of L (z;, xj)
from N (z,,, x,) if 27 # z,,. It is mathematically expressed as,

M (zm, xXm) =N (zn, Xn) — L (21, x1) @

The coordinates z,, and x;,, for M while the process of
encryption should be lower than ¢. Utilizing an E-EIE, ¢, is
selected as any coordinate € or ¢ E. The proposed E-EIE
makes the conventional ElGamal cryptosystem as simpler
with its higher efficiency and large embedding degree. The
following requirements are important while using E-EIE
method.

Minimize point at infinity condition by checking whether
that the z coordinates of g, and kg, are varied, if not a state of
point doubling while the process of encryption. If it happens,
the random value k should be changed by,

qno = {ka, (qa + ka)} 3)

where, ¢,,, mentions the cipher data’s coordinates, k denotes
the random integer among 1 and b — 1, the term « indicates
the pubic data and g, denotes plain input image mentioned
on E coordinates through Koblitz embedding method.

The generated z, in the below equation should not be
equivalent to z-coordinate of kgj,. If it is same, then the range
of k is changed.

Utilizing proposed E-EIE method, any (z, x) coordinates,
the terms z and x are minimal than g can mention ¢, keeping
into account that it cannot became into a point at infinity
condition. At infinity condition, the occurred probability is
infinitesimally and it happens the range of random integer k
is required to change. Also, as compared with conventional
ElGamal method, the proposed E-EIE method utilizes both z
and x coordinates to maintain the plain image and it assists
to solve the data expansion issue. In addition, the embedding
degree of proposed E-EIE method is higher than the conven-
tional EIGamal algorithm and the embedding degree of E-EIE
is represented as, A < g.

In order to encrypt the input dataset images, a 3D image
from several 2D images are generated by piling up on top of
each inputimage. The 3D images can be visible, but it is made
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up of various number of pixels that have a specific numerical

value mentioning its intensity. To minimize the dimension of

cipher data, each execution utilizes a particular one ko value.

Various ¢, in every execution distribute a single ko. When

one ko is employed for several g,, there has a feasibility of

familiar plain data attack exist. Hence, k« is forwarded to the
another communicating user as encrypted form ko’.The steps
that included in the proposed encryption process are,

— Initially attain the 3D input image’s pixel values in the
form of bytes.

— The generated pixel values from preceding step 1 are
gets XORed with the support of Mersenne Twister
pseudo-random number generator. For Mersenne
Twister system, the x-coordinate of ko is generated as
the seed value.

— Integrate all 64-pixel values in preceding step 1 with
base conversion through 256 as a base.

— For all g,, evaluate ¢,, through the below given
equation.

Gno = {kat, (Zno, Xno)} 4

where, z;, and x,, mentions the coordinates after the process
of point addition of (g, + kqy,).

— Convert the vales of (z,,, and x;,) to 3D cipher image.
To enable this, it is need to return back the byte value
range (0, 255) by alternation with 256 as a base. Using
64 values, maintain a constant fixed length of disinte-
grated z,,, and x,, by padding with zero to leftmost side
if compulsory. 3D cipher image is created by securing
the 3D plain image’s dimension.

— Transfer the cipher 3D image and the encrypted ko.
Thus, by utilizing E-EIE method, the input images are
encrypted through random keys. In order to make effective
encryption, selecting optimal keys are more important and it
has been described in the next section.

C. OPTIMAL KEY SELECTION THROUGH I-SCSO
ALGORITHM

To encrypt the input images, suitable keys are highly required
so that the proposed study used I-SCSO algorithm for choos-
ing optimal keys. The keys like private and public are utilized
for encrypting and decrypting the input dataset images. The
proposed I-SCSO algorithm is one of the metaheuristic algo-
rithm which imitates the hunting strategy of sand cat. Based
on the frequency of sound, the sand cats can search their
foods or prey and also its goal is to attain the best prey. Thus,
depending the strategy of I-SCSO algorithm, the proposed
study selects the better keys for encryption process. Using
the below mentioned fitness function, the proposed I-SCSO
algorithm chooses the optimal keys.

Fitness = Max (Network throughput) @)

< Population initialization: Initially, the population of

keys are gets initialized, where each key is a 1 x dim
array in the dimension optimization issue. In a group
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of variable values (Pk;, Pky, ...., Pkgim), all Pk should
lie from lower to upper boundary. Here, Pk is repre-
sented as position of keys. In this stage, an initialization
matrix is generated based on the dimension of problem
(M x dim). In each iteration, the respected solution will
be the resultant outcome. If the next resultant value is
superior, then the present solution will be changed into
the next. When there is no superior solution in the next
iteration, the present iteration’s solution will not be pre-
served. The population initialization is mathematically
expressed in a matrix form. It is given as,

Pki;1 Pk y Pk1, dim
Pky 1 Pk )y Pky, dim

Keys = . (6)
Pkyy Pky 2 Pky dim

Pk; j = (UBj — LBj) x rand + LBy @)

where, UB; mentions the upper bound of i key in j dimen-
sion, LB; represents the lower bound of i key in j" dimen-
sion and the random number ranges from 0 to 1 is termed as
rand.

< Exploration phase: In this phase, the search agents
chooses the keys based on the sensitivity range sy as
described in equation (8). Here, the search agents can
analyze the ability of each keys and selects the best one.

Ty x1
m=m—(ﬁ ) ®)
S =2 xsyg xrand (0.1) — sy O]

where, the value of Tx is considered as 2, L denotes the
maximum number of iteration, / mentions the present iter-
ation number and S denotes the parameter. This parameter
is attained based on the aforementioned equation (9). A new
location is determined by each search agent within the range
of sensitivity while the process of exploring optimal keys.
The global local optimum issue is avoided by utilizing varied
range of sensitivity keys. This is expressed as,

s = sy x rand (0.1) (10)

where, the term sy is utilized for the guidance factor s. Each
search agent will explore for the position of keys based on the
best candidate solution Pky., present position Pk, (I) and its
range of sensitivity (s). It is mathematically represented as,

Pk(l+1)=s x (Pkpe (1) — rand (0.1) x Pke (1)) (11)

< Exploitation phase: To simulate the search agent’s
key attacking strategy is described in the below
equation (12). Let us consider the range of sensitivity of
the search agent is a circle and the movement direction
utilizes the Roulette Wheel selection method to choose
a random angle (8). Whereas, the selection of random
angle is from the degree of 0 to 360 and its value is
ranged between -1 and 1. According to the equation (13),
the key is selected by the search agent.
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Pkygng = |rand (0.1 x Pky, (I) — Pk, (1))| (12)
Pk (I +1) = Pk (I) — 5 X Pkygna % cos (B) (13)

By managing the adaptive parameters like sy and S, the
proposed optimization algorithm regularize both exploration
and exploitation stage. The parameter s is a random value
ranges from -4 to 4 and the search agent will acquire the keys
when s is smaller than or equivalent to 1. Or else, the search
agent will explore for keys as mentioned in equation (14).

s % (Pkpe (I) — rand (0.1) x Pke (I)
|L| > 1; exp loration)

Pky, (t) — Pkyang x cos (B) x s

|L| < 1; exp loitation

Pk (l+1) (14)

The above equation represents the position updation of each
search agent while exploration and exploitation phases. If § <
1, the search agent will catch its suitable key or else, the
operation of search agent is to analyze a new key in the
global area. In the proposed I-SCSO algorithm, the levy flight
strategy is adopted to enhance the efficiency of conventional
SCSO approach.

% Levy flight walk behaviour: When acquiring optimal
keys, the search agent is nearer to its appropriate key.
For affording random factors, the levy flight is highly
efficient mathematical strategy. This strategy can render
a walking scheme that confirms to levy distribution.
Nevertheless, the step size pflevy’s flight is too large and
hence it consumes more time to complete the process.
Thus, to obtain better performance of searching strategy,
the constant F = (.35 is included in levy flight. This
helps the search agent to walk as nearer to its key as
feasible. It is expressed as,

Pkpeyw = Pkp (1) + (Pkp (1) — Pke (1)) x F x Levy  (15)

Thus, by utilizing the proposed I-SCSO algorithm,
an appropriate keys are selected and by using such keys
the encryption process is performed through E-EIE method.
Algorithm 1 mentions the pseudocode of proposed I-SCSO
algorithm.

D. SECURED STORAGE USING FEDERATED LEARNING
FLOWER FRAMEWORK

In order to securely store the encrypted input medical images,
the proposed study used FLF framework. In general, the
federated learning concept is arises from the requirement
of distributing private medical data among varied healthcare
providers. In the machine learning community, the federated
learning procedure is an interesting research area because of
its higher security and performance. The objective of feder-
ated learning is to train a distributed prediction model while
securing the sensitive medical images. The three necessary
steps that involved in the federated learning are, a) updation
of local parameters to a distributed prediction model on every
edge device b) transmitting the updated local parameter to a
central server for the process of aggregation and c) attaining
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Algorithm 1 Proposed I-SCSO: Pseudocode
Initialize the total number of keys using equation (7)
Evaluate the fitness function using equation (5)
Initialize the parameters like s, sy and S
While (I < max imum number of iteration)
for all search agent
Attain a random angle depending Roulette wheel
selection (0° < B < 360°)
If (abs (S) > 1) then
Perform position updation using equation (11)
Update the position of each search agent using
equation (13)
Execute levy flight walk strategy using equation (15) to attain
an appropriate position
end
L=1+1
end

the aggregated model back for the upcoming process of local
parameter updation. The proposed FLF framework assists
experimentation with system and algorithm based challenges
in federated learning. The flower provides a stable, machine
learning and language framework and also it affords larger
level abstractions to execute efficient ideas. Also, the flower
helps to improve the rate of transition and convergence. More-
over, the introduced FLF framework has the ability to mitigate
the challenges of restricted computation, network bandwidth
and memory in a cloud system. This proposed FLF can stores
the encrypted images with more security. Figure 2 mentions
the structure of proposed FLF framework.

E. DISEASE CLASSIFICATION USING PROPOSED

C2T2NET MODEL

This section presents the classification process of input
medical images using proposed deep learning mechanism.
By exactly classifying the disease, the mortality rate due
to breast cancer will gets reduced. Here, the classification
process is performed by introducing a new C*T?Net model.
In the proposed model, convolutional capsule network is
designed by adopting a slice and excitation attention block.
In the conventional capsule network, attention mechanism is
not presented. The layers presented in the capsule network
are responsible for fetching the rich information from the
provided inputs. However, the conventional capsule network
model failed to process in large dimension of data. Thus,
it directly affects the performance of the network. Therefore,
the proposed study hybridizes CNN with Capsule network
model. Along with the hybrid network, a twin attention mech-
anism is introduced for generating better results. This atten-
tion mechanism helps to obtain more informative primary
capsules. Also, the attention block assists to minimize the
unwanted noises from the input samples and also ignores the
irrelevant features by enabling salient feature propagation to
larger level capsules.
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Here, the routing coefficients are properly distributed
by utilizing a modified factorized machines (FM) routing
technique. The blocks that involved in the proposed C>T2Net
model are input, convolutional block, primary capsule block,
SE attention block and output block. Figure 3 mentions
the architecture of proposed C>T?Net model.

Initially, the input images are obtained in the input block
and then it is fed into the convolutional layers to capture
the most essential features. Here, the convolutional layers
involves the layers in the CNN method. The proposed study
used CNN layers for extracts the significant features from the
provided images. In the convolutional module, the layers like
convolutional (13), pooling (5) and drop-out layers (0.15 and
0.25 rate) are presented. The initial convolutional layers has
the ability to fetch the most unique features from the provided
inputs. The feature extraction between various layers in CNN
method is determined as follows,

Fi=oa (1w +b) (16)

where, F; mentions the total extracted features from CNN,
the term « represents the activation function, w; denotes the
weight and b; mentions the bias. The next pooling layers are
the most important features presented in the CNN method.
In pooling layers, the size of features that attained in the
convolutional layers are gets minimized and it assists to
reduce the computational complexity issue. Then, the abil-
ity of proposed classifier is enhanced by the utilization of
dropout layers. With the help of dropout layers, overfitting
issue is reduced by diminishing the relationship among the
neurons. At the end, the output of CNN layers are fed as the
input of next primary caps layer.

The primary caps layer includes the convolutional layer
along with ReLLU activation and batch normalization. The
convolution layer contains the suitable amount of filters to
correspond the dimension. The features maps attained from
the convolutional layers are fused together and forward to
the ReLU activation function. After enabling batch normal-
ization, the outcome is gets reshaped to generate primary
capsules by the presented primary capsule layer. Then, non-
linear squash activation function is presented to enhance the
capability of primary capsule layer. The output of this layer
is fed to the input of next SE attention block. The main
intention of this attention block is to minimize the noisy and
inappropriate features from the inputs. Thus, it highly helps
the system to make accurate classification. The proposed
attention block instructs the capsule for acquiring important
features in the given image by guiding the attention network
through deep features that attained by the capsules. Also,
this block aids to enhance the channel inter-dependencies,
and it leads to improvise the representation capability of the
capsules. In the proposed SE block, the features are initially
forwarded to enable squeeze operation. By using an average
pooling process, each input features are gets squeezed to one
numeric value and then it transmitted to the excitation pro-
cess. This excitation block includes two fully convolutional
layers and are activated through ReLLU and sigmoid functions.
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FIGURE 3. Proposed C2T2Net Model.

Finally, the output features are obtained by multiplying the SE
attention block with input features. Figure 4 mentions the SE
block structure.

The working process of proposed SE-attention block in the
capsule network is given as,

Gavg = AveragePooling (G) (7
Prery = RELU (01 % Gayg + b1) (18)
Nsg = sigmoid (w2 * Prery + b2) (19)
G =Gx Nsg (20)

where, RELU mentions the activation function, wi and w;
represents the weight factors and b; and b> mentions the
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biases. The proposed C>T?Net model uses a modified FM
routing mechanism to maintain the range of prediction vec-
tors bounded and to attain efficient routing coefficients distri-
bution to enhance the correlation among the parent and child
capsules. Here, the softmax activation function is employed
to attain the suitable features with higher value. Each capsule
in the layer m— 1 is represented by v; and the prediction vector
Djj; for each capsule in the m™ layer is determined. Let us
consider the prediction vector as [0, ¥jj1, ..., Vjik |, where
the capsules agreement is composed via pairwise communi-
cation between the capsules in the similar layer. Here, the
pairwise product is expressed as ¢jj;,, i, = Vjj;; ® ;)2 in which
the addition of all elements of ¢jj;, ;, provides the agreement
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magnitude. The pairwise communication of each capsules in
m — 1 layer to the j” capsule of layer m is expressed as,

ko k
= Z Z Viliy @ iy 2D
i1=1i=ij+1
A
=5 (Z bjii ® Z Djji — Z Vjli © lez) 22)
where, Vjj; = [91‘\1, Vjj2s s ‘A’jlk]’
ij= []:jy Lo, L k], wherein kmentions the over-

all amount of prediction vectors. The resultant ofj” capsule
in [""ayer is represented as,

f
&= L, (23)

The evaluation of agreement coefficient is performed by uti-
lizing a softmax function on the output layer. It is expressed
as,

0; = soft max (¢)) (24)
. . A L;

Here, the definition of pose vector is given as, U; = W,
g

where the term Umentions the pose, rotation, size, orienta-
tion, etc of a given entity. By performing summation opera-
tions, the gradient explosion issue is gets minimized and is
given as,

k k k
A R R .
L= (; Vili @ ;"jli - ; Vili @ Vj|z') 25

Thus, the proposed C>T?Net model classifies the disease
from the provided input medical image. However, the loss
function attained in the proposed model reduces the work-
ing efficiency of entire system. Thus, the loss function in
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the proposed C>T>Net model is minimized by fine-tuning
the parameters using CTSO algorithm. The loss function in
C2T2Net model is given as,

LF=1 > (ai—¢))? (26)

where, K denotes the maximum amount of iterations,
a;specifies the actual value and the classified value is men-
tioned as ¢}. The disease is detected according to the following
fitness function using CTSO algorithm by,

Fitness function = Min [LF] 27

The CTSO algorithm is one of the new heuristic algorithm uti-
lized for solving optimization issues by utilizing the hunting
strategies of tuna. The CTSO method used levy flight concept
to update the position of search agent to select the optimal
parameters and is given as,

best + IB(LeVy (P) )( best th)
+if.q*. (2! —Z'), if rand < 0.5
7! +1 _ best i 2
i if. qu' VA (28)

if rand > 0.5
Based on the above mentioned equation (28), the CTSO
model explores the suitable parameters for enhancing the
performance of proposed C>T?Net model. The simulation
analysis of proposed techniques are discussed in the next
section.

IV. SECURITY PROOF

A. EAVESDROPPING ATTACK

An eavesdropping attack is also called as snooping or sniff-
ing attack. While eavesdropping, the private information is
stolen by the malicious attacker as it is sent via network.
To mitigate eavesdropping attack, the proposed study utilizes
public key created by I-SCSO algorithm to encrypt the input
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images. Since, the provided input image is encrypted, initiat-
ing eavesdropping attack can be difficult to the attacker due
to an unknown private key for decrypting the input. Hence,
the proposed I-SCSO based encryption approach effectively
avoids eavesdropping attack in the proposed system.

B. REPLAY ATTACK

The replay attack is also said as playback attack or
repeat attack. The encryption process between transmit-
ter and receiver can be eavesdropped via attacker. Thus,
the encrypted images can effortlessly intercepted by the
malicious attacker. To avoid this issue, the proposed study
generates optimal keys for protecting the input medical
images. To initiate replay attack, the attacker wants to have
the knowledge about private keys that generated by I-SCSO
algorithm. But, it is not viable by the malicious user to
analyze the private keys because of the efficacy of proposed
system. Therefore, the attacker transmits wrong information
such that the receiver omits the intercepted images.

C. MAN IN THE MIDDLE ATTACK

The Man-in-the-Middle attack is prevented by developing
secured encryption process. This attack is a usual cyber-
attack, where the attackers intercepts and transmits informa-
tion among to varied parties who confide they are interacting
directly with each other. This attack can be prevented in the
proposed system by developing robust encryption approach.
The encrypted images ensures the security of the proposed
system. Also, the selected private and public keys from
I-SCSO algorithm are more effective. These keys provide
higher security to the given input data and helps to avoid Man
in the Middle attack.

V. SIMULATION RESULT ANALYSIS

This section presents the simulation results and analysis of
proposed work using several performance parameters. The
proposed study utilized Python tool for simulation and the
implementation is done by using BreakHis dataset. By evalu-
ating diverse parameters, the performance of proposed model
is evaluated. Also, the comparative analysis over other exist-
ing methods proves the efficacy of proposed work. In the
proposed work, the encryption and decryption process is
implemented by utilizing a total key length of 1024. After
the process of optimal key selection, it is reduced into 256.
By using such keys, the encryption and decryption is done
through E-EIE method. Table 1 shows the system configura-
tion that supported for simulation. Also, the hyperparameter
settings of proposed model is depicted in Table 2.

A. DATASET DESCRIPTION

By using BreakHis dataset, the implementation process is
carried out. This dataset is constructed by using 9109 amount
of microscopic images of breast tumor tissue, which is gath-
ered from 82 varied patients utilizing several magnifying
factors like 40x, 100x, 200x and 400x. This dataset involves
two classes like benign and malignant, whereas the benign
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TABLE 1. System configuration.

Processor Intel (R) Core ()TM i5-3570 CPU @
3.40 GHz 3.40

Installed RAM 8.00 GB (7.89 GB usable)

Device ID 330431£3-8552-4664-BCAD-
E0108D59137B

Product I.D 00330-80000-00000-A A440

System type 64-bit operating system, x64-based
processor

Pen and touch No pen or touch input is available for
this display

TABLE 2. Hyperparameter settings.

No. of epochs 100
Batch size 60
Number of layers 15
Learning rate 0.01
Output layer 1

class contains the total of 2480 samples and malignant class
involves totally 5429 samples. Thus, by using this dataset,
the proposed study enables the disease classification process.
In the proposed work, totally 7909 images are gathered from
the mentioned dataset. Here, the dataset images are splitted
into training and testing. From the total of 7909 images,
6327 images are used for training and 1582 images are used
for testing. Also, the dimension of images that available in
BreakHis dataset are 700*460 pixels. For better processing,
the input images are reshaped in the pre-processing step by
256*256.

B. PERFORMANCE MEASURES
The evaluation of performance measures is more important
to compute the performance of proposed techniques. In the
proposed study, the performance measures like accuracy,
precision, recall, specificity, kappa coefficient, MAE, MSE
and RMSE are evaluated and the attained performance is
compared with other existing methods to prove the strength
of proposed work.
> Accuracy: Accuracy is a significant measure to compute
the correctly classified images to the overall medical
images in the provided dataset. This metric has the major
role to analyze the performance of proposed C2T2Net
model. The formulation of accuracy is given as,
P+ TP
Accuracy = (29)
TP+ TN + FP + FN
> Precision: It is the rate of perfectly classified disease
from the entire number of true positives. It is formulated
as the sum of accurately classified images in a specific
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FIGURE 5. Confusion matrix analysis of C2T2Net model.

class divided by the entire classified medical images. Itis
represented as,

TP
TP + FP

Recall: The recall metrics is the ratio of entire amount of
true positives to the entire amount of both true positives
and false negatives. The term recall is mathematically
represented as,

Precision = (30)

TP
TP + FN
Specificity: Specificity analyses the proportion of real
negatives, which got classified as the negative. The
perfectly classified disease in the provided images are
determined in the specificity measure. It is evaluated as,

Recall = (31

TN

D (32)
TN + FP

Specificity =
F-measure: It is the harmonic mean of precision and
recall. In f-score, an appropriate precision and recall is
computed by one. If the value of recall or precision is
zero, then the f-score value is also assumed as zero. The
computation of F1-score is given as,

Precision x Recall

F — measure = 2 x (33)

Precision + Recall

> Kappa coefficient: Kappa defines the performance rate
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of the classifier i.e. it measures how much better the
classifier is accurately classifying the output. This kappa
measure provides the inter and intra rate reliability of
classified samples.

K = Pobserved — Pchance

(34)
1 — Pchance

Accuracy
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0.9 4
0.8 1
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0.7 —— BILSTM
—— DNN
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FIGURE 6. Analysis of accuracy and loss comparison.

> MAE: It evaluates the average error magnitudes in a

prediction set, without the consideration of their direc-
tion. This measure exhibits the average over the test
input images of the absolute variations among prediction
and real observation, where entire sample differences
includes similar weight. The formulation of MAE is
given as,

MAE — |(x,~ —x,,)|

m

(35)

> MSE: The MSE metric provides the average squared

variations among the predicted values and the original
value. The technique with reduced MSE value is consid-
ered as an optimal one. The evaluation of MSE is given
as,

m

MSE = % > (i — )
i=1

(36)

> RMSE: This measure shows the error rate of proposed

classifier very accurately. It is the square root of MSE
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FIGURE 7. (a) - (c) Performance analysis using different metrics.

and is expressed as,

RMSE = (37)
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TABLE 3. Performance values for both proposed and existing methods.

Capsule
Performance | Proposed | CNN BISTM DNN Net
Accuracy 0.9568 | 0.94333 0.948 | 0.9184 0.9304
Precision 0.9566 0.945 0.945 0.905 0.9223
Fl-measure 0.9563 | 0.93781 | 0.9223 0.905 0.919
Recall 0.956 0.9497 0.93 | 0.9054 0.915
Kappa 0.9526 0.9155 0.904 | 0.8112 0.8379
Specificity 0.956 0.9397 | 0.9405 0.905 0.9158

TABLE 4. Values attained for error metrics such as MAE, MSE and RMSE.

Capsule
Performance | Proposed | CNN BISTM DNN Net
MSE 0.056 | 0.1914 | 0.202 | 0.285 | 0-2636
MAE 0.0031 | 0.0366 | 0.041 | 0.081 | 0-0695
RMSE | 0.0031 | 0.036 | 0.041 | 0.081 | 0069

where, TP mentions true positives, TN is considered as true
negatives, FN signifies false negatives, FP signifies false
positives, P is the probability of event, x; represents actual
values, m denotes the total number of dataset images, x;, and
X; are mentioned as predicted values.

C. PERFORMANCE COMPARISION ANALYSIS

This section discussed about the performance comparison
of proposed study with other existing methods like CNN,
BiLSTM, DNN and CapsuleNet [30]. By performing com-
parison analysis, the efficiency of proposed study is proved.
The confusion matrix of proposed classification model is
illustrated in Figure 5.

From the above confusion matrix, it is cleared that the pro-
posed C>T?Net model effectively classified the given input
images as benign or malignant. From the total of 1082 benign
images, 1079 images are perfectly classified as benign by the
proposed C2T2Net model and only 3 images are miss classi-
fied. Similarly, from the 500 number of malignant images,
498 images are accurately classified and two images are
wrongly classified as benign. This analysis clearly mentions
that the proposed classifier is most effective for classifying
breast cancer disease from the provided samples. The accu-
racy and loss comparison during the stages of testing is shown
in Figure 6.

The attained accuracy and loss of proposed and exist-
ing models are analyzed while testing process. Here, the
accuracy and loss is determined by varying the epoch sizes
from O to 300. At the epoch size of 100 to 300, the accuracy
rate of proposed classifier is enhanced as compared with other
competent methods. Similarly, the loss of proposed classifier
is reduced from the epoch of 100 to 300. This shows that the
proposed classifier outperforms than the other existing meth-
ods. The performance analysis in terms of several metrics are
shown in Figure 7.
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FIGURE 8. Error metrics comparison.

Here, the performance of proposed method is compared
with several existing methods like CNN, BiLSTM, DNN and
CapsuleNet. By measuring the metrics like accuracy, preci-
sion, recall, specificity, F-measure and kappa coefficient, the
effectiveness of each model is analyzed. The analysis of accu-
racy and precision comparison represents that the proposed
model obtains higher classification performance than others
as shown in Figure 7 (a). This is because, the existing methods
faces higher computational complexity and overfitting issues
while classifying the breast cancer disease. Also, the exist-
ing methods highly troubles from computational complexity
problem and hence the accuracy performance is gets affected,
But, the proposed study used efficient classification method
and it effectively reduces the computational complexity issue.
Also, the higher ability of primary caps layer in the proposed
C?T?Net model reduces the gradient explosion issue. Thus,
the significant benefits in the proposed techniques makes the
classification results as high.

Similarly, the F-measure and recall performance of pro-
posed model is increased than the other comparable meth-
ods as illustrated in Figure 7 (b). As compared with others,
the F-measure and recall performance of existing KNN is
reduced because of its inefficiency. The specificity and kappa
score performance portrays the higher efficacy of proposed
model as mentioned in Figure 7 (c). According to this, the
ability of proposed model is highly revealed and it states that
the proposed model is highly suitable for detecting and clas-
sifying breast cancer disease from the input medical images.
Table 3 mentions the performance values attained for both
proposed and existing methods.

The mentioned graphical representation portrays the
strength of proposed model by observing the improved per-
formance. In order to clearly analyze the effectiveness of
proposed classifier, evaluating the error metrics is more
important. In the below Figure 8, the error metrics compar-
ison is highlighted using different metrics.

The above graphical representation states the error met-
rics comparison of both proposed and existing methods.
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TABLE 5. Performance comparison over recent research methods.

Method | Propos | ResNe | DenseN | Mobile | Efficien
s ed t-152 et-201 | Net-v2- | tNet-b7
100
Accurac | 95.68% | 86.33 | 91.06% | 87.38% | 84.02%
y %
Fl-score | 95.63% | 73.95 | 84.97% | 77.38% | 72.78%
%
Diagnos | 176.23 | 168.54 99.81 48.02 23
tics odd
ratio
Kappa | 95.26% | 65.16 78.64 68.79% | 61.58%
measure %
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FIGURE 9. Overall processing time comparison.
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FIGURE 10. Encryption and decryption time.

As compared with other existing methods, the error rate of
proposed classifier is highly reduced because of its enhanc-
ing learning ability. While, performing disease classifica-
tion, the existing methods attained higher classification error
due to reduced capability of performing exact classification.
Figure 8 mentions the MAE comparison analysis, wherein
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FIGURE 11. Throughput comparison.

the error rate of proposed classifier is highly gets minimized
than others Similar to this, the MSE and RMSE analysis
shown in Figure 8 portrays that the error rate of proposed
model is reduced than the competent methods. Thus, it states
that the proposed model is more efficient than the existing
methods. The attained values in terms of MAE, MSE and
RMSE is shown in Table 4.

To extend the performance analysis of proposed work, the
proposed study also compares their work with other recent
research results. Table 5 depicts the performance comparison
of proposed work with recent existing studies [21].

The above analysis clearly exhibits that the proposed
model obtained better classification results than the recent
existing methods. The processing time is important to show
the robustness of proposed model. The existing methods
are failed to complete the classification with minimal time
because of higher computation. The techniques that produce
exact classification with reduced time is highly beneficial for
medical sector while detecting the diseases. The overall pro-
cessing time attained for both proposed and existing methods
are shown in Figure 9.

The above figure shows that the processing time of pro-
posed model is gets reduced than the other existing meth-
ods. This, this analysis proves that the proposed model is
processed better than other existing methods. The processing
time attained for proposed C>T?Net model is 21s, CNN
is 160s, BiLSTM is 215s, DNN is 190s and CapsuleNet
is 140s. Thus, it clearly exhibits the efficacy of proposed
model. To know the strength of proposed FLF framework,
the encryption and decryption time are analyzed and is high-
lighted in Figure 10.

From the above graph, the encryption and decryption time
of proposed E-EIE method is analyzed. Here, the time is
determined by varying the input images from 100 to 600.
By enabling the encryption and decryption process, the time
attained to complete the process is extremely reduced. Thus,
it proves that the proposed E-EIE method is more effec-
tive for encrypting the medical images. Figure 11 shows
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the throughput performance comparison of with and without
federated learning.

The above mentioned graph shows the throughput perfor-
mance attained in the proposed work in two phases such as
with federated learning and without federated learning. The
comparison analysis clearly shows that the throughput per-
formance is highly improved for utilizing federated learning.
Thus, it reveals the need of utilizing FLF framework in the
proposed work.

VI. CONCLUSION
This paper presents the secured breast cancer classification

through a new FLF framework along with deep learning
model. To make effective disease diagnosis, securing the
medical data is highly required. Because, several unautho-
rized parties may influence the patient’s medical data and
it affects the exact classification. Thus, the proposed study
intends to develop an efficient FLF with C2T2Net model for
securely detecting and transmitting the medical images to
authorized medical centres. For enhancing the confidentiality
of patient’s sensitive data, an effective encryption process is
enabled by using E-EIE method. The encrypted images are
then securely stored in the FLF framework for mitigating
the unwanted attacks. This process helps to improve the
network throughput because of attaining improved authenti-
cation. After decrypting the medical images, the breast cancer
classification is performed through the proposed C2T2Net
model. By fine-tuning the parameters of proposed classifier
using CTSO algorithm, the entire performance of proposed
model is gets enhanced. The proposed study utilized Python
tool for implementation and the BreakHis dataset is chosen
for simulation analysis. As compared with other existing
methods, the proposed model gained higher performance
in terms of accuracy (95.68%), precision (95.66%), recall
(95.6%), specificity (95.6%), F-measure (95.63%), kappa
coefficient (95.26%), MAE (0.0031%), MSE (0.056%) and
RMSE (0.0031). Thus, the obtained higher performance in
the proposed model states that the proposed work is highly
sufficient for secured breast cancer detection. However, the
proposed study utilized only one dataset for simulation and
hence the evaluation is limited. Also, the utilization of pub-
licly available dataset cannot reveals the worth of proposed
work. Thus, it is considered as the drawback of this work.
In future study, varied dataset will be employed for analysing
the performance of proposed techniques. Furthermore, real-
time data will be considered in the future study to exhibit the
capability of proposed work. Also, to make effective encryp-
tion, hybrid cryptographic methods will be recommended in
future.
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