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ABSTRACT Different types of OCR errors often occur in OCR texts due to the low quality of scanned
document images or limitations in OCR software. In this paper, we propose a novel unsupervised approach
for OCR error correction. Correction candidates for OCR errors are generated and explored in their
neighborhoods using correction character edits controlled by an adapted hill-climbing algorithm. Correction
characters are extracted from only original ground truth texts, which do not depend on OCR texts in training
data. A weighted objective function used to score and rank correction candidates is heuristically tested to
find optimal weight combinations. The proposed model is evaluated on an OCR text dataset originating from
the Vietnamese handwritten database in the ICFHR 2018 Vietnamese online handwritten text recognition
competition. The proposed model is also verified concerning its stability and complexity. The experimental
results show that our model achieves competitive performance compared to the other models in the ICFHR

2018 competition.

INDEX TERMS OCR, character edit, error correction, attention-based encoder-decoder, hill climbing.

I. INTRODUCTION

Optical Character Recognition (OCR) is a software tool for
digitizing scanned document images of typed, handwritten,
or printed texts into computer-readable forms using various
image processing and pattern recognition techniques [1],
[2], [3], [4], [5]- The computer-readable texts are known as
OCR texts. The low quality of scanned documents and the
limitations of OCR software often lead to different types of
errors in OCR texts. These OCR errors negatively impact
the downstream processes and applications which make use
of OCR texts, such as document retrieval, search, indexing,
or natural language processing tasks [6], [7], [8], [9], [10],
[11], [12], [13], [14].
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An example of Vietnamese OCR text is shown in Figure 1.
Different types of errors are encountered, for example, mis-
spelled errors due to character deletion/insertion/substitution
operations (e.g.,“‘trum’ is misrecognized as ‘“‘tram”,
“Oanh” is wrongly recognized as “Qnh”); split word errors
(e.g., “Phudc” is split into “A hudc’); case-sensitive errors
(e.g., “Kidu” — “tiéu’); punctuation errors (e.g., “‘tra:’” —
“tra.”’, “dau” — “dau,”), etc.

OCR post-processing aims to automatically detect and
correct misspellings and linguistic errors in OCR texts. OCR
post-processing approaches have been proposed using var-
ious methods such as corpus-based language models [15],
[16], machine learning [17], [18], [19], evolutionary algo-
rithms [20], [21], and statistical and neural machine transla-
tion [22], [23], [24], [25], [26].

The above approaches have exploited both linguistic fea-
tures and OCR error characteristics for OCR error correction.

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
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(a) Scanned text

Figure 1. Example of a Vietnamese OCR text!.

While linguistic features can be characterized by syntactical
and semantic features in a reference language, OCR error
characteristics present typical features of OCR errors caused
by the OCR process. Furthermore, most of them are super-
vised models since they use training data, including both
Ground Truth (GT) texts [27] and OCR texts that are often
aligned in advance at the character level or word level.

Candidate word generation by character edit operations is
an important method that has been employed in many spelling
correction and OCR error correction approaches [17], [19],
[21], [28], [29], [30]. These approaches employed an er-
ror model using character edits learned from the datasets
of spelling errors or OCR errors. The error model captures
the error characteristics originating from the error sources,
e.g., OCR error characteristics caused by the OCR process,
or spelling error characteristics that come from mistyping
made by users. In particular, Jurafsky and Martin [29] pre-
sented a noisy channel model to estimate the conditional
probability of potential candidates for a given spelling error
that is caused by unexpected character edits (e.g., mistyping),
and the most probable candidate is chosen to replace the
spelling error. In [21] and [28], we propose a method to gener-
ate correction candidates for OCR errors by using character
edits that are learned and constructed from training data of
aligned GT texts and OCR texts. Character edits can belong to
edit operations of character insertion, deletion, substitution,
and transposition. Character edits are applied to an OCR error
to transform it into a correction candidate. However, charac-
ter edits possibly generate unexpected correction candidates
when evaluated on test data. The reason is that the constructed
character edits from the training data might not cover new
character edits that only occur in the test data.

As far as we know, no OCR post-processing approaches
based on evolutionary or optimization-based algorithms have
been proposed for Vietnamese OCR texts, not like for other
languages such as English [20], [21], [31]. In this paper,
we propose a novel unsupervised OCR error correction model
based on an adapted Hill Climbing (HC) algorithm without
knowledge of OCR error characteristics. The HC algorithm
directs the exploration and selection of correction candidates

IExtracted from the Vietnamese OCR evaluation dataset described in
Section III-A.
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(b) OCR text

in their neighborhoods using random correction character
edits extracted from original GT texts. In this approach,
we have no need of preprocessing training data by aligning
GT text and OCR text at character level or word level as in the
supervised approaches. The proposed model is evaluated on a
Vietnamese OCR text dataset originating from the VNOnDB
database used in the ICFHR 2018 Vietnamese online hand-
written text recognition competition [32].

In summary, this study makes the following five
contributions:

« We introduce a novel unsupervised approach for OCR
error correction using random correction pattern edits
through evolution loops controlled by the hill climbing
algorithm.

o We propose a method to construct a correction pattern
dictionary from ground truth texts, without depending
on OCR texts in the training dataset. The same method
can be applied to a larger text corpus to obtain a larger
correction pattern dictionary.

« We employ a weighted objective function based on sug-
gested and adapted linguistic features for scoring and
selecting correction candidates.

« With efficient settings of the model parameters, our pro-
posed model can perform with high quality in candidate
generation and error correction, which can be tested on a
normal personal computer. Our model outperforms most
of the baseline models on the same evaluation dataset of
the ICFHR 2018 competition.

o Our model can be employed as a tool for OCR error
correction in different domains and languages.

The rest of the paper is structured as follows. Section II
provides the overview of the recent OCR post-processing
approaches as well as the description, applications, and adop-
tion of the hill climbing algorithm in the OCR error correction
problem. In Section III, the Vietnamese OCR text dataset
is described, and the proposed OCR error correction model
based on an adapted HC algorithm is presented in detail.
The experimental results of the proposed model are discussed
and compared to the other baseline models in Section IV.
In addition, our proposed model is verified and optimized
with different feature weight combinations. Our model is fur-
ther examined regarding its stability and complexity. Finally,
Section V gives conclusions and future work.
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Il. RELATED WORKS

A. OCR POST-PROCESSING APPROACHES

In general, there are three possible ways to improve the
quality of OCR texts: modifying input images, optimizing
the OCR system, and post-processing OCR output texts [33].
The third way is preferable as it does not rely on any specific
parameters of the OCR system. It aims to automatically detect
and correct different types of errors in OCR texts.

Automatic OCR post-processing approaches can be cate-
gorized into two main groups: corpus-based type and hybrid
type. In the corpus-based approaches [15], [16], n-gram dic-
tionaries are constructed from large external corpora and
resources and used for OCR error detection and correc-
tion. However, the performance of this approach is limited
due to the coverage of the constructed dictionaries. This is
because such external resources only cover specific genres
of documents and are available for a period of time. The
second type of approach is often a combination of different
models and techniques among language models based on
n-grams [29] and noisy channel/error models [28], [34],
machine learning [17], [18], [19], statistical and neural
machine translation [22], [23], [24], [25], [26], and evolution-
ary and optimization algorithms [20], [21].

Several typical examples of hybrid approaches are summa-
rized in the following. Kissos and Dershowitz [17] employ the
OCR error model with confusion matrix and word n-gram
models for correction candidate generation. They train the
regression model on six linguistic features, including con-
fusion weight with a single character edit, word frequency,
backward and forward bigram frequency, term frequency in
OCR text, and word confidence for candidate ranking and
selection. Similar approaches can be found in Mei et al. [18]
and Nguyen et al. [19]. Khirbat [20] utilizes a support vec-
tor machine trained using a given training dataset for error
detection and employs a confidence-based mechanism using
the simulated annealing algorithm to obtain an optimal can-
didate from a pool of correction candidates. In our recent
work [21], we have employed n-gram language models and a
candidate generation model based on correction pattern edits
and the self-organizing migrating algorithm [35].

Afli et al. [22], [23] apply a statistical machine translation
(SMT) model to translate the OCR output text into the cor-
rected text in the same language, following the work [36].
The multi-modular domain-tailored approach [24] consists
of multiple modules for candidate suggestion, ranking, and
selection. These modules include word-level suggestion
modules (original words, spell checker, compounder, word
splitter, text-internal vocabulary), sentence-level suggestion
modules based on character-level and word-level SMT mod-
els, and decision module with the Moses decoder [37].
Amrhein and Clematide [25] propose an ensemble approach
of character-based statistical and neural machine transla-
tion models (SMT/NMT), and such models are trained
and used to generate the best candidates for OCR errors.
Nguyen et al. [26] employ pre-trained bidirectional encoder
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representations from transformers models (BERT) at word
level for OCR error detection and character-level NMT
techniques using the OpenNMT toolkit [38] for error cor-
rection. In addition, Aflietal. [23] pointed out that the
word-level machine translation has better performance than
the character-level one. Furthermore, the character-level ma-
chine translation might generate non-word candidates that do
not appear in the word dictionaries.

Regarding the Vietnamese language, only a few OCR
post-processing approaches [28], [39], [40] have been pro-
posed for Vietnamese OCR texts. In [28], we make use of
the word-level n-gram models and the error model using
correction character edits learned from aligned GT and OCR
training texts to detect and correct OCR errors. We also
propose a word-level NMT model based on the bidirectional
long short-term memory (BiLSTM) network to correct OCR
errors in our recent work [39]. Hoang and Aw [40] apply two
correction models. The weighting-based model employs two
linguistic features, syllable similarity and syllable frequency,
and the contextual corrector uses language modeling based
on a perplexity score. In the second model, they implement
the depth-first traversal algorithm to examine all candidate
combinations, leading to a high computational cost due to
the exploding number of combinations for the high number
of nodes (syllables). In addition, they have used their own
dataset for the model evaluation, causing inconvenience in
comparison with other approaches.

B. HILL CLIMBING ALGORITHM

Optimization algorithms often employ local and global
heuristic search strategies to find solutions in search space for
solving optimization problems. Hill climbing is an optimiza-
tion algorithm that belongs to the local search family [30]. Itis
often used to produce approximate solutions for optimization
problems when the amount of time available to perform
a search is restricted, such as with real-time systems. The
relative simplicity of the HC algorithm makes it a popular first
choice among optimization algorithms. The HC algorithm is
also categorized into a group of point-based algorithms since
itdeals with a single candidate at each step. The HC algorithm
has found its applications in the optimization domain such
as the traveling salesman problem [41], binary search [42],
planning problem [43], and in other domains such as text
decoding [30], neural network training [44], and game
playing [45].

Hill climbing is an iterative algorithm that starts at a
random location (a solution to a problem), 4, then takes a
step to a neighboring location by making an incremental
change to h. If that location is higher (better solution with
higher fitness value), the algorithm continues to hill-climb
from there; otherwise, it moves to another neighbor of 4. The
algorithm repeats until a certain number of steps are reached
or no further improvements can be made. Random restarts can
be added to the algorithm to prevent it from getting stuck on
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Algorithm 1 The Hill-Climbing Algorithm

1 function hillclimb(4, f, neighbors, steps);

Input : - Random starting location A
- Fitness function f
- Neighborhood function that generates
the neighbors of a location neighbors
- Maximum number of steps to take
before the algorithm is terminated steps

Output: Optimal location /.

2 Hinax = h;

3 fmax =f(h),

4 neighborhood = neighbors(h);

5 for i from 1 to steps do

6 for each h in neighborhood do

7 if f(h) > fipax then

8 hmax = h;

9 fmux =f(h),

10 neighborhood = neighbors(h);

1 break ; /x terminate the for
loop of neighborhood and
continue next step */

12 end

13 end

14 end

15 return A,qx;

a local hilltop or wandering around a flat plain. The original
hill climbing algorithm is described in Algorithm 1.

The central part of OCR error correction approaches is
candidate generation. The aim of candidate generation is to
find as many correction candidates as possible in the search
space, and it has a better chance to find an optimal candidate
with the highest fitness value among all possible correction
candidates. Finding the most probable candidate among all
possible correction candidates of an OCR error can be con-
sidered as a search problem.

However, there is a trade-off between searching such many
possible correction candidates in the search space and the
computational cost of the search. Apparently, searching all
possible correction candidates for each error syllable will
increase computational time. In addition, a number of can-
didates in the search space are possibly not good candidates
in terms of fitness value. Therefore, it is necessary to have a
way of finding optimal candidates without searching through
every possible candidate. That suggests using an optimization
algorithm.

We observe that the HC algorithm has properties that can
be adapted and applied to the OCR error correction problem.
Firstly, candidate solutions generated through the climbing
steps can be mapped to correction candidates of an error
syllable s.. Secondly, the original HC algorithm starts at a
random location and then hill-climbs to a higher location
in the neighborhood of the starting location. In the adapted
algorithm, we first randomly select character positions of

VOLUME 11, 2023
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Figure 2. Examples of different writing styles of the same syllables.

the error syllable s, at the beginning of the algorithm, and
then in each step, we apply character edits at the randomly
selected character positions of s, to generate a candidate. This
generated candidate is checked if it occurs in a vocabulary.
If it does, it is selected as a correction candidate; otherwise,
it is discarded. Thirdly, the fitness value of each solution can
be employed as the weighted score of the linguistic features
extracted from each candidate word and its context words.
Finally, the algorithm can be restarted to improve the quality
of generated candidates, the same idea as in the original
algorithm. Furthermore, the randomness incorporated into
the algorithm steps can improve the performance in correc-
tion candidate generation since it increases the diversity of
generated candidates of s,.

1Il. DATASET AND PROPOSED MODEL

In this section, we describe the Vietnamese OCR text
dataset used for model evaluation. Then, the proposed OCR
post-processing model and its processing phases are pre-
sented in detail. In Vietnamese, each space-separated token
(word unigram) is in monosyllabic form. Therefore, we call
each token a syllable.

A. DATASET

The VNOnDB? benchmark database [4] was used in the
Vietnamese online handwriting recognition competition® [32]
to encourage the studies of Vietnamese handwriting recogni-
tion. The database provides unconstrained handwritten texts
written by 200 Vietnamese writers in their own styles without
any restriction (see Figure 2). It comprises 1,146 Vietnamese
paragraphs, 7,296 lines, more than 480,000 strokes, and
more than 380,000 characters (without the space charac-
ter). Three datasets at paragraph, line, and word levels are
VNOnDB-Paragraph, VNOnDB-Line, and VNOnDB-Word
respectively, provided with the ink data and ground truth.

2http://tc 11.cvc.uab.es/datasetsyHANDS-VNOnDB2018_1, accessed
09 August 2022.
3 https://sites.google.com/view/icfhr2018-vohtr-vnondb/home,
accessed 09 August 2022.
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Table 1. The statistics of the YNOnDB database.

Dataset Training | Validation Test
# Paragraphs 690 196 258
# Lines 4,433 1,229 1,634
# Syllables 66,991 18,640 25,115

Table 2. Error rates of the VNOnDB-OCR dataset at the syllable level and
character level with respect to the training/validation and test dataset

types.

Level Dataset type # Error count | Error rate (%)
Syllable Training and validation 3,809 4.3

Test 3,524 13.6
Character Training and validation 6,505 1.7

Test 5,245 4.7

The ground truth texts come from the VietTreeBank” corpus
(VTB) [46]. Each dataset is divided into the training, valida-
tion, and test sets, and their statistics are given in Table 1.

In our experiments, the OCR texts are the outputs from
an OCR engine based on the attention-based encoder-
decoder model (AED) [5] with the DenseNet encoder and
the attention-based long short-term memory decoder. The
handwritten images converted from the corresponding online
handwritten texts in the VNOnDB-Line dataset are inputted
into the AED model to produce the OCR texts. In the
VNOnDB-Line dataset, many text lines are not complete
(without making a complete sentence), see Figure 3. The
characters are not even straight on these text lines. Fur-
thermore, in unconstrained Vietnamese handwritten text, the
place, size, and shape of diacritic marks (DM) often vary
due to different writers or even different writing times of the
same writer. Such problems as distorted DMs, incomplete text
lines, and free handwriting styles will create more challenges
for the OCR process and result in different types of errors in
generated OCR texts.

We call the collection of OCR texts generated from the
AED model and their corresponding GT texts the VNOnDB-
OCR dataset. There are 5,662 GT-OCR text line pairs from
the training and validation sets (called the training dataset),
and 1,634 text line pairs from the test set for model evaluation
(called the test dataset).

Based on the same VNOnDB-OCR dataset, our study [47]
provided the error rates at the syllable level and character
level as shown in Table 2. We can see that the error rates
in the test dataset (4.7% and 13.6% at the character level
and syllable level, respectively) are much higher than those
in the combined training and validation dataset (1.7% and
4.3%). The higher error rate in the test dataset would create
difficulties for OCR post-processing approaches since new
error character patterns could only occur in the test dataset.

B. PROPOSED MODEL
In this section, we present the proposed OCR post-processing
model (see Figure 4). The model includes three processing

4https://vlsp.hpda.vn/demo/ ?page=resources, accessed 17 August 2022.
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Table 3. The tokenized OCR text lines.

ID | Example

1 Thanhlconglay,|liéulcdimaynguaildatiduge? ¢
Saulmdilmualthildailhoc,lcélbaol“Isiltil” [budnlraulkhilbiétiminhl
trélthanhl“Ittlsil”.

diénltichltrénl 1triéulkm2I(gapl3ldiénltichldatllienl:| 1ltriéulkm?2l/I
330.000lkm2).

“ITrangltrailmaldalxuatlhiénlthillamlsaolringlyén!l” |ong/Phaml
4 | VinlAnl-Ichilcycltrudng/Kiémllamltinh[LAmDdng|-IdaltimgInsil

vay...

5 Tayl“lldilhdI”InGil:“INGIvialtirichuyénlcolhalcanhlxudng VN;|
ningl2,7ltal(khilséng),|gial500ltridulddng|”.

6 Thultrudng|BoITailnguyénl&ImoiltrudngDanglHung| Volcholbiétl

dulthaolnghildinh

@The “I” character presents the space character.

phases: tokenization, error detection, and error correction.
In the OCR error correction phase, correction candidates are
discovered through the search process using random correc-
tion character edits directed by the HC algorithm. Candidates
are ranked and selected among evolution loops using the
objective function based on the different linguistic features.
In this model, character edits are extracted from only the
original GT texts in the training dataset, without using the
OCR texts.

During these processing phases, we need to make use of
the syllable n-grams for error detection, candidate search, and
candidate ranking and selection (see the details in the follow-
ing error detection and error correction sections). Three dic-
tionaries of unigrams, bigrams, and trigrams along with their
observed frequency counts are constructed from the VTB
corpus. The n-gram dictionaries are further enriched with
the GT training texts. The unigram dictionary is also called
the syllable vocabulary. Similarly, for a specific language
based on the Latin alphabet like English, French, German,
etc., the same method can be applied to construct the n-gram
dictionaries using a large external corpus and GT training data
in this specific language.

1) TOKENIZATION

The OCR texts are tokenized into space-separated syllables
with no restriction on punctuation. Several special characters
such as -, «“"7 /7“7 “&” are also considered as syl-
lables; thus, they are also separated on white space. Table 3
displays the OCR texts after tokenization. The tokenized
OCR texts will be utilized in the error detection and correction
phases later. Besides, the punctuation marks, occurring at the
end of tokens such as “.”, )7, 37, “?”, “1” )’ and
the opening parenthesis “(’* occurring at the start of tokens,
are removed before the error detection is processed. It is
because these punctuation marks positioned at the start or
end of n-grams were also detached in the constructed n-gram
dictionaries.

2) ERROR DETECTION

Each OCR text in the test dataset is scanned through to
identify non-syllable errors for the syllables that do not occur

VOLUME 11, 2023
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Figure 3. Examples of incomplete source text lines.

Non-
syllable

Tokenization

Real-

syllable

Evolutionary
Candidate
Search

Candidate
Ranking and
Selection

Error Detection

Error Correction

Figure 4. The processing phases of the proposed OCR post-processing approach.

in the syllable vocabulary. For every real syllable that occurs
in the vocabulary, its bigrams and trigrams are examined.
If none of them exist in the bigram and trigram dictionaries,
the real syllable is considered erroneous. In particular, given
a real syllable s;, the left and right bigram contexts of s;
are s;_1s; and s;s;41; while three trigram contexts of s; are
Si—28i—18is Si—18iSi+1, and SiSi+18i+2, where Si—2 and Si—1 are
the preceding syllables of s;; similarly, s;y1 and s;4» are the
following ones of s;.

The different types of errors are observed in the error de-
tection as shown in Table 4. The “— "’ symbol represents the
left GT syllable (or phrase) that is incorrectly recognized as
the right OCR syllable (or phrase). For a detailed description
of the character-level and syllable-level errors and their pos-
sible causes, see our previous study [47]. Our proposed OCR
post-processing model will focus on detecting and correcting
character-level errors.

3) ERROR CORRECTION

The error correction phase involves two processes: candidate
search, and candidate ranking and selection. In the candidate
search process, correction candidates are explored through
evolution loops under the control of the adapted HC algo-
rithm. Then, they are scored and selected using the objective

VOLUME 11, 2023

Table 4. Vietnamese OCR error classification.

Error Type Exampl
thu — thuy (Insertion)

cai — ca (Deletion)

su — vu, Oanh — Qnh (Substitution)

Trung — Truong (Insertion)

kiem — kim (Deletion)

cung — cing; qua — ma (Substitution)
clinglkhonglailcholchung|tdilbietlphaillamlgi —
ciinglkhdnglcélailcholchiingltéilbiétiphaillamlgi
(Insertion)

kemltheolldIndildolaolxudngltrai —
kémltheollIndildSlxudngltrai (Deletion)
anhlmuonlchungltéilmanglxuongltaninhalhang —
anhlmudnlchingltéilmanglxudngltan,nhalhang
(","wrongly inserted in the OCR text)
conlcaltylnhiénltrongldam. —
conlcaltylnhiénltrongldam

("."wrongly deleted from the OCR text)
"[Huonglring|"ltronglthanhlpho! —
"|Huonglring|"Itronglthanhlphd.

("!"in the GT text substituted by

"."in the OCR text)

Non-syllable

Character
level

Real-syllable

Inserted /
deleted

Syllable syllable

level

Inserted /
deleted /
substituted
punctuation

function based on the adopted linguistic features in the can-
didate ranking and selection process.

a: CANDIDATE SEARCH

A character edit is a character mapping between an error
syllable s, and a correction syllable s., and can be defined

58411



IEEE Access

Q.-D. Nguyen et al.: Efficient Unsupervised Approach for OCR Error Correction of Vietnamese OCR Text

Algorithm 2 Correction Pattern Extraction

1 function corrpatterns(7r);

Input : GT texts in the training dataset
Ter =t,t, ..., IN

Output: D.,, /* A dictionary of (key, value)
tuples, wherein key is a correction
pattern, and value is its corresponding
occurrence frequency */

initialize D, as an empty dictionary;

for text t from t| to ty do

Stoken < tokenize(t) ;

/* tokenize the

text t x/
5 for each token s in Sipen, do
6 for i from 1 to len(s) — 1 do
7 Deor[s[ill = Deor.get(s[i], 0) + 1 ;

/* add one-character
pattern s[i] into Do */

8 Deor[slilsli + 1] =

Deor.get(slils[i +1],0) + 1 ;

/* add two-character
pattern s[ils[i+ 1] into Dgyr
*/

9 end

10 Deor[sllen(s)]] = Dcor.get(s[len(s)], 0)+1
; /* last one-character

pattern s[len(s)] =/

11 end
12 end
13 return D, ;

as € & Sy > Scjjin_i» Where s, is the consecutive
characters of length m in the error syllable s, and s, ,

is the sequence of n characters in the correction syllable s..
The s,,,,,_, characters (called error character pattern) are
substituted by sc;,,,, , (called correction character pattern) to
transform s, into s.. A character edit can belong to four edit
operations: insertion, deletion, transposition, and substitution
(transposition can be considered a special case of substitu-
tion). The error syllable s, can be corrected by several edit
operations. For example, the error syllable “nhwa’ is cor-
rected to “‘chua’” by one substitution operation “‘n”— ““c”’;
“chiy” corrected to “khing” has two substitutions
“c”—“k” and “y”—‘“ng”; “A hudc” can be corrected
to “Phudéc” by one substitution “A”— “P” and one space
deletion; “truc?” can be corrected to “trd ng” with
three operations including one substitution “u”— “4”, one
insertion “““—” n” (including a space character), and one
more substitution “c?”’— “g”’. We observe these errors in
the VNOnDB-OCR dataset originated from different-style
writers.

According to our study [47] on the same dataset, the top
mappings at both character level and syllable level are of
one- or two-character length of edits. Hence, we employ char-
acter edits with length of one or two characters to generate
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Figure 5. The candidate search process of the HC-based model.

correction candidates. In other words, both the error character
pattern and the correction character pattern of a two-character
edit will be restricted to a maximum length of two characters.

We use the GT texts in the training dataset to construct
correction patterns of 1 or 2 characters long. The occurrence
frequency of correction patterns in the GT text corpus is also
recorded. A method to extract correction patterns from the
GT text corpus is shown in Algorithm 2. It is assumed that
the function get() returns the value of the specified key; if the
key does not exist, it returns 0.

After the correction pattern dictionary D, is constructed,
candidates for detected OCR errors are generated by sub-
stituting error character patterns with correction character
patterns obtained from the D, dictionary. Candidates are
discovered through the search process using random cor-
rection patterns directed by the adapted HC algorithm as
presented below.

Given the error syllable s., d random positions along the
characters of s, are selected at the start of the adapted HC
algorithm. The parameter d is equivalent to the number of
edit operations (also known as edit distance) applied to s,
to generate candidates. The algorithm consists of two main
processes: climbing and selection. The flow of the algorithm
is described in Figure 5.

o The climbing process includes the steps in the following
order:
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1) In Step 1, the error patterns at one or more starting
positions of s, (maximum d positions) are substi-
tuted with the correction patterns obtained from the
D¢, dictionary to generate a neighbor candidate
¢, . Each correction pattern for an error pattern is
randomly selected from the D, dictionary. If the
neighbor candidate s, occurs in any of the n-gram
dictionaries, it becomes the correction candidate;
otherwise, it is discarded.

2) In the following steps, we repeatedly substitute the
error patterns in Step 1 with the other random cor-
rection patterns to generate the new neighbor can-
didates s.;. These neighbors are then checked to see
if any of them become new correction candidates.
Substitution operations for each error pattern are
performed until the maximum number of correc-
tion patterns is reached. The maximum number of
correction patterns is set to 300 in our experiments,
as shown in Table 6. Additionally, we evaluate the
performance of our proposed model with different
values of the maximum number of correction pat-
terns in Section IV-B3.

« Next, in the selection process, we consider two cases.
In the first case, there exist the generated correction
candidates among which the candidate achieving the
highest objective score, argmax;(Fopj(sc;)), defined in
Section III-B3.b, is selected, and the algorithm con-
tinues to hill-climb from the highest-scored candidate.
In the second case of no correction candidates found,
the algorithm still continues from s.. For both cases,
the syllable from which we continue to hill-climb is
called the base syllable. When the algorithm finds a base
syllable, we consider the algorithm finishes an evolution
loop. In the steps of the next evolution loop, we search
for neighbor candidates by applying random correction
pattern edits to the base syllable.

« At the start of the next evolution loop, d new character
positions of the base syllable are randomly selected.
Random correction patterns are then obtained to substi-
tute the error patterns at the new positions of the base
syllable. The new correction candidates and the new
base syllable are produced by repeating the steps above.
Similarly, the new base syllable will go under random
correction pattern edits in the next loop.

¢ When the maximum number of steps is reached,
the algorithm restarts with newly random character
positions of s.. The last base syllable found in each
restart is recorded. The algorithm will continue until
the predefined number of restarts is completed. The
highest-scored base syllable among the last base sylla-
bles of all the restarts is selected as the final correction
candidate of the error syllable, s,.

In the search process above, the algorithm possibly gets
evolved from a wrong base syllable due to the wrong char-
acter position selected at the start of the algorithm (not the
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position at which an actual error pattern is located). We pre-
vent this in two ways: selecting random starting positions
along the characters of the base syllable at the beginning of
evolution loops and at the restart of the algorithm after it
completes a certain number of steps.

Following our study [47] on the VNOnDB-OCR dataset,
the errors with edit distances 1 and 2 contribute more than
80% of the total errors whereas the ones with the edit distance
1 account for over 60%. In addition, it is shown in [48]
that the edit distances of 1 and 2 obtain better correction
results instead of higher edit distances. Therefore, we apply
the maximum number of edit operations as 2 (equivalently,
d = 2) used in each step by selecting two random character
positions of the base syllable at the start of each evolution
loop. In other words, one or two correction pattern edits can
take place at either or both of the two positions of the base
syllable in each step of the evolution loop.

b: CANDIDATE RANKING AND SELECTION

Correction candidates are scored using an objective func-
tion. The objective function is a weighted sum of linguistic
features extracted from each correction candidate and its
context syllables. We adopt and modify several important
word-level features which have been successfully employed
for the recent OCR post-processing approaches, including
word similarity, and word n-gram context frequency [15],
[17], [18], [19], [21], [28], [49]. In addition, we propose a
new linguistic feature at the character level, called pattern edit
frequency. These features capture the diverse characteristics
of the language. They are described as follows.

« Bigram context frequency:
Given an error syllable s,, the bigram context frequency
of the candidate s;, denoted as B(s,;), is computed as
the frequency sum of its left and right bigram contexts
Se;_1S¢; and S¢;S¢,;, |, and normalized regarding the max-
imum among the bigram context frequencies of all the
candidates.

fZ(Sc,-,lsci) +f2(sc,~sci+1)
maxs/tiGW(ﬁ(sc,-,l séi) +f2(s£~isci+1 )) '

B(s¢;) = ey

where W is the candidate set of s,, and f>() is the bigram
frequency-count function for the bigram dictionary.
o Trigram context frequency:

Similarly, the trigram context frequency of the candidate
S¢;» denoted as T(sc,;), is computed as the frequency
sum of ifs trigram CONEXCS S¢; ,Sc;_;Sc;> Sci1SciSeiyys
and S¢;S¢; | Sc;,,» and normalized regarding the maxi-
mum among the trigram context frequencies of all the
candidates.

>3 filtrigramy(se,)
maxg, cw(Xa f3(irigramy(s,))

T(se;) = 2

where W is the candidate set of s,, f3() is the trigram
frequency-count function for the trigram dictionary, and
trigramy(s,;) is the n-th trigram of the candidate s,.

58413



IEEE Access

Q.-D. Nguyen et al.: Efficient Unsupervised Approach for OCR Error Correction of Vietnamese OCR Text

« Syllable similarity:

The syllable similarity between the correction candidate
sc and the error syllable s,, denoted as S(s., s.), mea-
sures the similarity between them. It is calculated as
a weighted sum of the Normalized Longest Common
Subsequence (NLCS) and the variations of Normalized
Maximal Consecutive Longest Common Subsequence
(NMCLCS) proposed in [15].

S(s¢, Se) = a1 - NLCS(s¢, Se)
+ap - NMCLCS (s¢, Se)
4+ a3 - NMCLCS, (s, Se)
4+ ayq - NMCLCS (s¢, Se), 3)

where NMCLCS, NMCLCS,,, and NMCLCS, are vari-
ations of NMCLCS starting from the first character,
from any character, and ending at the last character,
respectively. Additionally, o1, o2, 3, and a4 are weights
and have the sum of 1. They are set equal to 0.25 as in
the related papers [15], [50] to keep the system unsu-
pervised. It is because the corresponding variations of
the Longest Common Subsequence have the same role
in measuring the similarity of two strings.
« Pattern edit frequency:

The pattern edit frequency is based on Algorithm 2 of
correction pattern extraction. The pattern edit frequency
of the candidate s., denoted as P.,,(s;), is determined
as the frequency product of the correction patterns sub-
stituting for error patterns to transform s, into s., and
normalized with regard to the maximum among the
pattern edit frequencies of all the candidates.

HPGEsc fcor (P)
maxsé EW(HP/GES/ fcor (P/)) '

where each p is a correction pattern in the correction
pattern set £, used to transform s, into s., each p is a
correction pattern in the correction pattern set Ey used
to transform s, into s/c, and ., () is the correction pattern
frequency-count function with respect to the correction
pattern dictionary.

Peor(se) = “)

The objective function is used to compute the objective
score of the correction candidate, s, and given as

Fobj(sc) =p1 - S8(S¢, Se) + p2 - B(se)
+p3-T(sc) +pa - Peor(se), (5)

where S(s¢, S¢), B(s¢), T(s.), and P(s.) are the feature scores
of syllable similarity, bigram context frequency, trigram con-
text frequency, and pattern edit frequency of the correction
candidate s., respectively. The weights p1, p2, p3, and p4 are
subjectto p; +py +p3 +ps = 1.

Since the weights sum up to 1, the objective score of the
correction candidate s, is in the range [0, 1] and considered
as the confidence or probability of substituting s, with s.. The
closer the objective score of a correction candidate is to 1, the
more confident this correction candidate is used to substitute
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for the error syllable. A correction candidate with the highest
objective score is selected as the final correction for s,.

In our experiments, we heuristically examine different
combinations of these weights to evaluate the performance
of the proposed algorithm and to find optimal combinations.

To illustrate how to calculate the objective score of a cor-
rection candidate using the objective function based on lin-
guistic features, we use a specific example as follows. Given
the OCR error syllable “d30”, itis assumed that the candidate
search process finds four correction candidates, and the corre-
sponding character pattern edits of each correction candidate

are “dé” (“0”—“n”, “an”—“8”), “day” (“0”—“y”),
“duge” (“a”—“u”, “0”—“gc”), and “bao” (“47— “4a”,
“d”— “b”). For example, two pattern edits “0”— “n”” and
“an”— ““&” are applied in such order to correct “dao” to

an”— ‘e
“dér; particularly, the edit “0”— “n” is selected to trans-
299

form “ddo” into “dan”, then “an” is substituted by “&” to
transform “dan” into “dé”. The set of correction candidates
for the error syllable “ddo” is W = {“dé”, “ddy”, “dugc”,
“béo”’ }. In fact, the number of correction candidates discov-
ered in each evolution loop (or the number of base syllables
found through the restarts) for each OCR error syllable is
much larger in our experiments; here, we only use four cor-
rection candidates to simplify the calculation and illustration.
The context syllables right preceding and following the error
syllable “ddo” are “ngoai”, “vita”, “danh”, and “tién”
(the original GT text is “ba ngoai vita dé danh tién mua
duge nén nha” that is translated into English as “Grandma
just saved money to buy a house” and the corresponding
OCR text is “ba ngoai vita ddo danh tién mua dugc nén
nha”). In case the correction candidate “dé” is selected, the
bigram contexts of “dé” are “vita dé” and “dé danh”,
while the trigram contexts are ‘“ngoai vita dé”, “vita dé
danh”, and “dé danh tién”. Table 5 shows the feature
scores and objective scores of these correction candidates
using Equations 1, 2, 3,4, and 5. Based on the objective scores
obtained, the candidate “dé” is chosen as the final correction
candidate for the error word “dao” because it has the highest
objective score.

IV. EXPERIMENTAL SETTINGS AND RESULTS
A. EXPERIMENTAL SETTINGS AND EVALUATION METRICS

The proposed HC-based model has the experimental settings
for the model parameters such as the number of restarts, the
number of steps, the maximum number of random correction
patterns, the edit distance, and the objective function as shown
in Table 6.

In our implementation, when a final correction suggestion
(highest-scored base syllable) for an error syllable in the OCR
text is found, it will replace the error syllable, and is then used
as the context syllable to correct the next error syllables in the
same OCR text. This helps further improve the OCR error
correction performance.

The proposed models for the Vietnamese handwritten text
recognition and correction competition are evaluated using
two assessment metrics, the character error rate (CER) and

VOLUME 11, 2023



IEEE Access

Q.-D. Nguyen et al.: Efficient Unsupervised Approach for OCR Error Correction of Vietnamese OCR Text

Table 5. Feature scores and objective scores of correction candidates.

Bigram Trigram Pattern

Correction  Syllable . Objective
. S context context edit
candidate similarity score
frequency frequency frequency

dé 0.3 0.353 1.0 9.76 - 107°  0.421%
déy 0.5 0.017 0.2 1.0 0.393
dugc 0.214 1.0 0.2 9.76 - 1075  0.347
bao 0.25 0.101 0.2 9.76 - 1075  0.185

* Using the weight combination (p1, p2, p3, p4) as (0.5, 0.2, 0.2, 0.1), which is
experimented and selected in Section IV-B1.

Table 6. Parameter settings of the HC-based model.

Parameter Value
Number of 60
restarts (R)

Description

The number of restarts the algorithm takes
when the maximum number of steps is
reached. At each restart, the algorithm starts
again from random character positions of the
error syllable.

The maximum number of steps the algorithm
takes to search correction candidates for an
error syllable.

The maximum number of random correction
patterns selected to substitute for each error
patterns pattern in an evolution loop.

Edit distance 2 The maximum number of edit operations
(d) applied to a base syllable to generate a new
candidate in each step.

The scoring function of the adopted linguis-
tic features.

Number of 100000

steps (.S)

Number of 300
correction

Objective
function

Fopj(se)

word error rate (WER), which are commonly employed to
measure transcription results in recognition systems [32],
[51], [52].

Let G be the set of source texts (ground truths) in the
VNOnDB-OCR dataset and let C be the set of corresponding
corrected texts resulting from the OCR error correction. The
normalized edit distance (NED) is given as

100
NED(G;, Ci) = ——

Gl dry (G;, Cy), (6)

where G; is the i-th source text in G, C; is the corresponding
corrected text of G;, and djy is the Levenshtein (LV) edit
distance [53] computed between the two texts G; and C;. The
edit distance is normalized by the length of the source text G;
to avoid any bias related to the lengths of source texts.

The average normalized edit distance (ANED) for the
entire dataset is then computed by

N
ANED(G, C) = le Z NED(G;, Cy), @)

i=1

where N is the number of source texts in G.

For CER, the LV edit distance is computed on the character
level (the minimum number of character edits between two
texts). For WER, the LV edit distance is computed on the
word level (the number of dissimilar words between two
texts). CER and WER are the inverse performance metrics.
In other words, a low value shows high performance and vice
versa.
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B. EXPERIMENTAL RESULTS AND DISCUSSIONS

Most of the approaches for the VOHTR competition [32]
and the later ones [5], [28], [39] for the text recognition
and correction of the VNOnDB database [4] include the
post-processing step following the text recognizers.

There were the Google research team, IVTOV team, and
MyScript team participating in the VOHTR competition. The
Google team applies the basic preprocessing to the ink with
scaling, normalizing, resampling, and representing by Bezier
curves. The preprocessed data is then passed through mul-
tiple BILSTM layers. The resulting output of the BiLSTM
layers is post-processed with the n-gram language models at
character and word levels using their private corpus. For the
next participant, the IVTOV team employs line segmentation
before preprocessing. The extracted online features are then
used to train a recognition network of two BiLSTM layers
with 100 cells in each layer. In the post-processing step, they
apply the dictionary constraints to the output sequence of
the recognition neural network. Another online recognition
system is MyScript. The MyScript system preprocesses the
digital ink by normalizing with a Bezier approximation and
correcting the slope and slant. It comprises two recognizers,
one is the feed-forward network for predicting characters
from segmented candidates, and one is the BILSTM network
for predicting output text without segmentation. For post-
processing, it uses a syllable-based n-gram language model
trained on a large corpus (35 million tokens) including VTB,
additional corpora, and lexica.

Regarding our recent approaches for OCR text correc-
tion on the same dataset, our statistical language model
(SLM) [28] uses the n-gram language and error models which
are based on the statistics of the linguistic features and OCR
error characteristics extracted from the external corpus and
the training data. Besides, our syllable-level NMT model [39]
employs the BiLSTM-based encoder and decoder with the
attention mechanism to suggest correction candidates for
error syllables.

The text recognition and correction results of the participat-
ing approaches are shown in Table 7. Our proposed HC-based
model achieves the CER of 4.13% and the WER of 9.47%.
It can be seen that our proposed model outperforms most
of the other approaches, e.g., the Google (GoogleTask2), the
IVTOV (IVTOVTask2), the two-layered BiLSTM model [4],
the AED with the DenseNet encoder [5], as well as our
previous SLM and NMT models. Our proposed model helps
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Table 7. Text recognition and correction performance on the
VNONnDB-OCR dataset [32].

Table 8. Examples of correct candidate suggestions by the HC-based
model.

CER WER OCR Ground | Candidate .
Method Language model Corpus (%) (%) ID error truth suggestion OCR text line
Character-based 1 nghe nghen nghen TuanInéilnghelngao
GoogleTask2 and word-based Other 6.86 19.00 - . - nubilbalneoailvialdaoldanhl
n-gram 2 dao de dé énl |(gi : Inéninha
TVTOVTask2 Dictionary VTB 324 | 1411 “ﬁ“ m‘llfﬂf}?f nTgAn 1‘1’” N
. . Syllable-based A . . nhungltdilkhangldenhllal
MyScriptTask2_1 wigram VTB 102 | 202 3 | dénh dinh dinh minhlkhongled
. Syllable-based VTB+ R R R bDVIthuéldemichieclbang|
MySerip(Task2_2 trigram Others | 197 | 402 4| theg Hué Hué calddylvaolnhalcdlnaninhan.
Two-layered BiLSTM Vulviécldangldugclcolquanl
model on online None None 7171 NA 5 | dic chitc chite dirclningltiépltucldiéultral
features [4] lamirs
AED model - = A
with DenseNet None None 467 | 1333 6 | karokee | karaoke | karaoke hatlkarokeelcungllaichuyénl
encoder [5] binhlthuong,
. Syllable-based . . . Haillalnguoildalthué[Hoang|
Our pr Sa SIME 1 gram and. VTB 417 | 982 7 | Xhodn | Khoin | Khodn Vanlkhodn
character edits 8 | sa su su ringlcaolsaldIDaulGiay
. Syllable-based i 7 5Ioha
Our previous NMT . nhunglctnglchinhlbdlphanl
model [39] ;?]Egsr%r&and V1B NA 115 9 trong trang trang naylctiialVKSlralcdoltrong
10 | lat Cat Cat SénlchimldllatiBa
Syllable-based = — e
Proposed HC-based n-gram and VTB 413° | 947 11 | Bén km km “Idiémlden|”|6IB&nl95
model correction patterns 2 | b o o ngoaiichgldéllolbialcomichol
bUsing the weight combination (p1, p2, p3,p4) as (0.5, 0.2, 0.2, 0.1). thg.
13 c6i c6i cdi cdiltranlcung|thanhiniénltrail
trang trang trang trang
improve the CER and WER rates of the baseline AED model 14 | CbO Cé Co gbl‘;'?liig'?ho'tié“'m“a'sgl“'
. san sén sén ialdaldéldo,
with the DenseNet encoder by about 0.5% and 3.9% respec- n n Van OngHOTHAN il IXaI0)
tively. The MyScript system (MyScriptTask2_1) has the best 5| gy vy vy Long/Hy,

performance with the lowest CER at 1.02% and WER at
2.02%. However, our model only focuses on post-processing
the OCR texts with high error rates (CER 4.67% and WER
13.33%), which are generated by the OCR process using the
AED model with the DenseNet encoder. On the other hand,
the MyScript approach, including both the text recognition
and correction steps, first recognizes the online handwrit-
ten texts and then post-processes the recognized texts. The
MyScript approach utilizing the online features from online
handwritten patterns would produce better recognition results
than the AED model with the DenseNet encoder, which is
based on the converted images of online handwritten texts and
can not exploit the online handwriting features. Moreover,
Myscript used a syllable-based trigram language model that
has been trained on a larger corpus (35 million tokens),
including the VTB corpus and other corpora (compared to
our model trained on the VTB corpus only).

Tables 8 and 9 show correct and incorrect candidate
suggestions for the OCR errors in the test dataset by our
HC-based model. The candidate suggestion for each OCR
error syllable is the highest-scored base syllable among the
last base syllables resulting from the restarts as described
in Section III-B3.a. It is also illustrated by Table 5 how
the correction candidates are scored and selected as final
candidate suggestions in our proposed model.

In Table 8, the different types of OCR errors are detected
and suggested with correct candidates, e.g., non-syllable
errors (ID’s 1-6), case-sensitive errors (ID 7), real-syllable
errors (ID’s 8-12), and multiple errors in the same text line
(ID’s 13-15).

On the other hand, incorrect candidates are suggested in
Table 9 for non-syllable errors (ID’s 1-3), real-syllable errors
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(ID’s 4-6), and consecutive error syllables (ID’s 7, 8). One
reason for incorrect candidate suggestions is that due to the
random selection of correction patterns in the D, dictionary,
expected correction patterns for error patterns of an OCR
error are not possibly selected; therefore, the correct candi-
date for the OCR error is not generated during the search pro-
cess. We can overcome it by increasing the maximum number
of correction patterns or increasing the number of restarts to
improve the possibility of expected correction patterns to be
selected. However, this will trade-off for the computational
time. Another problem we also observe is that the correct
candidate for an OCR error is indeed generated during the
candidate search process, but it has a lower objective score
than the base syllable, hence it is discarded and not selected
as the final candidate. For example, the correct candidate
(ground truth) “thi” is generated for the real-syllable error
“thi” (ID 5) in an evolution loop, but the other generated
candidate “di” achieves the highest objective score and is
selected as the final candidate suggestion for ““thi”’. For the
consecutive error syllables (ID’s 7, 8), the context syllables of
the error syllable are also erroneous; as a result, the n-gram
context frequency features do not make any contribution to
the objective score.

From the experimental results, it can be derived that the
correction pattern dictionary has better coverage of correction
patterns than the character edit table (CET) used in our pre-
vious SLM model [28], where correction patterns are learned
from the aligned GT-OCR texts of the same training dataset.
Particularly, in the HC-based model, each error pattern of
an OCR error corresponds to any possible correction pattern
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Table 9. Examples of incorrect candidate suggestions by the HC-based
model.

OCR Ground | Candidate
error truth suggestion
1 chuy khung huy

ID OCR text line

ndilchiylkhiép
|Caanltrong|célbanglliétlkél

2 Caan Bén Can danhlsachinhiingIngudildong|
26p,

3 UBXS | VKS UBND hiénldanglcongltacltail UBXS

4 tom toa ma tomlconlcollyldolcacllilkhai,

5 thi thi di Banlcungllamithillamlthéml

kiémldongltién,
IbalTamlphailmualchiulthycl
tham

6 | tham pham thi

khing | khung khing PO .
7 Khién khiép Khién Thatllalkhunglkhién!
quan quan quan . 2
8 bao bar vio caclquanibao,

in the D, dictionary, instead of only using a correction
pattern set matched with each error pattern in the CET table.
Therefore, the HC-based model is able to correct more OCR
errors and obtains better error correction performance than
the SLM model.

Moreover, as presented in Section III-B3.a, the HC
algorithm is improved in two ways: selecting newly random
character positions of the base syllable when starting an evo-
lution loop and when restarting the algorithm after it finishes.
These improvements help the algorithm get evolved from the
base syllable at correct character positions (where actual error
patterns are located) to generate expected candidates and, as a
result, increase the correction performance. In other words,
the improved HC algorithm avoids producing unexpected
candidates (local optimal solutions) from wrong character
positions (not the positions at which actual error patterns are
located). Through efficient and appropriate parameter set-
tings, our proposed model can provide high-quality candidate
generation and error correction.

In addition to the Vietnamese language illustrated and
experimented with in this study, which belongs to the Latin
script language family and involves diacritic marks, our pro-
posed algorithm and model can be used for other Latin script
languages (e.g., English, French. . .) since the proposed cor-
rection pattern extraction algorithm, the error detection model
based on the n-gram dictionaries, and the error correction
model using the adapted HC-based candidate search process
and correction patterns are also applicable to these languages.
Furthermore, because our proposed model can be applied
directly to the erroneous OCR texts and does not depend on
any specified parameters of the OCR system, it is applicable
not only to the OCR texts of Vietnamese handwriting but also
to any Vietnamese OCR texts regardless of OCR systems.
In general, it can also be employed for any texts that contain
spelling and linguistic errors in Vietnamese or in other Latin
script languages.

Last but not least, the proposed model has two advan-
tages. Firstly, there is no need to manually align GT-OCR
texts of the training dataset in the preprocessing step as in
the supervised approaches. Secondly, it has better coverage
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Table 10. Error correction results of the HC-based model for the different
weight combinations.

Weight combination

D CER (%) | WER (%)
(p1,p2,P3,P4)

1 (0.2,0.2,0.3,0.3) 4.7427 ¢ 10.8937
2 (0.2,0.2,0.4,0.2) 4.4545 9.8186
3 (0.2,0.2,0.5,0.1) 4.6376 10.0623
4 (0.2,0.3,0.2,0.3) 5.2086 12.0345
5 (0.2,0.3,0.3,0.2) 4.4177 9.8496
6 (0.2,0.3,0.4,0.1) 4.6700 10.1203
7 (0.2,0.4,0.2,0.2) 5.0003 11.1915
8 (0.2,0.4,0.3,0.1) 47678 10.2015
9 (0.2,0.5,0.2,0.1) 47911 10.2517
10 (0.3,0.2,0.2,0.3) 5.1413 11.9842
11 (0.3,0.2,0.3,0.2) 4.3252 9.7722
12 (0.3,0.2,0.4,0.1) 4.5856 9.9501
13 (0.3,0.3,0.2,0.2) 47579 10.9208
14 (0.3,0.3,0.3,0.1) 4.5712 9.9192
15 (0.3,0.4,0.2,0.1) 4.5820 9.9849
16 0.4,0.2,0.2,0.2) 4.6466 10.8047
17 0.4,0.2,0.3,0.1) 4.3104 9.5521
18 (0.4,0.3,0.2,0.1) 4.2848 9.6601
19 (0.5,0.2,0.2,0.1) 4.1256 9.4714

“The numbers are rounded to four decimal places.

of correction patterns as discussed above. On the contrary,
as shown in our previous studies [21], [28], the CET table
constructed from the training dataset of aligned GT-OCR
texts might not cover new character patterns that only exist in
the test dataset. Thus, OCR errors in the test dataset contain-
ing these new error patterns might not be corrected properly.

1) WEIGHT COMBINATIONS

In reference to the feature weights specified in
Section III-B3.b, it is necessary to set up more experiments to
find best performing weight combinations of (p1, p2, p3, p4),
with which the OCR error correction obtains the lowest
CER and WER error rates. Because of limited computational
resources, we only consider an incremental change of each
weight for 10%; for example, each weight will take a value in
the set of {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. This also
does not lose generality since similar results can be obtained
with finer weight increments.

The proposed model does not make use of OCR error
characteristics; in other words, it relies more on the linguistic
features of syllable similarity, bigram and trigram contexts.
Therefore, we will set the weights of syllable similarity,
bigram context frequency, and trigram context frequency to
higher values. As a result, the following settings are consid-
ered: p; = {0.2, 0.3, 0.4, 0.5}, p» = {0.2, 0.3, 0.4, 0.5},
p3=1{0.2,0.3,0.4,0.5}, and p5s = {0.1, 0.2, 0.3}. Since each
possible combination of weights leads to a different config-
uration for the HC algorithm, there is a total of 19 weight
combinations under the weight constraint p| +py +p3 +ps =
1. The goal is to find weight combinations that optimize the
performance of the HC algorithm. The error correction results
for these 19 weight combinations are shown in Table 10.

In Table 10, the combinations with the weight of syllable
similarity feature (p1) equal to 0.4 or 0.5 (four combinations
of the ID’s 16-19 except the ID 16) obtain better correction
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Table 11. Error rate statistics of the HC-based model for the (0.5, 0.2, 0.2,
0.1) weight combination.

1D ?,172 l; Mean Variance V(V,;j ? Mean Variance
1 4.0873 9.3932

2 4.1412 9.4667

3 4.1143 9.4783

4 4.1017 9.4397

5 4.1600 9.5286

5 71303 4.1256 0.00099 04745 94714 0.00205
7 4.1286 9.4938

8 4.0793 9.4165

9 4.1295 9.4861

10 | 4.1816 9.5363

results than the remaining combinations (ID’s 1-15) accord-
ing to the CER and WER metrics. Furthermore, in each
combination group with the same weight p; (e.g., ID’s 1-9,
ID’s 10-15, and ID’s 16-18), the combinations with a lower
weight value of the pattern edit frequency feature (pg4 = 0.1)
show more effective since they tend to have lower error rates
compared to the other ones with the higher value of p4 as
0.2 or 0.3. Besides, the weight combinations of ID’s 17-19,
where p1 is setto 0.4 or 0.5 and p4 is 0.1, get better WER than
that of our previous SLM model (9.82%) and competitive
CER to the SLM model (4.17%).

It is also observed that the n-gram context frequency fea-
tures (p2 and p3 weights) have a similar contribution to the
objective score. The weight combination (0.5, 0.2, 0.2, 0.1)
achieving the highest correction performance (lowest CER
and WER rates) will be selected in the next experiments for
verification and validation of randomness and search-based
parameters of the proposed model.

2) RANDOMNESS

Regarding the randomness added to the HC algorithm,
we conduct the same experiment with the weight combination
(0.5,0.2,0.2,0.1) ten times and verify the mean and variance
of the CER and WER error rates (see Table 11). We can see
that the CER and WER rates are close to the mean values
(rounded as 4.13% and 9.47% respectively, which are used in
Table 7), and the variances are correspondingly small. This
reflects that our HC-based model suggests almost the same
correction candidates for the error syllables in the different
experiments.

Moreover, for further check of the randomness and stability
of the proposed HC algorithm, we conduct one additional
group of ten experiments for the weight combination (0.5,
0.2,0.2,0.1) and compare its CER and WER rates with those
of the experiment group in Table 11 using Wilcoxon signed
rank test [54]. The error rates for this additional experiment
group are given in Table 12. It is indicated that the results
are statistically similar between the experimental groups.
In particular, for the two experimental groups of the same
configuration (0.5, 0.2, 0.2, 0.1) in Tables 11 and 12, the
p-value regarding the CER rates is computed as 0.7695 which
is greater than the significance level of 0.05; similarly, it is
0.7596 between the WER rates of the two groups. According
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Table 12. Error rate statistics of the additional experiment group.

Weight combination

ID 0.5, 0.2,0.2,0.1)

CER (%) | WER (%)

1 4.1116 9.4242
2 4.1394 9.5015
3 4.1268 9.4629
4 4.1457 9.5325
5 4.1125 9.4474
6 4.0945 9.4242
7 4.1672 9.5247
8 4.1322 9.4745
9 4.1493 9.5209
10 4.1008 9.4551

to the above statistics, our proposed HC algorithm is shown
to be stable with high confidence under the parameter settings
in Table 6.

3) SEARCH-BASED PARAMETERS

In order to evaluate the effects of two search-based param-
eters on error correction performance, including the number
of restarts and the maximum number of correction patterns,
we repeat the experiments with different values of the number
of restarts and the maximum number of correction patterns.
For example, we examine the values of the number of restarts
within the set {1, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100}
while keeping the other parameters the same as in Table 6.
Similarly, we change the maximum number of correction
patterns with the values in the set {50, 100, 200, 300, 400,
500, 600, 700, 800, 900, 1000} (the size of the correction
pattern dictionary D, is 1928). The error correction results
of the proposed model for these two search-based parameters
are depicted in Figures 6 and 7. The weight combination (0.5,
0.2, 0.2, 0.1) is used for these experiments.

In Figure 6, we can observe that the CER and WER curves
decline dramatically, meaning the error correction perfor-
mance gains much improvement, when the number of restarts
increases to 20. In addition, with the number of restarts
higher than 60 (e.g., 70, 80, 90, 100), the error correction
performance almost does not improve concerning the CER
and WER rates in Figures 6a and 6b respectively. In other
words, when the number of restarts reaches 60, the search
process is able to select the right error character positions of
each OCR error and apply most of the correction patterns in
the D.,, dictionary to substitute error patterns and generate
expected correction candidates. Furthermore, increasing the
number of restarts will cost more computational time. Thus,
the number of restarts as 60 is an appropriate choice for the
OCR error correction task on the VNOnDB-OCR dataset.

In Figure 7, it is interesting to see that for the low number
of correction patterns (e.g., 50, 100, 200), the error correction
results are quite close to those for the number of correction
patterns equal to 300 on both the CER and WER rates (com-
parative to 4.13% and 9.47% respectively). It is possible that
with the settings of the other parameters as in Table 6, e.g.,
the number of steps to 100000 and the number of restarts to
60, the HC algorithm can perform a large enough amount of
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Figure 6. The error rates versus the numbers of restarts.

evolution loops as well as explore most of the possible correc-
tion candidates for each OCR error even with lower values of
the maximum number of random correction patterns in each
evolution loop. For the number of correction patterns higher
than 300, the CER and WER error rates get improved, but they
decrease slowly. In addition, like the number of restarts, the
computational cost will grow quadratically when we increase
the number of correction patterns. It is because, regarding
the HC-based candidate search algorithm, the total candidates
explored in each evolution loop are equivalent to p?, where p
represents the maximum number of correction patterns in an
evolution loop, and d stands for the edit distance. Since d is
set to 2, p? becomes p?. In the HC-based model, we choose
the number of random correction patterns as 300 to achieve
high-quality candidate generation and keep the computational
time from not growing too much.

According to the above experimental results, it can be
concluded that the maximum number of correction patterns
and the number of restarts should be set to appropriate values
to ensure both the quality of the error correction task and
the efficient computational cost. Indeed, there is a trade-off
between the higher settings of the search-based parame-
ters for better model performance and the computational
cost.
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4) COMPLEXITY

Regarding the candidate search process of the HC-based
model, in each evolution loop, the proposed HC algorithm
explores the candidate search space of a base syllable by
applying random correction pattern edits at random character
positions of the base syllable until the maximum number of
correction patterns is reached. The complexity of the pro-
posed HC algorithm is computed as follows:

« Ineach step, a neighbor candidate is generated by apply-
ing random correction pattern edits to a base syllable at
d random character positions.

o Let § be the maximum number of steps that the HC
algorithm takes to search for correction candidates of
an error syllable until it restarts, called a cycle. The
total number of candidates explored in a cycle of the
algorithm is also S.

o When the algorithm restarts the number of times (R), the
accumulative candidates explored until all the restarts
finish are equivalent to S - R.

In the experimental settings, we have S = 100000, and
R = 60. For simplicity and without losing generality, we con-
sider the parameters S and R as a constant value n. The
complexity of the whole search operation of the HC algorithm
is O(n?). The HC-based model has quadratic time complexity.
However, in our experiments, the value of S is set much

58419



IEEE Access

Q.-D. Nguyen et al.: Efficient Unsupervised Approach for OCR Error Correction of Vietnamese OCR Text

higher than R (e.g., the value 100000 of S compared to 60 of
R). Furthermore, the HC-based model only produces one
highest-scored base syllable as the final correction candidate
for each error syllable. For extension, we can collect the last
base syllables at the end of the restarts as the top candidate
suggestions for each error syllable, with which the HC-based
model can be considered as a semi-automatic approach that
involves users selecting the most appropriate correction can-
didate among the top candidate suggestions.

V. CONCLUSION
In this paper, we propose a novel unsupervised approach for

OCR error correction using an adapted hill climbing algo-
rithm without knowledge of OCR error characteristics. Cor-
rection candidates for OCR errors are explored and generated
by correction pattern edits, which are constructed from only
the original GT texts in the training data. The experimental
results show that our proposed model outperforms various
baseline models in the ICFHR 2018 competition. Our model
is capable of generating high-quality correction candidates
for OCR errors and is stable with high confidence through
efficient settings of the model parameters. In future work,
instead of searching candidates from all possibly random
correction patterns from the correction pattern dictionary
that would take considerable search time, we will investigate
and suggest rules for selecting more appropriate correction
patterns from the correction pattern dictionary (e.g., based on
vowel or consonant type of error patterns, or similar character
glyphs) to reduce the number of correction patterns used
to substitute for every error pattern and therefore further
improve candidate search time for OCR errors.
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