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ABSTRACT A large number of electric vehicles (EVs) are connected to the grid, increasing the risk of power
quality deterioration. Meanwhile, power quality disturbances (PQDs) directly affect EV charging safety.
Intelligent identification of complex PQDs is the basis for solving the power quality problem, which is very
meaningful for improving EV charging quality. This paper proposes an automatic recognition framework for
complex PQDs based on ensemble convolution neural network (ECNN). Firstly, a multifusion structure on
account of the time and frequency domain feature of PQDs signals is introduced. In addition, a composite
convolution is proposed to reduce network complexity, which is using the standard convolution and
depthwise separable convolution. Then, we design an adaptive-context mechanism to extend the versatility of
ECNN. At the same time, the need to use batch normalization to accelerate training convergence and prevent
training overfitting is verified. Furthermore, some visualization methods are performed to analyze the inner
mode and illustrate the working mechanism of ECNN. Finally, we apply various experiments to prove the
effectiveness of ECNN. Compared to other advanced deep neural networks and traditional methods, ECNN
has better noise resistance, higher accuracy, and lower training cost.

INDEX TERMS Power quality disturbances (PQDs), ensemble convolutional neural network (ECNN),

composite convolution, identification, visualization.

I. INTRODUCTION

In recent years, with the deterioration of the global environ-
ment and the depletion of fossil energy, the electric vehicle
(EV) industry has developed fast [1]. Meanwhile, the promo-
tion and application of electric vehicle battery energy stor-
age technology and charging facilities [2] have exacerbated
the degree of voltage and current distortion in the power
grid. In addition, under the influence of external conditions
such as abnormal equipment operation and changes in the
power grid structure, the overlapping phenomenon of power
quality disturbances (PQDs) appears obviously [3] and the
actual PQDs in different regions are often complicated. PQDs
present a trend of complicacy and diversity, which poses
serious challenges for the new energy vehicle industry.
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Generally, PQDs include single and combined distur-
bances. Single PQDs include steady-state and transient phe-
nomena such as voltage sag, flicker, harmonics, and notch.
Common complex disturbances are dominated by transient
interference overlap [4]. In recent years, a few researchers
have explored the impact of PQDs on electric vehicle charg-
ing (EVC). For instance, reference [5] mentioned that volt-
age sag would reduce charging efficiency, improve battery
temperature and shorten battery life. Reference [6] men-
tioned that harmonic may cause mechanical vibration of the
motor, generate an additional loss, and increase the temper-
ature of the equipment. Obviously, different types of PQDs
bring different potential risks to the battery system and
safe operation of electric vehicles, which seriously hinder
the development of the new energy vehicle industry. Based
on the identified PQDs, we can take more targeted mea-
sures to reduce the potential safety hazards posed by PQDs
to EVC. It is observed that accurately identifying power
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quality events in the distribution network is important for the
development of the new energy vehicle industry. However,
actual PQDs usually appear in combinations [7]. Therefore,
an automatic identification technology for complex PQDs is
urgently needed. In the former research, PQDs identification
consisted of three steps: signal processing, feature selection,
and classification.

At present, several signal analysis methods, such as Fourier
Transform [8], S-Transform [9], Wavelet Transform [10],
and Empirical Mode Decomposition [11] have been widely
used to solve PQDs problems. These traditional approaches
are committed to boosting time-frequency resolution in the
process of signal feature extraction, but there are still inher-
ent defects. For example, the time-frequency information of
PQDs can be detected by Fourier Transform while it is unable
to express its transient feature clearly by a fixed window
size [12]. S-Transform uses a moving Gaussian window to
analyze signals, but it is difficult to adapt to changes in all
complex disturbances [13].

Feature selection is the key to achieving high classification
accuracy. In literature [14], particle swarm optimization and
extreme learning machine are combined to extract PQDs fea-
tures. Literature [15] proposed a multi-scale sparse model and
applied an orthogonal matching pursuit algorithm to obtain
the sparse coefficients of each layer to form the sparse vector.
It realized PQDs identification through a deep confidence
network. Although the above studies have achieved good
performance in power quality signal classification, they rely
too much on experience and statistics to extract features,
which makes the original feature set redundant or insuffi-
cient, and feature extraction becomes cumbersome and time-
consuming. Currently, many classifiers have been used to
process artificially selected features, such as Decision Tree
[16], Support Vector Machine [17], and Artificial Neural
Network [18]. These classifiers establish the mapping rela-
tionship from continuous features to discrete labels to identify
various PQDs. However, these traditional methods have high
recognition performance only for a single type of disturbance,
but cannot effectively identify complex PQDs.

Due to the conventional signal identification process being
limited to signal processing, feature selection, and classifi-
cation, it is gradually difficult to deal with the increasingly
complex PQDs efficiently. Therefore, many researchers have
applied the new closed-loop analysis framework to classify
complex PQDs, thus achieving automatic identification with
high efficiency and performance.

With the excellent performance of deep learning in image
feature extraction [19], many studies have pointed out that
deep learning in PQDs identification has potential advan-
tages [20]. Compared to artificial feature extraction, it not
only simplifies the process but also improves the identifi-
cation accuracy. Literature [21] transferred the input data of
PQDs into 2-D images and then established an image classi-
fication model based on 2-D CNN. Although the feature map
can be automatically extracted from signals without manual
intervention, the input data is converted from 1-D time series
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to 2-D images, which increases the training cost. Ref [22]
used a hybrid structure combining CNN and Long Short-
Term Memory (LSTM) to classify PQDs, but LSTM requires
large computation and high cost. Reference [23] proposed
a multifusion one-dimensional convolution neural network
(MFCNN) framework, which strengthened feature selection
capability by time domain and frequency domain fusion, but
did not realize the automatic hyperparameter optimization,
so it could not be adaptive to classify PQDs in different
regions.

In view of the above-mentioned difficulties, the main con-
tributions of this paper are as follows:

1) To automatically analyze complex PQDs, an ensemble
convolutional neural network (ECNN) framework is pro-
posed. Unlike general CNN, ECNN separates the raw signal
into a high-frequency signal and low-frequency signal in the
time domain based on Discrete Wavelet Transform (DWT),
extracting frequency domain characteristics by Fast Fourier
Transform (FFT).

2) Considering the complexity of actual PQDs in differ-
ent regions, we designed an adaptive-context mechanism to
improve the applicability of the model.

3) To reduce the complexity of ECNN and keep compu-
tational costs down on the basis of better feature diversity
extraction, we proposed a composite convolution based on the
depth separable convolution (DSC) and standard convolution
(SAC).

4) We have conducted a lot of comparative experiments
with advanced networks and traditional methods under dif-
ferent noises to verify the effectiveness of ECNN, includ-
ing CNN-LSTM [22], DeepCNN [24], CNN-GRU [25], and
MEFCNN. In addition, we use a hardware platform for simu-
lating real PQDs to verify the performance of measured data.

The remaining of this paper is structured as follows:
Section I introduces the background of the proposed method.
Section III presents the proposed ECNN, in which compos-
ite convolution and Bayesian optimization are embedded in
the model. Section IV conducts visual analysis and many
comparative experiments. Finally, Section V summarizes this
paper roundly.

Il. DESCRIPTION OF METHODOLOGY

A. DISCRETE WAVELET TRANSFORM

Wavelet transform (WT) is a time-frequency analysis method
of signals, which has the characteristics of multi-resolution
analysis and is suitable for analyzing and extracting the local
feature of electrical signals. The approximate component and
detail component are commonly used in wavelet transform,
that is, the low-frequency information and high-frequency
information of signals.

For a real function ¢(¢), when its domain is compactly
supported and both the mean and the higher moments are
zero, ¢(t) is called the basis wavelet. The set of wavelet basis
functions is constructed by translating and scaling ¢(¢)

_1 t—n
Omon O @m,n @) =m 2@(7), m>0mneR (1)
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For f(t) € L*(R), its WT is fyyr(m,n) =< f, @m.n >, its
inverse transform is

| e
=5 / Fur(m, Wbmn (Vdmdn (2)
[} 0

Among them,

2 +00
Ay = / O o0 = [ e a3
[wl —c0

w is frequency variable.

To minimize redundancy and ensure the integrity of the
raw signal, DWT is developed. m = my(mg > 0,r € z2)
is selected and let m be discrete, meanwhile, the translation
factor n is discretized uniformly, n = pno(p € z). np must
make WT,,(r, p) construct ¢(¢). ¢,,p (t) can be expressed as

—L _r
2

@r.p (1) = myy > @lmy" (t — pmgno)] = my, > p(my" — pno)
4
its discrete wavelet transform is
+o00

fowr (mg, png) = / S (O@mipng (D)dt )

—0o0

The rebuild formula is as follows

o0 o0

FO =MD" fowr(r. pprp(t) (6)

—00 —O0
where M is a constant independent of the signal.

In this paper, DWT is used to decompose electrical sig-
nals into approximation components and details components,
which are fed into the network for training. We choose
Daubechies wavelet as the Mother wavelet. In detail, the
db4 wavelet is used as the basic wavelet, the smooth error
introduced by db4 is not easy to be detected, which makes
the signal reconstruction process smooth. In addition, using
wavelet transform denoising of data needs to select a suitable
threshold A denoising is used to control precision. Rigrsure
estimation is selected as the threshold method. The steps are
as follows Take the absolute value of each element in signal
s(7) and order it from small to large. Then square each element
to get a new signal sequence:

S(k) = (sort(Is)* k =0,1--- N — 1 )

Then the risk vector is
k
R(k) =[N =2k + >_S()+ (N —k)S(K)I/N]  (8)
i=1
Find k that minimizes the value of R, and the threshold T4 is
equal to

Th = /S(k) ©)

After the threshold of Gaussian white noise in the wavelet
coefficient is determined, it is necessary to have a threshold
function to filter the wavelet coefficient containing noise
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coefficient and remove the Gaussian noise coefficient. Since
the power quality disturbance signals simulated have a large
amount of transient information, we need to ensure signal
continuity and stability after DWT. We finally adopt the soft
thresholding function to denoising, which has better overall
continuity than hard thresholding.

B. CONVOLUTIONAL NEURAL NETWORK
CNN is widely used in image recognition, semantic seg-
mentation, and other fields [26]. It has achieved remarkable
results [27]. 1-D CNN is used to analyze PQDs in this paper.
Compared with traditional methods, 1-D CNN PQDs iden-
tification has the advantage that it does not require com-
plex preprocessing. CNN completes feature extraction and
classification through a series of operations in a black box
such as convolution and pooling. The core of the 1-D CNN
classification model is the structural design of the network.
It has better performance than traditional algorithms, and the
feature selection and classification steps have the advantages
of a small number of parameters and short training time
compared to the multidimensional characteristics of the 2-D
CNN. However, there are still some problems with the appli-
cation of the 1-D CNN network in PQDs identification, such
as the uniqueness of features, so we need a more efficient
framework.

C. BAYESIAN OPTIMIZATION

Since no CNN model can optimally generalize various
datasets, hyperparameter adjustment is required before apply-
ing CNN to new datasets. Bayesian optimization [28]
provides an effective method for optimizing unknown black-
box functions. Different from random search and grid search,
Bayesian optimization has fewer iterations and faster opera-
tion speed, which makes it possible to find the best possible
parameter settings faster. The specific process is as follows:

1) GAUSSIAN PROCESS REGRESSION

For a random process, if the distribution of random variables
at each position is Gaussian, the random process is called a
Gaussian process. Given X and X', save the g(x) and g(x’)
output by the function into the vector and assume that they
are obtained by multivariate Gaussian function, as shown in
the equation below:

¢ o ([e@] [ Zen D, x)
[g(x/)] N([go(x’)][mx’,x) Z(x/,x@D (10)

We introduce a constant ¢ with ||x — x’|| for decreasing
kernel function, the purpose of introducing kernel function
is to make the fitted function more smoothly. In addition,
we find that when the conditional probability g(x) remains
unchanged, g(x") is a normal distribution. Gaussian process
adopts the same computational method and extends it to
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multiple dimensions:

g(x1) @(x1)
: ~N : ,

0 (xXk)

(xy, x1) -+ Z(xy, Xk)

2(x0) S0 x1) -+ S x0)

(1)

Then, Bayesian linear regression is performed on the exist-
ing first k — 1 observations to calculate the posterior value of
the new k" point and obtain the remaining observations. The
implementation is as follows:

Ok = S, X1—1)2C X1s—1, X1k—1) " gGr1a—1)  (12)
of = (e, x)
— (0 X1k D BT k-1 X1k—1) " @1, %)
(13)

Finally, we compute the distribution of any desired point
Xi with a mean of ¢ and a variance of okz.

2) ACQUISITION FUNCTION

The acquisition function is used to achieve the optimal solu-
tion of the objective function. According to the partial con-
struction of posterior probability, the evaluation point with
the greatest potential to be the optimal solution is selected
by maximizing the acquisition function in the next iteration.
This paper uses mathematical expectation to construct the
acquisition function, as shown in Equation (11)

Ei = I — &x@)]* + 1) (ﬂ) ,
N ()
—[f* = E,(0)]g (_W) (14)
Nn(x)

where n means that the evaluation has been completed
n times, and f™* is the best value after the first n evaluation,
&, is the mean, 7, is the standard deviation.

Ill. THE PROPOSED PQDs CLASSIFICATION METHOD
A. PRINCIPLE OF ECNN
To adaptively extract features from electrical signals in differ-
ent regions and preserve the multiplicity of features, ECNN is
designed for the automatic identification of PQDs. The model
uses the high and low-frequency information of the raw signal
and its frequency feature as inputs, corresponding to three
submodels. The main contribution of the proposed method
is to integrate features from different angles.

The PQDs signal is expressed as X(n), the parallel FFT
signal is shown as

N—-1
Xy =D x(me >N j=0,1.-- .N~1 (15

n=0
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The high and low-frequency signals separated by DWT can
be shown as
N-1
Y(n) = D x(m)Fo(m — 2n) (16)
n=0
N-1
Z(n) = Z x(n)Fy(m — 2n) (17)
n=0
where N represents the signal length and Fy, 1 is a low
and high-frequency filter to process the original signals. The
inputs to the three submodels are X (n), Y (n), and Z(n). We set
G, = {X(n), Y(n), Z(n)}, then the output of the convolution
layer is calculated as

Oc =f(W' % Gy + ) (18)

where W' = {Wy, Wi, W]} indicates the weight of the kernel
in the convolution layer for Gy,, the bias term is expressed

as ¢! = {c}, ¢}, c}, the sign * presents the convolution
operation.
Each submodel combines the convolutional Ilayer,

BN layer, and pooling layer as feature extractors. The three
submodels convolve data from different angles respectively
through the convolution filter and deepen the network by lay-
ers. This structure allows the network to pay attention to the
details of the PQDs signal, so that features can be extracted
more fully. Max pooling is used to extract significant features
and reduce network parameters simultaneously. The BN layer
is embedded between the convolutional layer and the pooling
layer to normalize data, prevent overfitting, and boost the
network convergence speed.

To prevent feature loss, this paper combines the output of
different convolutional layers. The input of the fusion layer is
three feature vectors. The fusion layer splices the three feature
vectors into a feature vector R to achieve feature fusion as
follows

R' = max{0, f(W] x X(n) + c)
+ Wy % Y(n) + ) + (W, % Z(n) + ¢})}
< max{0, f(W} % X(n) + c\)}
+ max{O,f(Wy’ *Y(n)+ c;,)} +f(WZt *Z(n) + cg)
= O0p(X(n)) + Op(Y (n)) + Op(Z(n)) (19)

The fusion layer produces a more comprehensive out-
put than the convolutional layer after the feature merge.
R! involves the time and frequency domain characteristics
of signals, and the former includes high-frequency and low-
frequency characteristics. Compared to the single model, the
combination of three features can better distinguish different
PQDs. Therefore, this fusion is helpful for ECNN to extract
appropriate features and ultimately enhance the ability of
ECNN to identify PQDs.

B. COMPOSITE CONVOLUTIONAL KERNEL
Adopting an efficient convolution can help reduce the com-
putational cost of ECNN while preserving various features.
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FIGURE 1. Principle of DSC.

Therefore, a composite convolution is proposed in this paper
where both DSC and SAC are used in the convolution process.
Different from the SAC, DSC decomposes the spatial corre-
lation of the convolutional layer and channel correlation into
depth convolution and pointwise convolution [29]. Compared
to SAC, it can greatly reduce the number of parameters and
calculations under the condition of ensuring little loss of
accuracy.

For processing the same layer of data, the computational
pairs of SAC and DSC are defined as

0,DSC)  F} 1
0,(SAC)  F2C, K2

(20)

and the comparison of parameter numbers can be presented as

0(DSC)  K*+1 C
O4(SAC) ~ K2C+1¢C,

C+1
K2C +1

21

where O,(SAC) is the calculation of SAC; F? is the pixel size
of the output feature map; K2 denotes convolutional kernel
size; C is the number of input channels; C, is the number of
output channels; O,(DSC) is the computation of DSC; Flz) is
the pixel size of the depth convolution output feature map;
O;(SAC) and O4(DSC)is the parameter numbers of SAC and
DSC respectively.

Fig.1 shows the principle of DSC, let xd presents the DSC
operation, the output of DSC is denoted as

Oa = f(Wj %4 %G + cy) (22)

where W and ¢!, are DSC weight and bias. Moreover, con-
sidering that simply using DSC instead of SAC leads to per-
formance degradation, since we define A € [0, 1] to control
the ratio of DSC, the output of the composite convolution is

Oc = [Axf(W' % Gy + ¢}, (1 = X) (W] % Gy + )]
(23)

The function of composite convolution is to make (1 — \) *
d features generated by DSC and SAC produces the other
features in the convolution process of depth d. In this way,
we can reduce the number of model parameters while ensur-
ing that the recognition effect is not affected.
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C. FRAMEWORK OF ECNN

Referring to IEEE standard 1159 power quality monitoring
standard [30], there are a total of 22 types of PQDs used
to validate ECNN. Table 1 lists the specific disturbance
types, including 5 single types such as sag, flicker, notch,
and 17 complex disturbances such as sag with harmonics,
transients with harmonics, etc. The sampling frequency of
each signal is 12.8kHz, the sampling point is 256, and the
analog period is 0.2s.

Fig.1 presents the framework for the proposed ECNN-
I JsK;. ECNN-I;J K, includes three submodels and Bayesian
optimization module, where I, J, and K represent the sub-
models with I, J, and K convolution layers respectively. The
three submodels are a simple CNN, which includes composite
convolutional layers, pooling layers, and BN layers respec-
tively. The final features are all fused and output to a full con-
nection layer, then classified through the softmax layer. The
first submodel is used to extract features from low-frequency
signals and combine the convolutional results of the sec-
ond submodel and the third submodel. The high-frequency
features and the frequency domain features are extracted in
the second and third submodels. All convolution operations
use composite convolution. The outputs of the second and
third submodels are fused directly with the first submodel,
which combines different features of PQDs. ECNN-3,3,2,
includes two-step fusion layers. We adjust the pooling layer
to ensure that the feature map size of the fusion process is
consistent. To make the ECNN more universally applicable,
an adaptive context mechanism is designed. Bayesian opti-
mization is embedded in three submodels to search for the
best hyperparameters. PQDs identification based on ECNN
is divided into the following steps.

1) Data preprocessing: The original signal S(n) is decom-
posed into low-frequency parts X (n) and high-frequency info
Y(n) by DWT. Then, the FFT of X(n) is calculated and
normalized.

2) Design and train ECNN model: Design an ECNN model
and use the data obtained in Stepl is used as inputs for
training and verification.

3) Adaptive-context mechanism processing: The hyperpa-
rameters are adjusted adaptively by Bayesian optimization,
including learning rate, momentum term, and batch size.

4) PQDs identification: ECNN is trained to identify various
PQDs.

Since the proposed model contains Bayesian optimization,
it can adaptively update the model parameters for PQDs data
in different regions. In addition, the use of DWT and the
fusion of time domain information make ECNN have good
noise resistance. Compared with other models, ECNN can
effectively solve the problem that complex disturbance data
with diverse features in different regions need to be adjusted
repeatedly to perform identification.

IV. FEASIBILITY ANALYSIS OF FEATURE EXTRACTION
We construct the ECNN-373,2, model for feature visualiza-
tion analysis to investigate the effect of ECNN on feature
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FIGURE 3. Signal processed by DWT and FFT.

extraction. The kernel-size(k) is 13, and depth(d) is 8 of all
convolution layers. Meanwhile, we set the SAC and DSC
ratio factor A to 0.5 and 100 nodes in the FC layer.

Fig.3 shows the raw signal and input of the three submod-
els. After DWT processing, the raw signal is decomposed
into an approximate signal and a particulars signal whose
length is halved, which are used as ECNN inputs. It can be
clearly observed that the first two submodels mainly contain
the temporal and transient features of the signal. While the
input of the third submodel shows the feature of the original
signal in the frequency domain. The high-frequency signal
is confused and irregular but contains transient information.
The low-frequency info retains the basic characteristics of
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FIGURE 4. Features visualization.

the raw signal. And we can find that the frequency of PQDs
is concentrated at S0Hz through the frequency domain. Due
to the particularity of the ensemble structure, ECNN can
increase the distinction between temporal and transient parts
of PQDs.

For ECNN, Fig.4 shows the visualization results of the
abstract features from different layers. It proves that the
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FIGURE 5. Visualizations of the orignal input data.

features are similar to the original input in the first convolu-
tional layer. As convolution deepens, the feature map appears
more abstract, but the main extracted features are still obvi-
ous. For example, in the first submodel, the characteristics of
the fundamental signal are preserved by three convolutions.
In the second submodel, the noise is gradually reduced and
the transient features are more and more obvious with the
deepening of the layers. The position of the fundamental
frequency points is captured in the third submodel. Finally,
after two fusions, the model has a strong automatic feature
extraction capability for different types of raw signals.

Therefore, to further verify the classification effect of
ECNN on PQDs with multiple temporal states or transient
overlaps, a visual comparison analysis is conducted on the
features of the raw signals and the output of FC layers. We use
10 types of PQDs as inputs, including single, double, and
triple disturbances. Each disturbance type contains 2000 sam-
ples, and we use t-Distributed Stochastic Neighbor Embed-
ding (T-SNE) to reduce dimension and visualize [31]. The
visualization results of input data S(n) and FC layer features
are demonstrated in Fig.5 and Fig.6. It is clear that the raw
data are very confusing and mixed together. For example, C12
and C20 both contain transient features, but it is difficult to
distinguish the categories and they are superimposed directly
on each other. Conversely, there is almost no overlap for
all types of data in Fig.5, indicating that ECNN is able to
effectively improve identification performance for different
types of power quality disturbances.

V. EXPERIMENTAL RESULT

A. DATASET DESCRIPTION AND EXPERIMENTAL SETUP

In practice, we simulated 22 different types of PQDs based on
IEEE Standard 1159 to verify ECNN performance, as shown
in Table 1. We use the cross-validation method to prove the

56556

60
40
20
0
-20
—40
—60

+ Cl8

c20

—80 P . C22

—60 —40 -20 0 20 40 60

FIGURE 6. Visualizations of FC layer after training.

robustness of the method. There are 3000 samples for each
type of PQDs, of which the training set contains 2000 sam-
ples, and the test set and validation set contain 500 samples,
respectively. As we all know, data collected in the real
environment always contains noise, so Gaussian white noise
is superimposed on the raw signal randomly. Gaussian noise
is characterized by a defined signal-to-noise ratio (SNR) of
20 dB, 30 dB, and 40 dB, respectively. This experiment is
completed on the RTX3060 GPU hardware platform, and the
environment is based on the Keras [32]. We set the epoch
to 150, and the batch size of all 5 types of networks is set
to 64, so that the training cost of different methods can be
fairly compared. Partial hyperparameters of the model are
determined by Bayesian optimization.

TABLE 1. 22 Types of PQDs.

Class | PQDs Class | PQDs

C1 Normal C12 Transicent-+notch

C2 Sag C13 Harmonic+transicent

C3 Notch Cl4 Harmonic+notch

C4 Flicker C15 Harmonic+flicker

C5 Spike C16 Flicker+notch

C6 Sag+swell C17 Flicker-+transient

Cr Sag-transient | C18 Flicker-+harmonics+interrupt
C8 Sag-+notch C19 Flicker-+harmonics+swell

C9 Sag+hamonic | C20 Transient+harmonics—+flicker
C10 Sag-+flicker C21 Transient+harmonics-swell
C11 Sag+interrupt | C22 Transient-+harmonics+sag

In addition, due to the strong randomness and complexity
of PQDs in the distribution network, the data simulated by
MATLAB is always quite different from measured signals.
Therefore, we have integrated a PQDs generation system to
enhance the authenticity and reliability of the simulated data.
The system has the functions of signal generation, waveform
inversion, data acquisition, and visualization, corresponding

VOLUME 11, 2023



M. Wang et al.: Automatic Identification Framework for Complex PQDs Based on ECNN

IEEE Access

i

- " i | "}
‘\ |“|||l"|“||||||||||l|||||||||l"|""m M

signal generation unit waveform inversion unit

data acquisition unit

visualization unit

FIGURE 7. Experimental hardware framework.

to four units. Fig. 7 shows the system framework. Power qual-
ity standard equipment DANDICK DKLN-1 includes a signal
generation and waveform inversion unit, which is mainly
used to simulate and output PQDs signals. The data acquisi-
tion unit is Zhongyuan Huadian’s ZHS5 fault recorder, which
can collect the time series of PQDs. TP-Link TL-SF1005
industrial network switch is connected to the computer host to
form a visual processing unit, which is conducive to intuitive
interactive interface operation. The sampling frequency of the
hardware device can be applied to 256, 512, and 1024. Since
the 256 sampling frequency is adopted for the analog signals,
the sampling frequency used by this device is also set to 256.
For each type of simulating PQDs, 500 samples are fed into
the device for simulation, which is used to further compare
the performance of ECNN with other methods.

B. OPTIMIZATION OF MODEL PARAMETERS

In this paper, we use a parameter optimization method to
optimize hyperparameters, which allows ECNN to adapt to
diverse PQDs datasets from different regions. We set the
optimal learning rate range [10_3, 1072,0.1,0.2,0.3,0.5,0.8,
1]. The optimization range of batch sample size is [8, 16, 32,
64, 128, 256, 512]. To explore which optimization method is
more suitable for ECNN, Grid Search (GS), Particle Swarm
Optimization (PSO), and Bayesian Optimization (BO) algo-
rithms are used to optimize the ECNN model. The results are
shown in Table 2.

TABLE 2. Hyperparameter optimization of search results.

Hyper-parameter | Range GS PSO BO
Learning rate (1075,1) 107313107231 107278
Momentum Term | (1074, 1) 0.305 0.406 0.432
Batch size [16,32,64,128] | 64 64 64

Table 3 shows the training results after the above three
optimization methods. It is evident that the results of all three
methods are quite accurate, which is related to the network
structure of ECNN. The most obvious difference lies in the
number of iterations in the optimization process. BO only
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TABLE 3. Training results of three optimization methods.

Method Accuracy (%) Iterations Cost time(s)
GS 99.31 256 300

PSO 99.28 307 350

BO 99.35 21 30

needs 30 iterations to find the optimal solution, while GS and
PSO need more than 300 iterations, which takes about ten
times as long as BO. Therefore, it is reasonable to choose BO
to optimize the hyperparameters of the model.

Then, this paper uses the superimposed 30dB PQDs data
to train the model with different convolutional layers, DSC
ratio \, convolution kernel size k, and the number of fusion
layers to verify the influence of different parameters. Differ-
ent ECNN models set the same number of FC layer nodes and
convolution depth to ensure the fairness of the experiment.

We first adopt a dual-fusion ECNN to explore the influence
of convolutional kernel size and DSC ratio on the model
accuracy. As can be found in Fig.8, with the increase of kernel
size, the accuracy shows an upward trend, at the same time,
the calculation cost is also increasing. Therefore, the benefit
of using an appropriate kernel size is higher than that of a
small or large convolutional kernel. With the increase of A,
the performance of different ECNN models does not change
significantly, while the accuracy is generally higher when A
approaches 0.8. Meanwhile, the effect of 2-layer convolution
is significantly lower than that of 3 and 4-convolution layers,
which indicates that the more layers of convolution, the more
obvious the effect of composite convolution is. In summary,
we chose to set A and k to 0.8 and 16.

Considering the particularity of the ensemble structure of
ECNN, it is necessary to validate the effect of convolutional
layers on the identification accuracy of PQDs. Table 4 shows
the results. All models adopt two fusions, and it is evident
that the precision is increasing with the increase of convolu-
tional layers. At the same time, the number of parameters is
also increasing, resulting in high computational complexity.
To ensure as much accuracy as possible and reduce computa-
tional complexity, we finally chose ECNN-373,2; as the most
appropriate training structure.

To verify the validity of the fusion numbers, we verify
ECNN with 1, 2, and 3 fusion structures. Performance is
shown in Table 5. From the perspective of accuracy, when
the three submodels perform three convolutional layers and
double fusions, the effect is the best. Therefore, we adopt
two fusions on the three submodels to achieve the highest
performance.

To prove the need for batch normalization of data in the
training process, we draw the accuracy and loss curve for
ECNN with BN and without BN in Fig.8. It shows that when
the number of iterations reaches 20, the accuracy and loss of
the ECNN with BN begin to stabilize, while the correspond-
ing curves without a BN layer become stable when it gets
40 iterations. Therefore, the BN layer helps accelerate the
convergence rate of the model and has a lower verification
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TABLE 4. Accuracy of ECNN under different structures.

ECNN 2¢1s1¢ 2¢251¢ 2¢252¢ 321 3¢2s2¢ 3¢3s 1t 3£3s2¢ 3¢3s3¢ 42414 4¢3s2¢ 4¢453¢ 4444
Accuracy (%) 96.21 96.93 97.26 99.13 99.59 99.4 99.59 98.35 99.35 96.76 99.00 99.37
Parameter 38497 38815 38993 38991 39177 39231 39541 39781 39239 39789 40193 40357
TABLE 5. Accuracy of ECNN under different fusion layers. T —_—— 2
18
Structure 3els1s 3¢252¢ 3¢3s3¢ 16
Num of fusion | 1 1 2 1 2 3 '
Accuracy(%) | 98.63 | 98.97 | 98.97 | 99.03 | 99 .00 | 96.02 14
° ~ECNN__:with BN-ACC 12
>
8 1 8
s _— b <]
TABLE 6. Structure and parameters of ECNN. 3 —o-ECNN,;,:without BN-ACC ~
< 108
.A.ECNan:with BN-loss
Model Convl | Conv2 | Conv3 | Kenel Size | FC layer 106
submodell | 8/1280 | 10/640 | 10/80 | 16 100 ECNN,_ :without BN-loss 0.4
submodel2 | 8/1280 | 10/640 | 10/80 | 16 - lo2
submodel3 | 8/2560 | 10/640 | - 16 - — |
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FIGURE 8. Influence of two main parameters ), k, and the number of
convolution layers on ECNN.

loss, which indicates that the BN layer is more conducive to
feature extraction.

Based on the above experiments, we determine the optimal
number of convolution layers, DSC ratio, fusion times, and
convolution kernel size to construct the model. ECNN-3,3,2,
is used as the best model structure considering accuracy and
cost. The final detailed parameters are given in Table 6.

C. COMPARATIVE ANALYSIS WITH OTHER CNNs

We select several advanced models for comparative analysis
with the proposed method, which are CNN-LSTM, CNN-
GRU, DCNN, and MFCNN. They are briefly described as
follows.

1) CNN-LSTM: Two CNNs are used to learn spatial infor-
mation, and then combined with a recursive LSTM layer to
extract temporal features. Finally, the output of LSTM is
transmitted to the fully connected layer. CNN depth is set
to 64 and 128 and the model has 50 LSTM memory blocks,
including multiple gates and activation functions.

2) CNN-GRU: The multi-fusion structure of the time and
frequency domain feature is adopted. The raw data and
frequency domain information by FFT are input respec-
tively. After convolution and pooling, the two tensors are
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connected together. In this model, the CNN depth is 16,
and 16 GRU units are connected to the output layer.

3) DCNN: It is composed of three stacking units, each
unit superimposes two convolutional layers, and a one-
dimensional filter is used in each convolutional layer to
extract features composed of one-dimensional convolutional
layers, pooling layers, and BN layers. It has a deeper CNN
structure with six SAC layers. Therefore, it contains a large
number of parameters and takes a long time to train.

4) MFCNN: It contains two submodels, that extract fea-
tures from time domain and frequency domain information,
respectively. The model composes SAC and DEC for convo-
lution, which enhances feature extraction capability. We used
the optimal structure MFCNN3,3; mentioned in the original
literature to carry out the experiment.

For different CNN models, the batch size is set to 64 to
ensure a fair comparison of model training costs. And to
prevent overfitting, we set the dropout ratio to 0.5. Table 7
summarizes the identification accuracy and total parameters
of all models under different noises.

We draw a conclusion that as noise increases, the perfor-
mance of all methods decreases to varying degrees. Among
them, CNN-GRU has the worst anti-noise performance, while
ECNN and MFCNN have the best anti-noise performance.
In addition, after repeated experiments, it is found that
MFCNN and ECNN also have better stability than other
methods. However, MFCNN has several times as many
parameters as ECNN, which means the training takes longer.
Although the number of parameters of CNN-GRU and CNN-
LSTM is less than that of the proposed method, their iden-
tification results are not as high as ECNN under different
noises. Therefore, considering the complexity and classifica-
tion accuracy of the model, ECNN has the best performance
in dealing with complex PQDs.
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TABLE 7. Performance under different CNN methods.

Model clean 20dB 30dB 40dB Parameters
CNN-GRU 98.734+0.26 96.214+0.91 98.314+0.31 98.714+0.32 4596
CNN-LSTM 98.78+1.18 97.334+0.83 98.41+1.24 98.20+1.64 32268
DCNN 99.1240.63 97.224+1.28 98.654+0.95 98.924+1.57 165236
MFCNN 99.4540.043 97.714+0.18 99.6240.095 99.7140.081 229805
ECNN 99.754+0.12 97.7940.23 99.684+0.13 99.814+0.075 39541

D. COMPARATIVE ANALYSIS WITH

TRADITIONAL METHODS

We compared ECNN with the traditional methods, and the
comparison results are listed in Table 8. The traditional meth-
ods require hand-engineered feature selection, which affects
the classification results. For example, the algorithm based on
FFT and ANN designed 16 features and achieved 96% accu-
racy [33]. In contrast, the Hilbert Huang transform (HHT)
and the weighted bidi-recursive extreme learning machine
(WBELM) achieved similar accuracy, requiring only four
manual features [34]. However, the ensemble structure pro-
posed in this paper extracts effective features automatically,
which not only simplifies the PQDs identification process and
shortens the feature extraction time, but also has more advan-
tages in accuracy than traditional machine learning. Further-
more, the adaptive-context mechanism by ECNN makes it
possible to identify complex PQDs with various features.

TABLE 8. Comparison of ECNN with traditional methods.

Method EyQISE of E;Tufis Noise(dB) | Accuracy (%)
FFT and ANN |8 16 30 94.56
HHT and BELM |16 12 30 96.87
DWT and PNN |16 9 30 95.25
DWT and SVM |9 2 30 96.21
VMD and DT 15 4 30 96.52
ECNN 20 Automatic | 30 99.41

VI. CONCLUSION

The identification of PQDs is of great significance in
researching the influence of power quality on EV charging.
To reduce the potential risk of PQDs and provide a strategy
for controlling PQDs overlap, an ECNN model is proposed
in this paper. The model uses composite convolution to
reduce training costs and automatically classifies PQDs by
combining time domain and frequency domain information.
In addition, the proposed ECNN model realizes an adaptive-
context mechanism based on Bayesian optimization, so that
the model can be adaptively used to identify PQDs in different
regions, which extends the applicability of ECNN. Simula-
tion results and experiments indicated that compared with
other CNN methods, ECNN has a faster convergence speed,
fewer model parameters, higher performance, and a more
compact framework. In future work, we will further learn the
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identification effect of ECNN for measured PQDs in different
regions to further improve the scalability of the method.
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