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ABSTRACT Multiple object tracking (MOT) of unmanned aerial vehicle (UAV) systems is essential
for both defense and civilian applications. As drone technology moves towards real-time, conventional
tracking algorithms cannot be directly applied to UAV videos due to limited computational resources and the
unstable movements of UAVs in dynamic environments. These challenges lead to blurry video frames, object
occlusion, scale changes, and biased data distribution of object classes and samples, resulting in poor tracking
accuracy for non-representative classes. Therefore, in this study, we present a deep learning multiple object
tracking model for UAV aerial videos to achieve real-time performance. Our approach combines detection
and tracking methods using adjacent frame pairs as inputs with shared features to reduce computational
time. We also employed a multi-loss function to address the imbalance between the challenging classes and
samples. To associate objects between frames, a dual regression bounding box method that considers the
center distance of objects rather than just their areas was adopted. This enables the proposed model to perform
object ID verification and movement forecasting via single regression. In addition, our model can perform
online tracking by predicting the position of an object within the next video frame. By exploiting both low-
and high-quality detection techniques to locate the same object across frames, more accurate tracking of
objects within the video is attained. The proposed method achieved real-time tracking with a running time
of 77 frames per second. The testing results have demonstrated that our approach outperformed the state-of-
the-art on the VisDrone2019 test-dev dataset for all ten object categories. In particular, the multiple object
tracking accuracy (MOTA) score and the F1 score both increased in comparison to earlier work by 8.7 and
5.3 percent, respectively.

INDEX TERMS Multi-object detection, UAV, deep learning, target tracking.

I. INTRODUCTION

The advancement in computer vision and machine learning
over the past decade has brought benefits to all cyber-physical
systems, including unmanned aerial vehicles (UAVs). UAVs
have been extensively used in various applications, i.e.,
reconnaissance, search and rescue, target recognition, secu-
rity surveillance, monitoring, and inspection. One of the most
attractive problems within the UAV research community is
object detection and target tracking from UAV images/videos.
Multiple object tracking (MOT) tasks involve identifying and
classifying objects in a sequence of images without prior
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knowledge of the targets. These objects can be of various
types, such as pedestrians, vehicles, or animals. To enable
detection correlation over time, each object must also be
assigned a tracking ID. However, conventional multi-object
tracking algorithms have shown to be ineffective in handling
UAV videos due to various factors such as irregular target
movements, camera movement, and perspective shifting in
3D. UAV video datasets typically contain several types of
moving objects, and the number of objects in each category
is often highly unbalanced, making it challenging to train
the detection model. Furthermore, most objects in UAV
videos are tiny due to the altitude of the flight, which can
further complicate the detection task. The challenge of object
tracking lies in the inconsistent appearance and movement
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data of the target, which are caused by abnormal and rapid
camera movements. Resulting in an alternate assignment
of the object movement ID, which is more intricate than
the traditional MOT. Additionally, due to the complexity
of the network and the massive volume of data, it is
difficult to increase the speed of MOT in practice. These
issues lead to missing and false detections, resulting in poor
tracking performance as well as real-time constraints on
the UAV. Several algorithms have been proposed to solve
multi-target tracking in complex environments, including
the Kalman filter [1],[2], particle filters [3], [4], multi-
hypothesis tracking (MHT) [5], [6], joint probabilistic data
association filter (JPDAF) [7], [8], [9], graph-based multi-
object tracking (GBMOT) [10],[11], and random finite
set (RFS) filtering [12]. These algorithms are designed
to estimate the position of multiple targets in difficult
environments, using techniques such as non-linear motion
models, probability-based estimation, and graph theory.
However, to enhance the accuracy and robustness of UAV
multi-target tracking, a hybrid approach that combines
multiple tracking algorithms has been proposed [13]. A data-
driven approach is another method used to address the
MOT problem, in which object properties (features) are
extracted from the dataset. Deep learning-based features are
extracted through a hierarchical process of neural network
layers that learn representations of the input data. These
features are learned automatically from the data without
requiring human intervention and are often highly effective
in tasks such as image recognition and natural language
processing. In contrast, handcrafted features are designed
manually by human experts and are often based on domain-
specific knowledge. The handcrafted features can be effective
in certain applications, but they require significant expertise
and effort to design and may not generalize well to new
tasks [14]. The architecture can be either a two-step or one-
step process. In a two-step process, objects are first detected
in each frame of a video and then linked to the detected
objects in the previous frame, which is referred to as tracking
by detection (TBD). In contrast, a one-step process combines
detection and appearance feature learning, which is known
as joint detection and tracking (JDT) [15]. The suitability of
either approach for real-time tracking depends on the specific
requirements of the application, with the JDT approach being
potentially faster owing to a single model, whereas the TBD
approach is potentially more accurate and efficient with a
high-quality detector and tracker.

Therefore, in this study, we apply deep learning (DL)
techniques to address the issue of UAV multi-target tracking.
Specifically, we propose an enhanced ‘“Multi-target Tracking
using Joint Detection and Tracking (MTTJDT)” model. Our
methods employ object detection, feature extraction, and joint
detection and tracking of the linkage between adjacent frames
to simultaneously detect and track the objects. The aim of this
research is to develop a UAV multi-target tracking model that
is suitable for real-time applications. The main contributions
of this study are as follows:

VOLUME 11, 2023

1) We used the joint detection and tracking method,
which uses adjacent frame pairs and shared features
to reduce the computational time and enable real-time
performance. This method is suitable for resource-
constrained systems, while leveraging the temporal
information provided by adjacent frame pairs to
better resolve occlusions and appearance changes.
Our method can process data at a rate of 77 frames
per second (fps), making it suitable for real-time
applications.

2) We propose a multi-loss function that consists of a
combination of classifications using the focal loss
function and localization loss employing the CloU
loss function, with a loss-scale parameter used to
balance the two functions. This approach enables the
prioritization of specific factors, such as object type
or position, while also accounting for imbalances in
challenging classes and samples.

3) A dual-regression bounding box was proposed to
associate objects between adjacent frames by consid-
ering the distance between their centers. This allowed
us to simultaneously verify the IDs and predict the
movements of objects using a single regression.

4) To improve the performance of object re-identification
(re-ID) in video tracking, we employed detection
techniques that considered objects with both high and
low detection scores according to their predicted trajec-
tories. This approach allows for more comprehensive
and accurate tracking of objects within a video.

The remainder of this paper is organized as follows.
Section II reviews closely related work in the literature. The
proposed network architecture is explained in Section III.
The performance metrics and model training are described
in Section IV. Section V demonstrates the experimental
results and discussion. The conclusions and future work are
presented in Section VI.

Il. RELATED WORK

A. OBJECT DETECTION

Object detection is a fundamental problem in computer
graphics for predicting the position and class of an object.
Determining the position of an object in an image captured
by a CCTV camera or UAV is challenging. Identifying
multiple objects in a class with distinct features, particu-
larly small objects where the majority of images have a
large computational area, is not trivial. Object detection is
typically categorized into two approaches: anchor-based and
anchor-free.

Anchor-based detection utilizes a predefined Convolu-
tional Neural Network (CNN) [16] to transform an image
into a feature map and a sliding window to traverse the map.
The point at the center of each sliding window frame is
known as the anchor point. Reference [17] proposed a well-
known two-stage anchor-based detection algorithm called
R-CNN: Regions with CNN features. This method uses
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region proposal algorithms to generate numerous instances
for CNN-based classification. In [18], a fast region-based
convolutional network method (Fast R-CNN) was proposed
in which a region-of-interest (Rol) aggregation layer was
added to the CNN. This method significantly improved
the training and testing times. By sharing all the CNN
core calculations, Faster R-CNN [19] specifies a Region
Proposal Network (RPN) for proposal generation and core
recalculation, allowing the model to be trained without prior
data. Reference [20] presented a Feature Pyramid Network
(FPN) architecture to exploit the multi-scale and pyramidal
hierarchies of deep convolutional networks. This method
uses top-down architecture with lateral connections to build
high-level semantic feature maps at all scales at an extra
computational cost.

Another approach is a one-stage detection architec-
ture [21], [22], [23], which does not utilize the regional
proposal method. The idea is to learn the regressed
bounding-box coordinates and class probabilities directly
from image pixels. Therefore, they could significantly
accelerate the detection process. Reference [24] proposed a
single deep neural network called the Single-Shot MultiBox
Detector (SSD), which employs multiple aspect ratios and
scales per feature-map location. The algorithm creates many
convolutional layers of diminishing size, in which each
level has a set of anchor boxes for each cell. The model
then identifies and predicts the suitable anchor boxes. This
approach is suitable for detecting objects of different sizes
and minimizing the computational time.

Unlike the anchor-based approach, anchor-free detection,
such as FCOS [25] and FoveaBox [26], can eliminate intricate
calculations involving anchor boxes, such as calculating
intersection over union (IoU) and matching between the
anchor box and ground-truth bounding box during training,
and may alleviate the aspect ratio issue and the need
for a large number of anchor boxes. It is possible to
reduce the difficulty in identifying objects posed by the
presence of diversely shaped objects, particularly small ones.
Generally, an anchor-free CNN generates a crude feature
map to indicate the position of an object. Reference [27]
proposed a single convolution neural network, CornerNet,
to detect objects as paired keypoints. Extremenet [28]
applied position estimation to locate the center of an object.
To improve both precision and recall, CenterNet [29] uses
the information of the object’s center as another reference
point.

B. MULTI-OBJECT TRACKING

There are a number of works in the literature that address
the MOT problem. However, object detection and tracking
in real-time are difficult. Both algorithm complexity and
processing time are trade-offs. The tracking process relies
on data association. The similarity indicators are based on
the location, motion, and features of an object. Additionally,
the dynamic nature of the environment, including the varying
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number of goals between frames, occlusions, and other
complex conditions, further complicates the MOT prob-
lem [30], [31]. Object detection linkages in video sequences
can be classified as online or offline linkages. Because the
online method considers information from the previous and
current frames, it is ideal for real-time applications. The
offline method consists of a predetermined set of frames. Data
association challenges arise when the target changes its aspect
ratio; there are sudden changes in the appearance of objects,
occlusion occurs, and rapid object movement occurs. Some
objects may enter or leave the scene. As previously stated,
the two common schemes for solving the MOT problem are
the TBD and JDT approaches.

In the TBD approach, objects can be tracked easily by
combining the detection models with object associations.
The object bounding outputs are correlated across frames to
form a tracking trajectory. The advantage of this approach
is that it allows for the selection of resilient detectors with
sufficient frame rates. However, for this approach to be
effective, the object positions between two successive frames
should not fluctuate significantly. Reference [32] presented
an IOU-Tracker that uses object overlap (IoU) over time to
determine which tracks to link. For an effective tracking,
the target object must be clearly visible. Reference [33]
proposes utilizing the integration of five Siamese networks
to generate similarity scores for the objects being tracked.
The final trait score is generated by the data-binding function
to create an effective tracer for the subject in the thermal
image. Another method for resolving the association problem
is to anticipate the trajectory of all the object locations in the
current frame using data collected from previous frames. The
Kalman filter [34] is often used to estimate the trajectory of
an object. SORT [35] uses the Kalman filter and Hungarian
algorithm to predict the location of the bounding box and
associate it with the current detection with the greatest
IoU value. Deep SORT [36] integrates a deep associate
metric in the visual appearance space to track objects in
an occlusion. Reference [37] proposed a tracker, called
the good old Hungarian simple tracker (GHOST), which
utilizes both appearance and movement cues to enhance
the accuracy of re-ID models. Reference [38] proposed
FineTrack, a precise representation tracker that utilizes flow
alignment FPN (FAFPN) and multi-head part mask generator
(MPMG). FAFPN aligns and aggregates feature maps, while
MPMG generates fine part masks for accurate global-local
appearance embedding representation. Additionally, shuffle-
group sampling (SGS) is introduced to balance training data
and improve model performance. Reference [39] proposed a
method named Triplet, which combines tracking information
and visual features to accurately differentiate objects that
share similar appearances. By employing an attention-based
re-identification model, this approach significantly enhances
the process of associating objects based on their distinctive
visual characteristics. Tracking by detection may fail in
difficult situations such as crowded scenes, abrupt object
movement, or camera motion. Tracking performance also
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depends on the efficiency of the detectors. The processing
time is often slow because it comprises two distinct tasks.
Therefore, frame rates for real-time applications are difficult
to obtain.

The joint detection and tracking approach integrates object
detection and tracking into a single framework. There are
two main approaches for solving this problem. The first
method is joint detection and re-ID, which embeds the re-ID
feature into the NMS and uses the re-ID feature similarity
to relate it to an object. Reference [40] proposed a general
framework for object instance segmentation called Mask
R-CNN. Reference [41] proposed a multi-object tracking
and segmentation (MOTS) algorithm that takes advantage of
temporally consistent mask-based tracking information. The
authors in [52] proposed a joint detection and embedding
model that integrates the detector and embedding model
into a single network to save on computation and increase
efficiency. Reference [43] presents an approach to object
detection and tracking by utilizing an anchor-based detection
model that is trained in a combined manner, known as
RetinaTrack. Reference [48] presented a FairMOT model
that consists of two homogeneous branches capable of
predicting pixel-wise objectness scores and re-ID features to
achieve fairness between tasks. Reference [51] presented a
method for multi-object tracking of pedestrians that extends
the existing FairMOT approach by leveraging HRNet32
and incorporating the Polarized Self-Attention mechanism
to enhance person re-identification. Additionally, the RelD
branch is trained using circle loss, a technique that effectively
improves the discrimination of features. The second approach
is joint detection and motion prediction, which jointly
detects and predicts the movement of objects. Examples
of this scheme can be found in [44], [53], [54], and [55].
Tracktor [42] used bounding box regression of an object
detector to predict the position of the target in the next frame.
CenterTrack [44] uses a pair of images as inputs and predicts
their associations with the previous frame. Reference [45]
proposed a dual regression tracking framework for object
tracking using a classification-based convolutional neural
network (CNN) and a correlation filter (CF) module to
improve tracking performance and reduce computational
costs. Reference [49] demonstrated the effectiveness of
using a dual-level deep representation model for thermal
IR tracking and highlighted the importance of considering
both image and motion information for accurate tracking.
Reference [46] discussed a new depth correlation tracker
called the self-supervised deep correlation tracker (self-
SDCT), which uses a pre-trained feature extraction network
and self-supervised learning to improve the tracking per-
formance despite the limitations in labeled training data.
Reference [47] proposed a chained-tracker (CTracker), which
is an end-to-end model that adopts a chained structure and
pairs attentive regression. Reference [50] presented a simple
generic association model called ByteTrack. By includ-
ing low-score detection boxes, it can improve the IDF1
score.
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A summary of several multiple object detection and track-
ing models reported in the literature is provided in Table 1.
In this study, we employ a joint detection and tracking
approach. However, two adjacent frames were fed into the
model instead of one frame. We integrated ResNet-18 with an
FPN to isolate the current frame features. The temporal fea-
tures are shared with the next frame pair. Our model employs
the FCOS method, which is an enhanced anchor-free detector
capable of analyzing two frames simultaneously. For target
tracking, we applied an improved CTracker to determine the
same object’s position in both frames by employing the CloU
technique to store uncertain or missing objects from frames
with a defined number of frame buffers. Object tracking
trajectories are generated using the ByteTrack algorithm
instead of matching the same object between frame pairs. The
details of the proposed framework are presented in the next
section.

. METHODOLOGY

A. DATASET OVERVIEW

This study used a multi-object tracking dataset from
VisDrone2019 [56]. The dataset included training, validation,
and test sets. The dataset consists of video sequences, each
of which contains images accompanied by annotations in
the form of text files (.txt) for each object within a frame.
The annotations included the frame number, object ID,
object class, bounding box coordinates, and other features.
The bounding box coordinates of the object are (X, y, W,
h), where x and y are the coordinates of the upper-left
corner of the bounding box and w and h are the width and
height of the bounding box, respectively. Each bounding
box was assigned a unique ID that was used to track
the objects in different frames of the video. In addition
to the border box and ID tag, the dataset also contains
additional information, such as the object type, consisting
of ten categories: pedestrians, people, cars, vans, buses,
trucks, motors, bicycles, awning-tricycles, and tricycles, and
the visibility of the object (e.g., fully visible, partially
visible, or occluded). This information helps the model better
understand the context of objects within the frame and
improves its ability to detect and track objects in real-world
situations. These sequences present several challenges, such
as viewpoint, scale variations, and motion blur. Unlike CCTV
with a fixed view, UAV cameras are captured from arbitrary
angles [57]. Furthermore, because UAV cameras view objects
from varying heights, the scales of the objects in an image
vary. A camera mounted on the UAV records the video as it
moves, resulting in significant motion blur in the recorded
video [58].

B. ARCHITECTURE OVERVIEW

In this section, we present our multi-target tracking using the
joint detection and tracking (MTTJDT) model designed for
use in UAV multi-target tracking tasks. The MTTJDT model
builds upon the concepts and methods of the CTracker model,
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TABLE 1. Summary of multiple object detection and tracking models.

Model Approach Method Year
R-CNN [17] Anchor-based | CNN-based classification with selective search techniques 2014
Fast R-CNN [18] Anchor-based | CNN with regional features 2015
Faster R-CNN [19] Anchor-based | Region proposal network with classification and regression 2015
YOLO [21] Anchor-based | Grid-based approach with regression 2016
SSD [24] Anchor-based | Default box priors with multi-scale feature maps 2016
FPN [20] Anchor-based | Multi-scale feature learning 2017
FCOS [25] Anchor-free Center-ness and scale awareness to predict object recognition points with FCN 2019
CornerNet [27] Anchor-free Paired keypoint regression 2019
ExtremeNet [28] Anchor-free Four corner point estimation and center point grouping 2019
CenterNet [29] Anchor-free Object detection using keypoint triplets 2019
FoveaBox [26] Anchor-free Foveation with multi-level feature aggregation 2020
SORT [35] TBD Kalman filter and Hungarian algorithm 2016
Deep SORT [36] TBD Kalman filter, Hungarian algorithm, and deep appearance feature 2017
IOU-Tracker [32] TBD 10U based tracking 2017
Siamese Networks [33] TBD Integration of five Siamese networks 2021
GHOST [37] TBD Bipartite matching via the Hungarian algorithm 2023
FineTrack [38] TBD Flow alignment FPN (FAFPN) and multi-head part mask generator (MPMG) 2023
Triplet [39] TBD Triplet sampling for object differentiation with anchor, positive, negative images. | 2023
Mask R-CNN [40] DT Visual appearance matching for identification 2017
MOTS [41] DT Segmentation with joint detection and Kalman filtering 2019
Tracktor [42] IDT Tracking with dynamic bounding boxes and motion model 2019
RetinaTrack [43] DT Siamese Network with RetinaNet 2020
CenterTrack [44] DT CenterNet with deep association embedding 2020
Dual-regression [45] DT FPN with fine-grained correlation filter and regression-based visual tracking 2020
Self-SDCT [46] DT Self-supervised representation learning 2020
Chained-Tracker [47] DT Paired attentive regression and chained regression for tracking 2020
FairMOT [48] DT Joint detection and embedding learning and fairness regularization 2021
MMNet [49] DT Multi-modal fusion and graph convolutional network 2022
ByteTrack [50] DT Temporal information and byte-level features 2022
FairMOT+Circle Loss [51] | JDT FairMOT with Polarized Self-Attention and Circle Loss 2023
MTTIDT (Ours) DT FCOSx with dual-frame features for detection and ByteTrack for tracking 2023

which utilizes two adjacent frames as inputs and combines the
ResNet-50 and Feature Pyramid Network (FPN) to extract
high-level semantic features for predicting matching boxes
and binding targets in adjacent frames using anchor-based
detectors. To enhance the performance of the CTracker
model, the MTTJDT model utilizes smaller networks to
extract object features, implements an improved anchor-free
detector capable of analyzing two frames simultaneously,
and implements a trajectory prediction method for generating
tracking paths for objects in the video sequence. An overview
of the architecture used in this study is illustrated in Fig.2.
We adopted ResNet-18 in combination with an FPN for
the feature-extraction process using a multi-level feature
pyramid. We propose a combined feature method in which
features from the current and previous frames are blended
to decrease the feature losses. The multi-loss function is
used to reduce imbalanced categories and improve the
ability to identify objects between two adjacent frames. The
combined features are then fed into two separate branches:
classification and regression networks. Finally, the pairs of
bounding boxes are filtered based on their confidence in the
classification and matching box pairings. Online tracking is
achieved using the node ChainingX technique to improve
the ability to connect targets across frames, allowing it to
track objects with both high and low detection scores. This
enables the detection of complex object motion in a moving
UAV video.
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C. CLASSIFICATION AND REGRESSION PREDICTION
NETWORKS

The UAV video input is split into frames {Fy, F3, ..., Fy}
and fed into the core. ResNet-18 is used to extract high-level
semantic features and is integrated with the FPN to generate
multi-scale feature representations for associating adjacent
frames targets. To minimize the calculations, the extracted
features of the current frame F;, that is, {ftl, ftz, e, f,’},
are temporarily stored using a Memory Sharing Mechanism
(MSM) for memory sharing between two consecutive frames.
This enables our method to accept frame-by-frame inputs
while using feature data from the two adjoining frames.
The related features of the two adjacent frames F,_; and
F; are combined to construct object bounding boxes of
the same ID using double-box regression. This method can
significantly improve the ID check of the regression branch
when it identifies objects that may be occluded or warped by
other objects and the background data in neighboring frames.
Therefore, the identity switching (IDS) problem caused by an
object’s occlusion, overlap, or blending in the current frame
is significantly reduced.

The detection and regression frameworks are illustrated
in Fig.2. The network contained two branches: object
classification (Cls_h) and object boundary box regression
(Reg_h). Both branches were trained concurrently with no
weight-sharing. The Cls_h branch was used to classify the
ten target categories. The localization branch outputs the
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Input video frames Feature Extraction

FIGURE 1. A pipeline of our MTTIDT target tracking framework. The procedure is as follows: 1) Input video frames: The current video frame (F;) is fed into
the system for processing. 2) Feature Extraction: A combination of ResNet-18 and FPN is used to extract relevant features (feature;) from the current
frame (F). This feature is then saved for use in subsequent processing and with the next frame. 3) Object Detection and Data Association: The features of
both the previous (feature;_,) and current frames (feature;) are analyzed using FCOSx, with 3 subnets for classification (Obj. Cls), ID verification (ID Ver),
and paired boxes (Pair Reg). The final output (final_bboxes) comprises detection scores and bounding box locations of all objects present in the current

frame, which are calculated in conjunction with information from the preceding frame. 4) Generating Trajectories: The node ChainingX method is
employed to associate object boxes (final_bboxes) and generate trajectories for all identified targets.

location of each positively sampled bounding box in both
frames for ID inspection, thereby enabling the regression
to concentrate on areas that match the same ID target. The
method was improved from that of CTracker, a joint detection
and tracking algorithm that utilizes adjacent frame pairs as
inputs. CTracker employs an object detection method called
RetinaNet, which utilizes anchor boxes and a paired-box
regression branch to identify matched boundary boxes of
targets appearing in adjacent frames. The algorithm consists
of two branches: a classification branch, which predicts
the object-type confidence score, and an ID verification
branch, which corresponds to the same target. However,
this method has been further enhanced by incorporating an
anchor-free object detection method called FCOS, which
comprises two branches: classification and regression. This
modification enables the FCOS to detect objects from two
frames simultaneously, thus increasing its detection and
tracking capabilities. Additionally, the ID verification branch
was updated to use the CloU loss functions for faster
convergence on the box boundaries of the same object.
In brief, the proposed method, FCOSx combines the strengths
of both CTracker and FCOS, resulting in an improved joint
detection and tracking performance.

For the object prediction process, FCOSx, which is an
upgraded version of FCOS, was adopted. It takes the features
of two adjacent frames as inputs. The FPN is applied to every
location on the feature map and highlights locally informative
regions for paired box regression. In the regression procedure,
any point in the ground-truth bounding boxes was considered
a positive sample, whereas a point in multiple boxes was
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considered a fuzzy sample. When ambiguity exists, the
smallest boundary is selected as the target regression. Unlike
normal detection models, the bounding box coordinates are
denoted by (I*, t*, r*, b*), so that FCOSx can select more
positive samples [25] as shown in (1) and (2).
Fex—xi) =y, (0
r* = x?) —x, b= y(]l) — . 2)

where the ground-truth bounding boxes for an input image
are defined as x(()’), yg), x?), y(l'), denoting the coordinates of
the top left and bottom right corners of the bounding box,
respectively. Location (x, y) is considered a positive sample,
and [*, t*, r*, b* are the distances from location to the four
sides of the bounding box. Points inside the ground-truth
bounding boxes were considered positive samples because
they were created using points far from the center of the
object. This leads to the generation of numerous low-quality
prediction boundary boxes. To avoid this issue, we employ
the Complete Intersection Over Union (CloU) metric, which
is used to measure the overlap between bounding boxes in
an object detection algorithm. It considers the size and shape
of the boxes as well as the distance between them. The soft
non-maximum suppression (soft-NMS) technique, as in [59],
is a boundary box suppression approach that assigns scores
to each box depending on its overlap with other boxes and
progressively reduces the scores of the overlapping boxes
before suppressing them. In this study, we combined the
ClIoU and soft-NMS to assess the overlap more precisely and
suppress the overlapping bounding boxes in the final output.
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FIGURE 2. Two continuous frame, F; and F;_; are inputs to the network architecture of MTTIDT, which consists of the following steps: 1) utilizes the
ResNet-18 core and FPN to extract current frame features and combine them with previously saved frame features; 2) associates the values of both frames
such that combined features are used to predict boxes that match; and 3) detects and predicts the movement of objects for later inter-frame associations.

D. LEARNING TO JOIN DETECT AND TRACK

Our proposed network is trained in an end-to-end manner,
which requires independent export of target categories and
positions. It is a multi-task detection and tracking model
that is trained using a multi-loss function composed of
classification and localization losses. A loss-scale parameter
is used to weigh the two loss functions.

1) CLASSIFICATION LOSS

Cross-entropy loss is often employed in classification
loss calculations for detection. The balanced cross-entropy
approach compensates for losses when samples in each
category are imbalanced. However, they cannot differentiate
between simple and hard samples. Therefore, in this study,
we adopt the focal loss (FL) presented in [23] to increase the
loss contribution of challenging samples while decreasing the
loss contribution of simple samples. The focal loss is defined
as follows:

FL(p) = —a(1 — py)? log(ps) 3

where p; denotes the category prediction probability, « and y
are constants, typically set to 0.25 and 2, respectively.

2) LOCALIZATION LOSS

Our detection objective was to locate the target in the drone
video dataset. Boxes are frequently used for depicting objects.
The intersection over union (IoU) [60] is a primary indicator
for determining the efficacy of target detection. However, this
form of loss function is only applicable when the bounding
boxes of the objects overlap. Target identification using UAV
cameras often varies during the flight. If ToU is calculated
directly, it affects the location of the object boundary box.
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For this study, we chose a complete IoU (CloU) loss function
presented in [61] that considers three geometric factors: the
overlap area, normalized central-point distance, and shape of
the boxes. Our CloU loss function, L¢y,y is defined as

p*(b, b
Lcioy =1 — 10U + a2 +av 4)
where b8! and b denote the center coordinates of the target and
the predicted bounding boxes, respectively. p is the Euclidean
distance between the center coordinates and c is the diagonal
length of the smallest enclosing box covering the two boxes.
v is the consistency of the aspect ratio defined in (5), and «
measures the positive and negative parameters of JoU defined

in (6), as presented in [61].

4 w8! AN
V= ;(arctan (ﬁ) — arctan (E)) 5)
0, if IoU < 0.5
—Io v

where w and 4 are the width and height of the intersection box.

3) MULTI-LOSS FUNCTION

In this study, a coefficient loss scale was applied to the weight
between the two loss functions. Our multi-loss function is
expressed as follows:

1
L({px,y}: {tx,y}) = 5 ZLcls(px,y, C;,y)

2
o -Npos o

1
+ 22 AT ZLreg(tx,ya t;k,y)
:3 : Npos X,y

N
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where L., denotes the classification loss, and L., the CloU
loss. Npos denotes the number of positive samples; py
represents the prediction probability of the target; and c;",y
represents the ground-truth box. If it is a positive sample,
cj;,y is equal to one; otherwise, it is equal to zero. f, y and
tjyy represent the location of the prediction box and ground-
truth box, respectively. The weight scales of L and Lyeg
are denoted by « and g, respectively. It should be noted that
a? x ﬂz > 1.

E. MULTI-TARGET TRACKING USING JOINT DETECTION
AND TRACKING (MTTJDT)

In this section, we describe the proposed MTTIDT model.
A pseudocode is presented in Algorithm 1, where the inputs
are the UAV video frames F and the output is the object
trajectory 7. The algorithm begins by extracting features
through the core network (Lines 6-8), and then merges
previous features in the MSM of frame le— | with the current
frame features f,i (Lines 9-10). The combined features are
then fed into the next process, that is, object detection and
ID verification (Lines 12 x 16). The FCOSx technique was
adopted for this process, as described in Section III-C. The
network is split into two branches: classification and regres-
sion. The FCOSx algorithm computes the characteristics of
two adjacent frames simultaneously. The result consists of
an object classification score (cls_s;;—1) for both frames
(Line 12). The regression branch outputs the regression
features of both frames (reg_f) (Line 13). Next, the algorithm
computes the object box center reference points (p;) based
on the relevant features (reg_f) obtained in the preceding
step. During the training phase, the distance to the center
of the object box in the previous and current frames was
computed. If the result is greater than the threshold, then
the paired points are considered untrustworthy and must be
disregarded. Only matches with a high dependability were
retained. In this work, the distance between two predicted
points that is more than 24 pixels is considered unreliable
(Line 14). Using the reference points (p;) and the predicted
area of the object (reg_f'), the algorithm determines the area
around the object by calculating the projected distance from
a bounding box. The smallest box area (b, ;—;) that could
represent the object region between two consecutive frames
was obtained using the distance2bbox function (Line 15).
To filter out the remaining low-quality boxes, we employed
the soft-NMS method with classification confidence scores
to filter out object boxes (b; ;—1) to ensure that the remaining
boxes were not negative samples. In this work, we use a
Gaussian function of the box overlap score threshold set
to 0.7 to determine whether two overlapped boxes are the
same object box. The method verifies the ID of the same
target box in two consecutive frames. The results of soft_nms
are the detection score and bounding boxes of the same
target boundary frame in both frames D;, D;_1 (Line 16).
To solve the problem of losing object attributions between
frames, we propose an algorithm called “Node ChainingX,”
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Algorithm 1 MTTIDT
1: Input: UAV video frames F = {F1, F>, ..., Fn}
2: Output: Object Trajectories T = {T1, T>, ..., Ty}

3: procedure Initialize
// Initialize set of trajectories.
T <~ ¢
procedure Extract and combine features
for frame F; in F do
f <extract feature from F,
fi <copy feature from f/ to MSM

R A A

fi—1 <features from previous frame in MSM
. i ; i i
10: fi1—y <—combined features f," and f,"_,

11: procedure object detection and data association
/I Classification and localization of objects.
12: cls_s; -1 < cls_h(ft’;tfl)
13: reg_f <« reg_h(ft’;t_l)
14: p: = get_point(reg_f)
// Data association and paired boxes for ID verifica-
tion.
15: b; 1—1 < distance2bbox(p;, reg_f)
16: Dy, D1 < soft_nms(b; ;—1, cls_s; 1—1)
17: procedure Online tracking
// Initialize bounding box for high/low score detec-
tion.
18: Dpjigh < ¢
19: Doy < ¢
/I Compute trajectories for all objects under tracking.
20: T = ByteTrack(D;)
21: Return: T

which associates data between frames by combining the
node chaining method of the chained-tracker [47] and the
ByteTrack algorithm [50], as shown in Figure 2. ByteTrack
takes (D;) as the input and ignores (D;_1) because the object
detection location from the previous frame has already been
tracked in the algorithm. The detection boxes (D;) were
divided into Dy;ep, and Dy, boxes, based on the detection
score threshold values. The Kalman filter is then applied to
tracklet 7' to predict the next location of each tracked object.
First, an IoU is calculated between the high-score detection
boxes and tracks. Subsequently, a Hungarian algorithm [62]
was used to match objects based on similarity. Because of
occlusions, blurring, or size changes, certain tracklets may
not match the high-score detection box. The algorithm then
links the low-score detection box to the mismatched tracklet
to separate objects from the background.

IV. IMPLEMENTATION

A. DATASET

The VisDrone2019 MOT dataset [56] was used to evaluate
the performance of the MTTJDT model. The dataset
included training (56 sequences), validation (7 sequences),
and test (33 sequences; test challenge: 16 sequences;
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test-dev: 17 sequences) sets. Each video sequence has
distinct scenarios and objectives such as different image
sizes and filming techniques. Each object in a frame has a
bounding box, category, and tracking identification (ID). The
dataset contains ten classes (class ID ranges from 1 to 10),
including pedestrians, people, bicycles, cars, vans, buses,
trucks, tricycles, awning-tricycles, and motors. In this study,
we consider all ten object categories. The corresponding
label format of the utilized dataset was a coco format. The
background object class (ID 0) and other object classes
(ID 11) are excluded from the training process.

B. PERFORMANCE METRICS

Our performance evaluations are typical multiple object
tracking metrics, as presented in the literature [63], that is,
multiple object tracking accuracy (MOTA), multiple object
tracking precision (MOTP), mostly tracked (MT) and mostly
lost (ML) tracks, false positives (FP), false negatives (FN),
and identity switches (IDSW). MOTA represents the overall
performance of the model in a multiple object tracking
task [63], as shown in (8)

>, FP, + FN; + IDSW,

>, GT,
where ¢ is the frame index, FP;, FN;, IDSW,, and GT; denote
the number of false positive samples, false negative samples,
identity switches, and ground truth objects of frame index ¢,
respectively. MOTA ranged from —oo to 100 percent. The
value is negative when the number of errors exceeds the
number of ground-truth objects. The MOTA is composed
of three error ratios. First, the false-positive rate (ﬁ) [64],
defined in (9), indicates the number of detected objects that
are missing from the target detection.

7P o 2P
Zt GTl

Second, the false negative ratio (FN) [64], defined in (10),
indicates the number of objects incorrectly detected during
the detection process.

MOTA =1 —

®)

®

>, FN;
>, GT,

Finally, the mismatch ratio (IDSW), which represents the
number of ID switches for the same object [63], is defined

by (11).

FN =

(10)

— IDSW.
Dsw = 2 D5V
ZI GTf

The MOTP represents the average overlap between all
tracked targets [63] defined in (12).

2 d;
2.

where ¢; denotes the total matches between the ground truth
and detection output, and d; is the bounding box overlap
between target i and the ground truth at frame index ¢. Finally,

(11)

MOTP = (12)
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MT and ML denote the number of successfully tracked
trajectories and unsuccessfully followed routes, respectively.

To evaluate the object association in real-time, we adopted
the metrics from [65], that is, identification precision (IDP),
identification recall (IDR), and F1 score (IDF1). These
standards are based on the number of false-positive identities
(IDFP), false-negative identities (IDFN), and true-positive
identities (IDTP), which are defined as follows:

IDTP
DP= ——— (13)
IDTP+IDFP
IDTP
IDR= ——— (14)
IDTP+IDFN
2IDTP
IDF1 = (15)
2IDTP+IDFP+IDFN

IDF1 is a performance evaluation of object association. The
truth-to-result mapping is not frame-by-frame but identity-
by-identity throughout the entire sequence. This approach
enables a more comprehensive evaluation of tracking per-
formance as it accounts for any potential changes in object
appearance or movement over time. For instance, an object
tracked correctly in one time frame, but not in the next frame,
is identified as an error in the identity-based evaluation,
whereas this would not be captured in a frame-by-frame
comparison.

C. MODEL TRAINING

For data augmentation, we applied random cropping
(between 0.3 and 0.9), random scaling (between 0.5 and 1.2),
photometric distortion (which changes an image’s brightness,
contrast, saturation, and hue), and random flipping of the
node’s location along a specified axis with a specified
probability. The initial learning rate was set as Se™>. The
network was trained for 50 epochs, with the learning rate
decaying five times after 10, 20, 30, 40, and 50 epochs.
The model was trained using a GeForce Tesla T4 GPU with
a batch size of 1. Focal loss (FL) was used to adjust for
imbalance in the object classes. The weight scales of the
classification and regression losses were set to 0.33 and
3.33, respectively. For the extraction and combination of
feature procedures, the threshold for randomly importing
two nearby frames for model training was set within three
frames of the current frame. For the object detection and
data association procedure, the detection score threshold
was set to 0.3, and computations were performed using the
distance2bbox module, as described previously. The center
reference location area of the object was set to 24 pixels, both
vertically and horizontally, from the center of the box. The
filtering process around the final object was performed using
the soft_nms module with the Gaussian method, and the IoU
threshold was set to 0.7. For the online tracking procedure, the
threshold for the number of frames used to save mismatched
tracks during association was set to 10, and the minimum
detection score threshold for object tracking was set to 0.3.
The first association, the second association, and initial new
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TABLE 2. Ablation study on VisDrone2019 validation set.

Models MOTAT | MOTPT | IDFIT | Prenf | Rellt | IDPT | IDRT | FNJ FP] | IDSWJ{
BM 105% | 69.7% | 30.0% | 60.7% | 38.0% | 38.9% | 24.4% | 70,730 | 28,126 | 3,295
BM+MI 24.6% | 724% | 352% | 78.1% | 36.9% | 54.9% | 259% | 72,012 | 11,798 | 2,285
BM+MI+M2 164% | 709% | 34.0% | 66.2% | 38.0% | 46.6% | 26.7% | 70,768 | 22,107 | 2,531
BM+MI1+M3 249% | 72.5% | 35.7% | 78.6% | 36.9% | 56.0% | 263% | 72,016 | 11461 | 2,185
BM+MI+M3+M4 | 251% | 719% | 423% | 77.4% | 36.3% | 66.2% | 31.1% | 72,667 | 12,104 | 698

track detection thresholds using IoU were set to 0.80, 0.50,
and 0.65, respectively.

V. EXPERIMENTAL RESULTS

A. ABLATION STUDY

In this section, an ablation study of the MTTIDT, which is
divided into four sub-modules, is performed. Our base model
(BM) is a center-based anchor-free network comprising
two sub-branches: classification and regression. We utilized
ResNet-18 and FPN as backbone networks. The details of
each sub-module are as follows:

o Sub-module 1 (M1): applying the “get_point”” module
to find the waypoints by searching where the same
object is within the two frames using use_stride_channel
function together with IoU, and figuring out how far
away the object is from its center via the CloU loss
function.

o Sub-module 2 (M2): using the “cls_attention” module
to focus on the image areas containing objects of a
specified class by multiplying the class feature metric
from the classification branch by the combined feature
metric before feeding into the regression branch to find
the location of an object.

o Sub-module 3 (M3): employing the “soft_nms’’ method
as a filter for low-quality bounding boxes that considers
both the detection score and IoU score.

e Sub-module 4 (M4): adding “ChainingX”’ method to
connect objects across frames by regression and takes
into account both objects with low and high detection
scores. This helps improve the object-ID tracking
performance.

The results of the ablation study on the VisDrone2019
validation set with 10-epoch training models are presented in
Table 2. Our base model (BM) started with 10.5% MOTA,
30% IDF1, and 3,295 IDSW. With the addition of M1 to
the base model, MOTA improved to 24.6%, IDF1 increased
to 35.2%, and IDSW decreased to 2,285. When M1 and
M2 were added to the base model, MOTA decreased to
16.4%, IDF1 decreased to 34.0%, and IDSW increased
to 2,531.

It can be seen that M2 reduces the overall performance of
the model. Consequently, M2 was removed in the subsequent
experiments. Next, we appended M1 and M3 to the base
model, and the overall performance was improved; that is,
MOTA increased to 24.9%, IDF1 increased to 35.7%, and
IDSW decreased to 2,185. Finally, our MTTIDT model
(BM+M1+4+M3+4+M4) achieved 25.1% for MOTA, 42.3% for
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IDF1, and 698 for IDSW. Next, a detailed discussion on the
performance of each model is provided. The objective of M1
is to focus more on the region of the object between the
two frames and the object’s center location. This allows it
to successfully maintain the features and locations of objects
across the frames of perspective shift in the UAV video.
M1 utilizes a CloU loss function, which incorporates the
concept of intersection over union (IoU) as well as the center
distance and aspect ratio, as opposed to utilizing the “‘center-
ness” method from FCOS in the base model. Despite its
complexity, M1 demonstrated the capability of converging
on the boundary box of the same object at a faster rate. For
this topic, we focus on the object positioning indications and
four major object tracking metrics, i.e., MOTA, MOTP, Prcn,
and FP. As shown in Table 2, FP decreased from 28,126 to
11,798, whereas MOTA, MOTP, and Prcn increased from
10.5%, 69.7%, and 60.7% to 24.6%, 72.4%, and 78.1%,
respectively. The results indicate that M1 helps achieve
a more accurate position of the object between frames
and significantly minimizes false positives, resulting in a
considerable increase in the overall efficiency of object
tracking, as shown in Fig.3. M2 is applied to an object
prediction network that simultaneously analyzes the features
from two adjacent frames. This effect can be observed when
objects are in motion, or when objects of the same class
overlap. When the location of the bounding box of an object is
incorrect, the efficacy of the object detection between frames
decreases. Note that for the values of MOTA, Prcn, FN, and
FP listed in the first and second rows of Table 2, FN decreased
from 72,012 to 70,768, indicating a more accurate object
detection. However, FP increased from 11,798 to 22,107,
whereas Prcn decreased from 78.1% to 66.2%, indicating
incorrect object position. Moreover, there is a decrease in
the MOTA from 24.6% to 16.4%, which drastically reduces
the tracking performance. An example of the M2 effect is
illustrated in Figure.4.

M3 utilizes a technique known as soft-NMS, which
effectively filters out low-quality bounding boxes by consid-
ering both the detection score and intersection over union
(IoU) score. This results in a reduction in the number
of bounding boxes for low-quality objects following the
initial object detection round. Importantly, the incorporation
of this technique did not significantly increase the overall
calculation time because the parameters were derived from
the previous process. To evaluate the performance of M3,
we must focus on the ID association indicators, that is, IDP,
IDR, and IDSW, and the detection indicators, that is, FN and
FP between models BM+M1 and BM+M1+M3. As shown

65247



IEEE Access

T. Keawboontan, M. Thammawichai: Toward Real-Time UAV Multi-Target Tracking Using Joint Detection and Tracking

FIGURE 3. Shows how M1 helps improve the results of identifying the bounding box. The image on the left shows the location of the
object as determined by BM, and the image on the right shows the result of the base BM + M1. Red circles indicate that there are
several bounding boxes around a single object. Green circles signify that the object’s bounding boxes have been correctly identified.

FIGURE 4. Shows the experimental outcomes for BM+M1 (left) vs. BM+M1+M2 (right). Red circles indicate that one single object
has several overlapped bounding boxes. Yellow circles indicate the losses from object detections. Green circles indicate that the
object’s bounding boxes have been accurately detected.

in Table 2, 1DP increased from 54.9% to 56.0%, IDR
increased from 25.9% to 26.3%, IDSW decreased from 2,285
to 2,185, and FP detection indicator decreased from 11,798
to 11,461. This module does not improve object detection; it
merely filters bounding boxes from the objects. Therefore, the
FN values did not change significantly. These results indicate
that M3 has a positive effect on ID matching, mainly because
of low-quality, false-positive object bounding box filtering,
as illustrated in Fig.5. Our MTTJDT Framework utilizes the
FCOSx method, which employs M1 and M3 modules as the
primary means of implementing object detection and data
association to enhance the precision of object detection. The
FCOSx method is initiated by identifying the approximate
object region using the get_point and use_stride_channel
functions. The object box positioning is further refined by
considering the center distance and aspect ratio from the
CloU, as determined by M1. Additionally, module M3 filters
out low-quality boxes by evaluating both the detection score
and the object box overlap area with soft_nms. The results
of implementing FCOSx (BM+M1+M3) demonstrated a
substantial improvement in the object positioning accuracy
when compared to the base method (BM). This was
demonstrated by a decrease in FP from 28,126 to 11,461 and
an increase in MOTA from 10.5% to 24.9%.

65248

To evaluate M4, the performance metrics of online
object tracking, that is, IDF1, IDP, IDR, IDSW, and
the overall object tracking performance indicator, MOTA,
were considered. Observe the models BM+M14-M3 and
BM+M1+4+M3+M4 from Table 2, the IDF1 increased from
35.7% to 42.3%, the IDP increases from 56.0% to 66.2%,
the IDR increased from 26.3% to 31.1%, and the IDSW
decreased from 2,185 to 698. The total tracking efficiency
of MOTA increased from 24.9% to 25.1%. As indicated
by the higher IDF1 value, the M4 method has been
shown to effectively address the limitations of traditional
re-identification methods by incorporating the locations of
momentarily missing objects stored in the buffer, including
those with low detection scores. This method employs
additional memory to store the locations of mismatched
objects while linking with a threshold of 10 frames. This
has no effect on the overall storage space; however, M4 uses
the position of these objects in relation to a Kalman filter-
predicted trajectory, which is capable of strengthening the
ID linkages across frames over time. This is the outcome of
comparing low-detection-score objects with object location
predictions that consider their movements. Figure 6 shows
the benefits of adding M4 to the object tracking phase. The
results illustrate that the model can track objects from frames
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70 to 110, with almost every object maintaining its original
ID.

Finally, we trained our MTTIDT model for up to
50 epochs to evaluate the performance of the VisDrone2019
test-dev dataset with 10 object categories. The results of
the test dataset for all scenarios are listed in Table 3.
Our MTTIDT utilizes TensorRT, a library developed by
NVIDIA, to optimize deep learning models for deployment in
NVIDIA graphics processing units (GPUs). The utilization of
TensorRT allowed for a significant increase in the processing
speed, with the ability to execute 77 frames per second (fps)
from the point of execution of the main function to the point
of exit. This processing speed is suitable for real-time appli-
cation. From Table 3, the top two sequences with the lowest
object tracking performance are uav0000188_00000_v and
uav0000073_04464_v, with MOTA values of 14.40% and
16.10%, respectively. These datasets consist of objects that
are both in motion and rather small. In addition, there are
low-light scenarios. The two subsets for which our MTTIDT
model achieved high performance are uav0000249_02688_v
and uav0000009_03358_v. These sequences are scenarios
in which the light level is high and most objects are large.
However, because of the sufficient amount of light in the
sequences, even tiny objects that are partially obscured can
be reliably recognized and tracked, as shown by the MOTA,
which are 49.80% and 49.30%, respectively.

To further analyze the factors that affect the performance,
we investigated the characteristics of each subset of the
VisDrone2019 test-dev dataset. The characteristic scores for
each aspect of the test sequences were defined as follows:

o ‘‘size” defines the average area of the bounding box (in

pixels) for all objects in a subset.

« ‘“center_move’ denotes the rate at which the object’s
center bounding box (pixel) moves between each frame
pair.

o ‘““density” denotes the density (in decimal) of the num-
ber of objects in the image, determined by comparing
the total number of objects to the total number of frames
in each subset.

o “brightness” defines the average brightness of each
subset’s images. The Python module ImageStat-Pillow
was used to calculate the brightness of each pixel in the
image.

« “people” and “vehicles” denote the percentages of the
two main types of objects in each subset, i.e., the people
and the vehicles, respectively.

o ‘“occlusion” defines as the average occlusion of all
objects in the frame of each subset.

o “SCDB” defines the multiplication of *size,” ‘“‘cen-
ter_move,” “‘density,” and “‘brightness”.

Figure 7 displays the normalized plots of the characteristic
scores of each subset. It can be inferred from Fig.7a that when
the ““size” is small, the “center_move” and the “density”
are high, which considerably decreases the performance of
MOTA and IDF1. As for the “brightness,” when the scene
is very dark at night or extremely bright during the day,
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the tracking performance decreases. Figure7b indicates that
MOTA and IDF1 are linear to the “SCDB” metric, i.e.,
“size,” “‘center_move,” ‘“‘density,” and ‘‘brightness’ are the
main factors that affect multiple object tracking capability.
Figure 8 shows that the size of the object and intensity
of the light in the image have a significant impact on the
performance of our MTTIDT model.

B. COMPARISON WITH STATE-OF-THE-ARTS

In this section, we compare the performance of our MTTIDT
model with that of related works in the literature using
the VisDrone2019 dataset. Details of each comparison are
provided in this section. The MOTDT model [66] solves
unreliable detection by accumulating candidates from both
detection and tracking and constructing a CNN-based scoring
mechanism to deliver the optimal selection. The SORT
method [35] uses the Kalman filter and Hungarian algorithm
to predict the location of the bounding box and matches it
with the current detection that has the greatest [oU value. The
MOTR model [67] executes a sequence prediction series by
updating the track query information. The Transformer [68]
method automatically begins a new track based on a query
for a specified item and follows an existing track in space
and time. The search for new tracks is predicated on
retaining the identification of the previous track queries.
The IOUT method [32] measures the similarity of detections
over successive frames using intersection-over-union (IoU).
Finally, the GOG model [69] correlates the detection inputs
in video frames using a minimum-cost flow algorithm and
a cost function computed from appearance and motion data
to estimate the number of trajectories, and birth and death
stages.

The proposed MTTIDT model incorporates the advantages
and disadvantages of each method into the core concept of
constructing an object detection and tracking network. The
MTTIDT is based on a JDT network that is appropriate
for online object tracking. We trained the model using
two adjacent frames to prevent loss of features between
frames. Our method processes only one frame, where the
current frame features are copied to the next frame to avoid
doubling up on processing, whereas other approaches input
a single frame at a time. Similar to the SORT approach,
we correlated data across frames using the Kalman filter
and Hungarian method. We adopted a similar approach
to MOTDT to use IoU to predict the track locations.
We followed the MOTR approach to save all track locations,
including the unmatched tracks, to be employed in the
next frame. Therefore, as illustrated in Table 4, our method
outperforms previous methods in the VisDrone2019 test-dev
set, attaining success rates of 31.2% for MOTA and 43.6%
for IDF1. Table 5 presents a runtime comparison between
our MTTJDT and other multi-object tracking methods on the
VisDrone2019 dataset reported in the literature. It appears
that our model is superior to the others in terms of achieving
a running time of 77 fps on a Tesla T4 GPU.
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FIGURE 5. Shows the improvement resulting from filtering of low-quality object bounding boxes via M3. The image on the left
represents the NMS filtering results of the BM+M1 model, while the image on the right represents the model BM+M1+M3
filtering outcomes. The red circle indicates that there are still boxes of low qualities within the object area. The green circle

represents the correct object’s bounding box.

FIGURE 6. Depicts the outcome of enhancing object tracking using the ChainingX technique of M4 module. Figure 6a demonstrates
the result of object tracking utilizing node chaining to link objects across frames from the BM+M1+M3. Figure 6b shows the
outcome of tracking objects using low-score detection and their expected positions to validate object identifications. Red circles
indicate that object IDs have been switched, while yellow circles indicate that objects have lost track, and green circles indicate
that object IDs are identified correctly.

After thorough analysis and testing, our proposed model
was found to be suitable for tracking UAV aerial video
objects during both daytime and nighttime conditions, as well
as during inclement weather. However, it should be noted
that there is still a limitation to the capability of our model
to detect and accurately track small objects in challenging
environments. These limitations can be attributed to the
following factors: First, our method involves identifying
the smallest boundary that can represent the boundary of
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the object from two consecutive frames using a reference
point (the center point). However, if the distance between
the reference points exceeds 24 pixels, as determined by
the algorithm, the position of the object may be deemed
unreliable. This limitation can lead to inaccurate locating
of small objects in densely populated scenes, particularly
when the bounding boxes of multiple small objects overlap.
Second, multiple trajectories of small objects, such as
people and pedestrians, may overlap because the reference
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TABLE 3. Evaluation on VisDrone2019 test-dev dataset with 10 object categories.

Datasets IDF1 IDP IDR Rell Prcn GT MT | ML FP FN IDSW MOTA MOTP # objects
uav0000120_04775_v | 47.10% | 68.80% | 3590% | 43.90% | 84.30% 329 55 159 3,482 23916 227 3530% | 73.10% 42,665
uav0000188_00000_v | 30.80% | 67.30% 19.90% | 22.20% | 74.80% 132 5 90 1,434 14,954 63 14.40% | 68.10% 19,211
uav0000201_00000_v | 32.30% | 52.40% | 23.40% | 35.10% | 78.60% 88 10 39 1,949 13,300 157 24.80% | 70.80% 20,478
uav0000077_00720_v | 47.80% | 69.20% | 36.50% | 48.30% | 91.50% 90 27 25 866 9,947 89 43.30% | 77.90% 19,244
uav0000088_00290_v | 20.50% | 48.00% 13.00% | 23.00% | 84.80% 119 3 76 901 16,884 329 17.40% | 68.90% 21,928
uav0000249_00001_v | 58.10% | 63.70% | 53.50% | 69.30% | 82.50% 173 78 52 1,251 2,612 148 52.80% | 75.60% 8,504

uav0000073_04464_v | 29.10% | 66.30% 18.70% | 22.30% | 79.20% 161 9 105 2,013 26,688 114 16.10% | 68.80% 34,344
uav0000161_00000_v | 41.60% | 68.90% | 29.80% | 35.20% | 81.40% 193 22 97 2,555 20,538 216 26.40% | 70.80% 31,691

uav0000009_03358_v | 45.00% | 55.80% | 37.70% | 59.80% | 88.50% 118 48 32 975 5,041 339 49.30% | 73.90% 12,531
uav0000119_02301_v | 55.30% | 89.00% | 40.10% | 42.00% | 93.30% 51 13 27 178 3,430 8 38.90% | 76.90% 5915
uav0000370_00001_v | 37.20% | 79.30% | 24.30% | 27.60% | 90.20% 25 7 10 74 1,791 6 24.40% | 73.80% 2,475
uav0000073_00600_v | 36.30% | 69.30% | 24.60% | 29.90% | 84.20% 103 16 60 803 10,038 75 23.70% | 73.30% 14,312
uav0000306_00230_v | 56.00% | 77.60% | 43.80% | 49.80% | 88.20% 124 26 44 981 7,368 78 42.50% | 74.00% 14,666
uav0000249_02688_v | 51.50% | 56.80% | 47.10% | 67.70% | 81.60% 168 74 41 1,119 2,366 192 49.80% | 75.20% 7,322
uav0000297_00000_v | 54.50% | 61.50% | 49.00% | 59.80% | 75.00% 175 66 49 1,773 3,577 208 37.60% | 76.10% 8,903
uav0000355_00001_v | 48.00% | 85.60% | 33.40% | 34.80% | 89.20% 76 27 32 598 9,284 29 30.40% | 77.50% 14,238
uav0000297_02761_v | 59.20% | 67.80% | 52.50% | 60.30% | 77.90% 168 44 42 5,024 11,647 137 42.80% | 73.10% 29,372
OVERALL 43.60% | 66.40% | 32.40% | 40.40% | 82.70% | 2,293 | 530 | 980 | 25976 | 183,381 2,415 31.20% | 73.20% 307,799
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FIGURE 7. (a) Depicts the rate of change of MOTA and IDF1 relative to object categories (people and vehicles), average object size (size),
and object movement. (center_move), the density of the number of objects in the image (density), and the brightness of the backdrop
(brightness) of each subset of data in VisDrone2019 test-dev (1 to 17). (b) Shows the MOTA and IDF1 of each subset against its dataset
characteristics score (SCDB).

TABLE 4. A comparison between MTTIDT and other approaches for MOT on the VisDrone2019 test-dev [56], [70].

Models Methods | MOTAT | MOTPT | IDFIT | MTT | ML] | FPJ ENJ | IDSWJ] | FMJ
MOTDT [66] DT 08% | 685% | 21.6% | 87 | 1,196 | 44,548 | 185453 | 1437 | 3,600
SORT [35] TBD 140% | 732% | 38.0% | 506 | 545 | 80,845 | 112,945 | 3,629 | 4,838
MOTR [67] IDT 228% | 72.8% | 414% | 272 | 825 | 28,407 | 147,937 | 959 | 3,980
TrackFormer [68] DT 25% 73.9% | 30.5% | 385 | 770 | 25,856 | 141,526 | 4,840 | 4,855
TOUT [32] TBD 28.1% | 747% | 389% | 467 | 670 | 36,158 | 126,549 | 2393 | 3,829
GOG [69] TBD 28.7% | 76.1% | 364% | 346 | 836 | 17,706 | 144,657 | 1,387 | 2,237
MTTIDT (Ours) DT 312% | 732% | 43.6% | 530 | 980 | 25076 | 183,381 | 2,415 | 6,514

TABLE 5. Speed comparison of MTTIDT and other approaches for MOT on the VisDrone2019 dataset [71].

Models GPU CPU PL Framework Speed (fps)
HMTT [72] GTX TITAN X Intel i7-4790K @4.00GHz Python CenterNet [73]+I0OU tracker [32] 0.4
IITD_DeepSort [74] Tesla K80 Intel Xeon 1.70GHzx16 Python RetinaNet [75]+DeepSORT [36] 0.3
T&D-OF [71] TITAN X MAXWELL Intel i7-7700(48GB) Python R-FCN [76]+MOTDT [66] 0.3
TNT_DRONE [77] Quadro GV100/Titan Xpx2 Intel i7-7700K @4.20GHz Python, Matlab | Faster R-CNN [19] +TrackletNet [78], [79] 32
OS-MOT [71] GTX980 Intel i7-6700K @4.00GHzx8(16GB) Matlab auction assign [80] 5
VCLDAN [81] GTX 1080Ti Intel Xeon E5-2640@2.40GHz Python DAN [81] 6.3
Flow-Tracker [82] GTX 1080Ti Intel Xeon E5-1650v4@3.60GHzx12 Python Cascade R-CNN [83]+IoU Tracker [32] 5
TrackKITSY [81] NVS5200M Intel i7-6700@3.40GHz (16GB) C++ Cascade R-CNN [83]+TrackCG [77] 10
SGAN [71] Titan X Pascal Intel i7-6700@3.40GHz Python Social-LSTM [84] 1.5
DBAI-Tracker [71] Tesla V100 Intel Xeon Platinum 8160 Python Cascade R-CNN [83]+GOG [69] 20 ~ 50
MTTIDT (Ours) Tesla T4 Intel(R) Xeon(R)@2.20GHz Python FCOSx + ByteTrack [50] 77

points are too close to one another. Consequently, the challenging environments, including cluttered backgrounds,
model may assign an invalid ID to the object. Moreover, shadows, and lighting conditions, can significantly affect
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(b)

FIGURE 8. lllustrates our MTTIDT method’s test results. Figure 8a demonstrates the object tracking results of the two subsets with
the lowest performance. Yellow circles illustrate tiny or moving objects. A red circle denotes objects that are in low-light
environments. Figure 8b presents example results of multiple object tracking on the two highest-performing subsets. The blue
circle indicates objects that are concealed by the background, and green circles indicate tiny and occluded objects. Nonetheless,
they are correctly identified when there is enough light in the scenario.

object tracking performance because it is more difficult to
differentiate between the object of interest and other elements
in the scene.

VI. CONCLUSION

This paper presents a framework for online MOT based
on joint detection and tracking. By using adjacent frame
pairs as inputs and sharing the features, the efficiency
of the feature extraction increases. In addition, using a
multi-loss function to train our model, it is feasible to
rectify the disparity between challenging classes and samples.
By associating objects between frames, we focus on ID
verification using dual regression bounding boxes that stress
the center distance of objects between frames rather than
the object area only and utilize a single regression for
movement forecasting. Online tracking is also possible by
predicting the position of an object in the next frame and
by exploiting detection techniques that consider objects with
both high and low detection scores corresponding to their
predicted trajectories to find the same object across frames.
Our proposed model can achieve multiple object tracking
in real-time. The experimental results show that our method
receives the highest MOTA and IDF1 scores for MOT on the
VisDrone2019 test-dev for all ten object categories of interest
compared with previous work in the literature. Although our
model is less efficient in detecting and tracking small objects
in challenging environments, we will consider using a larger

65252
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network for object feature separation to accomplish this goal
in the future. In future work, one can consider ensemble
learning, which combines the functionalities of different deep
learning models. Multi-camera multi-object tracking is also a
challenge.
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