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ABSTRACT Cross-corpus speech emotion recognition(SER) is a hot topic in emotion classification. Cross-
corpus SER includes these four issues:feature selection, differences constraint, label regression and preser-
vation of discriminative emotion features. Seldom literature can solve these four issues jointly in previous
studies.In this work,we propose the transfer emotion-discriminative features subspace learning(TEDFSL)
method.Acoustic features are extracted by the OpenSMILE in the source and target data. Then the extracted
features are sent into CNN+BLSTM to learn higher-level global features and time series. The common
low-dimensional subspace of the source data and target data is learned by Linear Discriminant analysis
(LDA) to reduce the dimension and Maximum Mean Discrepancy (MMD) and Graph Embedding (GE) to
constraint the differences between source data and target data. The common low- dimensional subspace
is combined with the label regression matrix to learn the relationship between labels and features,after
which the, DNN is selected as the final classifier to preserve emotion-discriminative features, emotion-aware
center loss(lc) is added and extensive experiments are carried out on cross-corpus SER tasks and the results
demonstrate that our proposed method is superior to state-of-art cross-corpus SER.

INDEX TERMS Cross–corpus speech emotion recognition, maximummean discrepancy, graph embedding,
label regression matrix, emotion-aware center loss.

I. INTRODUCTION
With the development of artificial intelligence, making com-
puters interact with humans in the most natural way has
become a research hotspot [1], [2], [3]. The earliest research
on SER was conducted in the 1980s. In 1999, Moriyama
realized an interface that could recognize users’ emotions
at an e-commerce interface [4]. Since the beginning of the
21st century, an increasing numbers of scholars have con-
ducted research on speech emotion recognition, including
creating SER competitions, creating a journal of emotion
classification, researching open-source tools related to emo-
tion feature extraction, and conducting academic conferences
on SER. In 2005, the International Conference on Affec-
tive Computing and Intelligence Interaction was held [5].

The associate editor coordinating the review of this manuscript and
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The INTERSPEED EMOTION Challenge [6] was estab-
lished in 2009. In 2011, the Audio/Visual Emission Challenge
and Workshop (AVEC) was established. In 2010, the IEEE
Transactions on Affective Computing, a journal related to
emotion classification, was established. Eyben developed
the openSMILE and openEAR tools to extract acoustic
features [7].

Speech emotion classification initially uses machine learn-
ing classifiers, such as support vector machine (SVM), deci-
sion tree, and random forest [8], [9]. However, machine
learning has a poor ability to extract complex features.
Deep learning models, such as convolution neural network
(DNN), deep confidence neural network (DBN), and bidirec-
tional cyclic memory neural network (BLSTM), can extract
deeper features through deeper neural networks and the
nonlinear transformation of activation functions on input
features [10], [11], [12], [13]. Therefore, the deep learning
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classifier has gradually replaced the machine learning
classifier.

The experimental results of these algorithm models were
better when the source data and the target data were the same.
However, in reality, databases are often recorded in different
environments. There are differences in social background,
sex, and age between the different databases. The influence
of these factors leads to a decline in the generalization abil-
ity of the models. Therefore, this problem has prompted
some scholars to develop cross-corpus SER. Chen et al. [14]
considered that many sutdies only considered the common
knowledge of the target and source domains, while ignor-
ing the specific information of the two domains. Therefore,
they proposed dual subspace transfer learning (DSTL) to
utilize the two types of information. DSTL can not only
alleviate domain differences, but also makes good use of
specific information. Li et al. [15] used a two-hemisphere
adversarial neural networks (BIDANN). Two hemispheres,
one controls the source data and the other controls the target
data. The global discriminator attempts to reduce the possi-
ble domain differences between the source domain and the
target domain in each hemisphere to achieve cross-corpus
SER. Ocquaye et al. [16] proposed a dual exclusive attention
transfer method combined with correlated alignment loss.
The function of the correlation alignment is to minimize the
domain offsets. Song et al. [17] proposed transfer subspace
learning based on non-negative matrix decomposition to find
the shared feature subspaces between the source data and
target data. Only in this way can the information of the source
data be transferred to the target data and the differences be
eliminated.However,the limitation of these methods are as
follows:(1) Feature selection, global difference constraint,
local difference constraint, and the mapping relationship
between features and labels are all critical components of
transfer subspace learning.These methods can not solve these
four issues jointly.(2) Many transfer learning methods ignore
the emotion discriminative features while reducing the differ-
ences between source and target data.

In this study,we proposed the TEDFSL method. We set
the projection matrix to Q and the regression matrix to P.
The function of projection matrix is to find the common
feature subspace of source data and target data, and the
function of regression matrix is to establish the regression
model, then learn the mapping relationship between features
and labels.In TEDFSL method, we optimized the total loss
of MMD+GE+LDA+label regression(LR) by finding opti-
mal projection matrix Q and regression matrix P then we
added the lc.The contributions of our paper are as follows:
(1) TEDFSL method solved feature selection, differences
constraint and label regression jointly in low- dimensional
common transfer subspace learning,which is superior to pre-
vious transfer subspace learning methods.(2)Previous trans-
fer learning methods narrowed the differences between
source data and target data excessively and ignored the emo-
tion discriminative features.lc is considered in the TEDFSL
method.

II. RELATED WORK
The basic idea of transfer subspace learning is to map the
source data and target data from a high-dimensional fea-
ture space to a common low-dimensional subspace by using
the difference constraint method. Transfer subspace learning
typically includes three components: feature selection, label
information mapping and regression, and feature distribution
similarity constraints. The function of feature selection is
to ensure the formation of low-dimensional subspaces and
to avoid dimension disasters. Because many deep learning
models require a large amount of labeled data.However, it is
difficult to obtain a large amount of labeled data [18], [19],
and the function of label regression is to solve the problem
of unlabeled target data. Through the regression matrix, the
feature is mapped to the label space, so that the label infor-
mation of the source data is transferred to the target data. The
function of the feature distribution differences constraint is to
reduce the difference in the feature distribution between the
source and target data. Common constraints include MMD
constraint and GE constraint. Among them, MMD is the
global difference constraint algorithm and GE is the local
difference constraint algorithm. In this subspace, not only
is the feature distribution of the source data and the target
data being similar, but the feature dimension can also be
reduced to avoid dimension disaster, so that the knowledge
learned from the source dataset can be transferred to the target
dataset more effectively. Song et al. [20] proposed a transfer
discriminative analysis (TDA) method. The basic idea of
TDA is to combine the LDA subspace dimension reduction
method with the MMD algorithm to form a low- dimen-
sional subspace with a similar feature distribution between
the source target datasets. Chen et al. [21] proposed a target
adaptive subspace learning (TaSL) method. TaSL uses l1
Normal form as a label regression, and the l2,1 normal form
is used to reduce the difference between the source and target
datasets.The TaSL subspace can accurately predict the feature
labels. Liu et al. [22] proposed the method of transfer sub-
space learning (TRaSL). TRaSL converts the feature space
of the source and target datasets into a label space. In label
space, the feature distributions are similar. In their method,
the source dataset was labeled, while the target dataset was
unlabeled. TRaSL can effectively use the labels of the source
dataset to predict the emotional category of the target dataset
by training it. Zhang and Song [23] proposed a transfer sparse
discriminative subspace learning (TSDSL) method. To obtain
representative features between different corpora, they use
l2,1 Paradigm.To take advantage of the correlation between
different corpora, they proposed a new nearest- neighbor
graph as a distance metric. Compared to theMMD algorithm,
the nearest neighbor graph can retain the local geometric
structure of the data.

However,these methods can not include feature selec-
tion, label information mapping and regression, and feature
distribution similarity constraint simultaneously.Reducing
either of them will lead to poor performance of cross-
corpus SER.
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FIGURE 1. The structure of TEDFSL.

III. OUR PROPOSED MODEL
The structure of the TEDFSL is shown in Figure 1.The
TEDFSL includes three components: feature extraction,
lowdimensional common subspace learning and emotion
classification. Low-dimensional common subspace learning
includes LDA,MMD+GE,LSR and lc.In the stage of emo-
tion classification stage,DNN was selected as an emotion
classifier.

A. SYMBOL DESCRIPTION
Ds,Dt represents the source and target domains respectively.
ns represents the number of source domain samples,nt
represents the number of target domain samples, X s =

[x1, . . .xns ] represents the source domain sample data,X t =

[x1, . . .xnt ] represents the target domain sample data,
Y s

=[ys1,ys2, . . .ysn] represents the sample label of the source
dataset.Q represents the projection matrix and P represents
the regression matrix.

B. OBJECTIVE FUNCTION OF TEDFSL
Some traditional transfer learning methods only consider
reducing the domain differences between the source data and
target data, while ignoring the emotional discrimination fea-
tures. In TEDFSL,we got a common subspace of the features
by combining LDA,MMD+GE and LSR.In this subspace,the
dimension of the features was reduced to 150 by LDA and it
preserved commonality between domains by MMD+GE and
it can learn the relationship between the feature representa-
tion and the corresponding label by LSR Although DNN is
used as final classifier,we need label regression matrix P to
describe the relationship between the feature representation
and the corresponding label.If we remove label regression
matrix p,the label information can not be utilized.Combining
label regression matrix P with DNN is a kind of secondary
classification.Moreover, secondary classification can have
higher accuracy compared to primary classification.After
that,lc was added to preserve emotion-discriminative features
in subspace. In this study,the openSMILE tool package was
used to extract effective emotional features, and the feature
set of the INTERSPEECH2010 Language Challenge was
selected, with a feature dimension of 1582.

1) FEATURE EXTRACTION
The features of the INTERSPEECH2010 Language Chal-
lenge are shown in Table 1. We inputted the extracted speech

TABLE 1. Types of features in interspeech2010 language challenge.

FIGURE 2. The flow chart of feature extraction.

features into the CNN, and then through CNN convolution
and pooling operations [24], the output of the CNN was
used as the input of BLSTM. The infrastructure of the CNN
includes four convolution layers,a pooling layer, and a dense
layer,which can extract global features. There were 64, 128,
256 and 512 convolution kernels in the first to fourth convo-
lution layers. The size of the convolution layer was 3 ∗ 3, the
stripe was 1 ∗ 1, the size of the pooling layer was 4 ∗ 4, and
the step size was 4 ∗ 4. The BLSTM model was introduced
to realize the two-way memory of information.The contex-
tual dependency information for acoustic features can be
extracted through BLSTM. Both global and local features are
beneficial to speech emotion recognition.Therefore, we com-
bined CNN+BLSTM allowing the extraction of global and
local features simultaneously [25]. The number of hidden
cells in the BLSTM was set to 128. A flow chart of feature
extraction is shown in Figure 2.

2) LDA
We first used the LDA method to reduce the feature dimen-
sions of the multimodal feature space in the source and target
data. LDA projects the data into a subspace such that the dis-
tance between the data of the same category is the minimum,
and the distance between the data of different categories is
the maximum. The steps are as follows:

µ(i)
=

1
ni

∑
x∈ classi

x (1)

µ =
1
m

∑m

i=1
xi (2)

Sb =

∑c

i=1
ni

(
µ(i)

− µ
) (

µ(i)
− µ

)T
(3)

Sw =

∑c

i=1

∑ni

j=1

(
x(i)j − µ(i)

) (
x(i)j − µ(i)

)T
(4)

Wopt = argmax
tr

(
QTSbQ

)
tr

(
QTSwQ

) = min tr
(
QT (Sw − βSb)Q

)
(5)

56338 VOLUME 11, 2023



Z. Kexin, L. Yunxiang: Speech Emotion Recognition Based on TEDFSL

ni is the number of samples belonging to class i, xi is the
ith sample, µ(i) is the sample mean of class i, µ is the mean
of all samples, Wopt represens the projection matrix formed
by a set of optimal discriminant features space. β is used to
balance the importance between Sw and Sb.

3) MMD
We designed X = [Xs,Xt] ϵRm∗n as a feature matrix.
Xs= [x1, . . .xns ] are the features of the source data,
Xt= [xns+1, . . .xn] are the features of the target data. We cal-
culated the MMD values between the source data and the
target data. The MMD was calculated as:

G
(
Cs,Ct)

= ||
1
ns

∑ns

i=1
Cs
s −

1
nt

∑nt

j=1
ctj||

2

= tr
(
QTXMXTQ

)
(6)

Tr() is a trace of a matrix andM is theMMDmatrix. Mwas
calculated as:

mi,j =



1
n2s

xi, xjϵXs

1

n2t
xi, xjϵXt

−1
nsnt

otherwise

(7)

csi represents the sample of the source data,ctj represents
the sample of the target dataset, Csrepresents the common
features of the source data after feature subspace mapping,
Ct represents the common features of the target data after
subspace mapping.

4) GE
Although MMD can reduce the differences between the
source and target data, it neglects the data’s geometric infor-
mation. GE was used to maintain this geometric information.
GE considers the similarity of samples in the neighborhood
as a distribution difference constraint. For each sample vec-
tor, we can determine its p-nearest neighbors in terms of
Euclidean distance. A 0-1 matrix was used in this study. The
weight value of the adjacent points was 1, and that of the
non-adjacent points was 0. The 0-1 weight matrix W = wij
of the GE can be calculated as equal (8)

wi,j =

{
1ifxsi∈Np

(
xtj

)
or xtj∈Np

(
xsi

)
0 otherwise

(8)

xsi represents the feature of the source data, xtj represents

the feature of the target data, Np

(
xtj

)
represents the p nearest

neighbors of xtj,Np
(
xsi

)
represents the p nearest neighbors

of xsi .
The function of GE was calculated as:

G(Q) =
1
2

∑N

i,j=1
||ci − cj||2wi,j

=
1
2
(
∑N

i=1
c2i

∑N

j=1
wij +

∑N

j=1
c2j

∑N

i=1
wi,j

− 2
∑N

i=1

∑N

j=1
cicjwi,j)

=

∑N

i=1
c2i Dii −

∑N

i=1

∑N

j=1
cicjwi,j

= tr(QTXLXTQ) (9)

L=D-W is a Laplacian matrix, D is a diagonal matrix, and
each element on its diagonal is the sum of the corresponding
columns of W. ci and cj are low dimensional representations
of the two data points.

5) LSR
TEDFSL combines subspace learning and regression meth-
ods in a unified framework. In the subspace formed by
LDA+MMD+GE, we introduced a regression coefficient
matrix, and used the least-squares regression method to
describe the relationship between the feature representation
and the corresponding label,whichmakes themodelmore dis-
criminative and can better predict the label information of the
target domain test data. Therefore, we introduced a regression
matrix P to achieve this goal. The proposed regression model
can be described as follows:

min||Y − PQTX||
2
F (10)

6) lc
Some traditional transfer learning methods only consider
reducing the domain differences between the source data
and target data while ignoring the emotion-discriminative
features.Therefore, lc is introduced. Some traditional transfer
learning methods only consider reducing the domain differ-
ences between the source data and target data while ignor-
ing the emotion-discriminative features. To solve this issue,
we combined lc with MMD and GE. The core idea of lc is
to learn emotion-discriminative and domain-invariant feature
representations simultaneously. Since emotions in different
domains have distant centers of emotion classes, we intro-
duced the prior knowledge of emotion categories into deep
feature learning to maintain the emotion discrimination of
speech features [26]. lc can be calculated as follows:

lc =

∑ns

i=1
max

(
0,

∥∥∥fik − ci
∥∥∥2
2
− α1

)
+

∑c

p,q=1p̸=q
max

(
1, α2 −

∥∥∥cbp − cbq
∥∥∥2
2

)
(11)

ns represents the number of source samples, fs,ik represents
the ith speech sample in the common space of the source
dataset, ci represents the feature center of the emotion cat-
egory corresponding to the ith speech sample in the entire
source data, α1 and α2 are the thresholds for adjusting the
distances, cbp represents the mini-batch feature centers of the
pth emotion category, cbqrepresents the mini-batch feature
centers of the qth emotion category. cbqcan be calculated as
follow:

cbq =
1

nqb

∑
1≤i≤nqb

f s,ik (12)
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FIGURE 3. Flow chart of emotion classification.

nqb is the number of samples corresponding to the qth
emotion category.

The objective function of TEDFSL can be written as:

Ltotal = min||Y − PQTX||
2
F + tr(QT(Sw−βSb)Q)

+ µtr(QTXMXTQ) + γ tr(QTXLXTQ) + Lc (13)

C. OPTIMIZATION
TEDFSL firstly searches for the optimal transfer subspace
by selecting the optimal P and Q values through an iterative
algorithm. Secondly, based on the formation of the optimal
transfer subspace, lc is added to minimize l total .

(1) Update Q: Minimize l total by fixing P and updating Q.
Take the partial derivative of Q and set it equal to 0

∂total
∂Q

= (Sw−βSb)Q + µXMXTQ + γXLXTQ

+ XXTQ − XYTP = 0 (14)

Q = (Sw−βSb+µXMXT
+γXLXT

+XXT)
−1

XYTP

(15)

(2)Update P: Fix Q and determine the minimum value for
min ||Y − PQTX||2F =min tr(YTY − 2YTPQTX). Using a

singular value solution for YXTQ, SVD(YXTQ)= U3VT ,
could be obtained.

tr(Tr(PTYXTQ) = tr(PTU3VT) = tr(VTPTU3) (16)

Therefore,the optimal P is:

P = UVT (17)

(2) After solving Steps (1) and (2), lc is added to make
minimize l total .

D. EMOTION CLASSIFICATION
A flow chart of emotion classification is shown in Figure 3.
In TEDFSL,the dimension of features was reduced
from 1582 to 150 and the relationship between the feature
representation and the corresponding labels was formed,then
we sent the features and corresponding labels formed by
TEDFSL into DNN to make the final emotion classifica-
tion.The label regression matrix P is not sufficient for accu-
rate classification.Therefore, we added aDNN to learn deeper
information about TEDFSL for the final classification.

IV. EXPERIMENT
To validate the effectiveness of the TEDFSL algorithm,
this paper conducted cross-corpus SER on the IEMOCAP,
YouTube and MOUD datasets. It was also compared with

traditional principal component analysis (PCA), LDA, and
TRaSL [22], TSDSL [23], TDLR [27] transfer subspace SER.

A. DATASETS
The YouTube dataset consisted of 47 videos along with tran-
scriptions. The YouTube database is a video and recording
of different topics such as politics and electronic product
reviews. These emotions included happiness, anger, sad-
ness, neutrality, fear and surprise. The speakers are included
20 women and 27 men with different backgrounds.
The IEMOCAP database is a multimodal database, that

includes text and speech data. Ihis includes anger, happi-
ness, sadness, neutrality, depression, fear and surprise. The
IEMOCAP database supports video and audio, as well as text
transcription of all words. The database contains 5331 audio
and text transcriptions.
The AVEC database was recorded by 16 men and

16 women in a natural environment. These emotions included
fear, surprise, disgust, happiness, neutrality, sadness and
anger.
The three datasets selected for this study were divided into

six sets of cross-corpus SER experiments:
IE-Yo: IEMOCAP as source dataset, YouTube as target

dataset.
Yo- IE: YouTube as source data, IEMOCAP as target data.
IE-AV: IEMOCAP as source data, AVEC as target data.
AV- IE: AVEC as source data, IEMOCAP as target data.
Yo- AV: YouTube as source data, AVEC as target data.
AV- Yo: AVEC as source data, YouTube as target data.
The source and target data were each divided into 10 parts,

with all the source data and 7/10 of the target data used
for training and 3/10 of the target data used for testing.We
selected happiness, anger, sadness, neutrality, fear and sur-
prise these emotional types for analysis. The collected
datasets had the problem of data imbalance. To solve the prob-
lem of data imbalance, the method of data balance proposed
in [28] was used. For example, for these two emotions, hap-
piness and sadness, down sampling was performed to reduce
the number of samples because they had the largest number
of samples.There were 700 samples in source datasets and
300 samples in target datasets.

B. EXPERIMENTAL SETUP
The running environment of the experiment was Windows
system. The programming language was python, the frame-
work of deep learning were tensorflow and keras. And the
hardware environment of the experiment was PC. In all of
these methods, dropout was set to 0.5, and the learning rate
was set to 0.001. Adam was chosen as the optimizer. In this
paper, the value of β was set to 0.1, the parameters µ and
γ were chosen from {0.001, 0.01, 0.1, 1, 10, 100} using a
grid search method, and the number of neighborhood points
was set to 8. The values of the parameters of the transfer
learning method for the comparison were also chosen from
{0.001, 0.01, 0.1, 1, 10, 100}. Common evaluation metrics
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included accuracy, recall and F1. Accuracy (P) is the ratio
of the classifier’s predictions of the positive samples and
predicted samples to all predicted samples. Recall (R) was
the ratio of samples for which the classifier had positive and
correct predictions to all samples with true predictions.

The value of recall can be calculated as:

R =
TP

TP + FN
(18)

TP represents the number of predicted positive samples
and actually positive samples.FN represents the number of
predicted negative samples and actual positive samples.F1 is
the harmonic average based on accuracy and recall. In this
paper,the accuracy and F1 were chosen as the evaluation
indicators. F1 was calculated as follow:

F1 =
2 ∗ P ∗ R
P+ R

(19)

C. RESULTS
Based on Tables 2 and table 3, the following conclusions
could be obtained:

(1) Among the traditional methods, LDA is superior
to PCA.This is because LDA selects the projection direc-
tion with the best classification performance, whereas PCA
selects the direction with the greatest variance in the projec-
tion of the sample points. LDA allows for a better consider-
ation of category information in a subspace dimensionality
reduction approach.

(2)The methods that used a transfer subspace improved the
accuracy and F1 values by between approximately 10% and
17% respectively compared to the methods that did not use a
transfer subspace.The traditional approach is only suitable for
situations inwhich the source and target datasets are identical.
It was not possible to form subspaces that could constrain
the differences as the transfer learning subspaces did.The
differences between the various databases had a negative
impact on the effectiveness of SER.

(3) TEDFSL achieved an improvement in accuracy and
F1 values of approximately 10-20% compared to the com-
parison transfer subspace method. The TEDFSL algorithm
considered feature selection, global disparity constraints,
local disparity constraints and feature-label mapping rela-
tionships when solving for a common low-dimensional sub-
space.In addition, the differences between the source and
target datasets were reduced without neglecting the features
with sentiment discrimination.However, other transfer sub-
space methods cannot effectively combine these factors into
consideration.

(4) In the comparison of the TRaSL, TSDSL and TDLR
transfer subspace methods, TDLR was the best, followed by
TSDSL, and TRaSL was the worst. It was due to the fact
that TRaSL only considered feature-label regression map-
ping andMMD, which lacked representative feature selection
as well as local disparity constraints compared to TDLR.
TSDSL only considered feature selection and local disparity
constraints, compared to TDLRwhich lacked global disparity

TABLE 2. Accuracy(% ) for different comparison methods.

TABLE 3. F1 (%) for different comparison methods.

constraints and label regression. It was thus demonstrated
that knowledge transfer can only be effectively achieved
by considering an integrated approach to feature selection,
global disparity constraints, local discrepancy constraints and
feature-label mapping relationships.

D. ABLATION EXPERIMENTS
This section of the ablation experiment was conducted in
order to analyze the degree of importance of each TEDFSL
component. The experiments were divided into the following
5 groups, with each group removing only one portion of the
objective function expression of the TDAFSL and leaving the
rest unchanged. The accuracy of TEDFSLwas also compared
among the following five groups and the results of the com-
parison are shown in Figure 3:
(1) TEDFSL1:remove feature label regression.
(2) TEDFSL2:remove feature reduction
(3) TEDFSL3:remove MMD constraint.
(4) TEDFSL4:remove GE constraint.
(5) TEDFSL5:remove lc
As shown in Figure 4, compared to TEDFSL, the

accuracies of the three groups TEDFSL1, TEDFSL3, and
.TEDFSL4 decreased to a greater extent than those of
TEDFSL2 and TEDFSL5. This result demonstrated that the
two most important factors for cross-corpus SER were the
MMD,GE disparity constraint and the label regressionmatrix
P. The superiority of TEDFSL over TEDFSL2 proves the
importance of feature dimensionality reduction in removing
redundant high-dimensional features. TEDFSL outperformed
TEDFSL5 proved that the importance of selecting features
with emotion discriminative features.

E. PARAMETRIC ANALYSIS
We need to choose suitable parameters for the target

expression min ||Y − PQTX||
2
F+ tr(QT(Sw−βSb)Q) +

µtr(QTXMXTQ)+ γ tr(QTXLXTQ)+ Lc of the TEDFSL to
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FIGURE 4. Accuracy of ablation experiments.

FIGURE 5. The accuracy of TEDFSL with different µ.

FIGURE 6. The accuracy of TEDFSL with different γ .

achieve the best SER results. Figures 5 and Figure 6 showed
the accuracies for different values of µ, γ , respectively.
As shown in Figure 5, µ increased gradually between

[0.0011, with the best results between [1,10] and mostly a
decreasing trend between [10,100]. µ was worst at 100 and
best at 1. Therefore µ = 1 was chosen. The µ value is neither
too small nor too large. Too small is similar to traditional
subspace learning, with insignificant disparity constraints.
An excessively large would compromise the emotion- dis-
criminative features. As shown in Figure 6, γ performed best
at a value of 10. γ decreased gradually at [10,100]. This
is because a small value of γ would weaken the effect of

the local disparity constraint, and a large value would ignore
information about the category structure.

V. CONCLUSION
In this study,we proposed the TEDFSL method to address the
low accuracy of cross-corpus SER. This method combines
LDA, MMD, GE and label regression (LSR) to form a low-
dimensional transfer subspace by jointly optimizing projec-
tion matrix Q and regression matrix P. The LDA algorithm
was used to project the features into a low dimensional sub-
space to reduce the feature dimension. Then, the MMD was
used to constrain the global difference between the source
data and the target data in the low dimensional subspace, and
GE was used to constrain the local difference between the
source data and the target data. In addition, the label regres-
sion matrix was used to learn the relationship between labels
and features, so as to achieve the transfer from the source
dataset to the target dataset.Moreover,lc was designed to pre-
serve emotion-discriminative features.The TEDFSL method
solves the feature selection, differences constraint and label
regression jointly in low-dimensional common transfer sub-
space learning,which is superior to previous transfer subspace
learning methods.

The limitations of this study are as follows:(1) This paper
only used audio modality, and did not fuse with other modal-
ities, such as facial expression, blood pressure and heart
rate.(2) The SER datasets contain a small number of emo-
tions, which are all basic emotions. However, the emotions
in real life are rich and colorful, not limited to happiness,
sadness, anger, neutrality and surprise in the selected data set.
These problems need to be addressed in the future study.
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