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ABSTRACT The performance of deep learning models, such as convolutional neural networks (CNN)s,
is highly dependent on the size of the training dataset. Consequently, it can be challenging to achieve
satisfactory performance when training models from scratch in low-data environments. To address this
issue, using knowledge transfer approaches from pre-trained networks can be particularly useful. In this
study, we implement different experiments for standard transfer learning approaches as our baseline and
introduce a novel knowledge transfer approach, called teacher-student learning, to improve the performance
of predictive models in diagnostic medical imaging. Specifically, we investigate various configurations in the
teacher-student learning framework inspired by the activation attention transfer in computer vision models
to help address some challenges faced in medical imaging, such as the limited availability of annotated data
and limited computing resources. We show that the teacher-student learning approach holds great promise
in significantly enhancing the performance of diagnostic models. The implications of our findings could be
instrumental in improving healthcare accessibility and affordability as they may enable the development of
cost-effective and widely accessible medical imaging technologies, particularly in limited data environments.

INDEX TERMS Deep learning, medical image, transfer learning, attention transfer, small dataset, teacher-
student.

I. INTRODUCTION These shortcomings have stimulated a large amount of

Artificial Intelligence has gained attention as essential sup-
port for rapid clinical decisions from medical images in sev-
eral life-threatening diseases [1], [2]. In this context, special
attention is given to deep learning algorithms, namely convo-
lutional neural network (CNN) models, which have become
the backbone of various medical image computing platforms
and clinical diagnosis applications [3], [4], [5]. However,
training CNN models from random initialization is compute-
intensive, memory-demanding, and requires a large amount
of annotated data that is not often accessible in the clinical
setting [6].
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research in the field of knowledge transfer for CNN net-
works [7], [8], [9], [10], [11], [12], [13], [14], [15]. The most
popular knowledge transfer approach is transfer learning
which involves using a pre-trained model as a starting point
for a new task and fine-tuning it on a smaller dataset [13].
Transfer learning may restrict the network’s capacity to pre-
vent overfitting on the small dataset. However, this approach
can still be a powerful technique to achieve good performance
on the new task with a few data points and computational
resources [14], [16]. Transfer learning has been the basis
for CNN-based diagnostic imaging such as skin cancer [17],
[18], chest X-rays [19], [20], [21], [22], [23], [24], Diabetic
Retinopathy [25], [26], [27], [28], [29], Alzheimer’s Dis-
ease [30], [31], and sleep monitoring [32].
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Transfer learning makes a balance between the capacity of
the network and the size of the dataset that avoids overfitting.
In an empirical study conducted by Raghu et al. [19], it has
been shown that the transfer learning from ImageNet to med-
ical images obtained a similar performance in comparison
to smaller architectures trained on medical image datasets
from scratch. Moreover, Jang et al. [33] also reported that
transfer learning may not help if the two tasks and/or datasets
are semantically distinct (e.g., transfer learning from and
ImageNet to the medical imaging domain). To address these
shortcomings and improve performance, researchers have
actively studied another type of knowledge transfer in CNNs
called the teacher-student learning framework [7], [11], [12],
[15]. In this framework, the network providing knowledge is
called the teacher, and the network learning the knowledge is
called the student. During training, a student network learns
to imitate the output of a teacher network or ensemble of
networks. Teacher-student learning frameworks have been
widely used for performance improvement (especially for
small datasets regimes) and/or model compression [7].

Inspired by the growing interest in applying CNN to
diagnostic imaging and how to quickly reuse and adapt
previously acquired knowledge on new medical tasks and
domains, our overarching goal is to leverage knowledge trans-
fer approaches to develop more accurate models requiring
less training data. In this study, we conduct experiments with
different configurations and training strategies in knowledge
transfer and compare their performance on diagnostic labels
from medical image datasets. We aim to identify the best
setting that yields the highest and most efficient performance
where data is scarce or difficult to obtain. The novelty of our
work is in the experimentation of various training strategies
in knowledge transfer and the introduction of the adoption of
a teacher-student learning framework based on an attention
transfer [12] mechanism for medical images. While attention
transfer and knowledge distillation through teacher-student
learning framework have been widely used in computer
vision, the application to medical images is still relatively
new. We focus on four main questions that we found to be
fundamental in deriving our experimental analysis:

« How much training data is needed to achieve high per-

formance in knowledge transfer?

o« How does knowledge transfer perform when the
domains are distinct (i.e., for student initialization and
pre-trained teachers)?

o What is the effect of a network’s size (parameters) on
learning in-domain and cross-domain tasks with various
dataset sizes?

o Does knowledge transfer help with overfitting in a low-
data environment?

The findings of our experiments have significant impli-
cations for healthcare, as they could lead to faster and
more accurate diagnoses, which in turn could improve
patient outcomes and reduce healthcare costs. Medical image
analysis is a critical component of many diagnostic and
treatment processes, and any improvements in this area
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could have a significant impact on healthcare as a whole.
This paper is organized as follows: Section II summarizes
related works. Section III describes the datasets used in this
study. Section IV presents our proposed approach to building
knowledge transfer, including transfer learning and teacher-
student framework. Section V presents our experiments and
results. Section VI discusses the takeaways, addresses the
limitations of the current work, and proposes potential future
work.

Il. RELATED WORKS

A. DIAGNOSTIC MEDICAL IMAGING

The CNN networks are trained on chest X-ray images to pro-
vide diagnostic labels and to produce the probability of multi-
ple diseases per image. Chest X-rays are utilized to diagnose
a wide range of diseases, such as thorax disease [34], Tuber-
culosis [3], Pneumonia [4], and COVID-19 [35]. Enriched
with access to large public hospital-scale datasets [20], [22],
[36], [37], CNNs have been utilized for abnormality classifi-
cation on medical chest X-rays images [4], [20], [21], [22],
[23], [24]. Transfer learning is also widely used to expand
the application of CNNs as a chest X-ray diagnostic tool
on small datasets tools [4], [20], [21], [22], [23], [24]. The
popular CNN network architecture that researchers trained
for X-ray diagnostic classifiers [4], [20], [21], [23], [24], [38]
is DenseNet [39]. In addition to DenseNet, Irvin et al. [20]
have applied several other CNN models, including ResNet-
152, Inception-v4, and SE-ResNeXt-101, on X-ray images;
however, the DenseNet-121 architecture produces the best
results in practice.

B. KNOWLEDGE TRANSFER

Transfer learning showed poor performance for semantically
distinct datasets and prevented the CNN parameters from sig-
nificant updates. To address these shortcomings, researchers
proposed several advanced approaches, such as Knowledge
Distillation (KD) in the neural network that transfers knowl-
edge between a teacher and a student network [7]. The
original idea behind the KD came from Bucilua et al. [8],
who proposed compressing the knowledge of several large
ensemble base-level classifiers into a single smaller and faster
model. This idea reduced the computation and memory com-
plexity of their models. The KD was later generalized by
Hinton et al. [7] in which a piece of knowledge is transferred
from a large CNN (teacher) to a small network (student)
by minimizing the difference between the logits (the inputs
to the final softmax) produced by the teacher model and
those produced by the student model. Yim et al. [15] pro-
posed an approach that minimized the distance between the
intermediate layers of the teacher and student networks. This
method helped with faster optimization and better perfor-
mance of the student network compared to a trained CNN
from scratch. Moreover, using their approach, the student
CNN can learn the distilled knowledge from a teacher CNN
trained for a different task. Romero et al. [11] also proposed
another teacher-student framework called FitNet, where they
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FIGURE 1. Four images from the ChestX-ray14 [22] dataset show
Cardiomegaly, no finding, Hernia, and pneumothorax.

introduced intermediate-level hints from the teacher’s hidden
layers beside output layers to facilitate the training process of
the student network. Using FitNet, the student network can
also learn from the intermediate representation of the teacher
network. FitNet can train deep student models with fewer
parameters, which can generalize better and/or run faster
than their teachers. Zagoruyko et al. [12] proposed another
teacher-student knowledge transfer using teacher’s feature
maps, called Attention transfer. Using this approach, given
the spatial attention maps of a teacher network, the student
network is trained to learn the exact behavior of the teacher
network by trying to replicate its output at a layer receiving
attention from the teacher. The number of attention transfers
and position of the layers depends on whether low-, mid-, and
high-level representation information is required.

IIl. MATERIALS AND METHODS

In this study, we implemented various configurations and
training strategies in the knowledge transfer for training
CNN classifiers and compared their performance on diag-
nostic labels from medical image datasets. More specifically,
we investigated networks’ initialization, network size, and
networks’ knowledge domain on classification performance
using standard transfer learning and teacher-student learning
framework, as shown in Fig. 2.

A. DATASETS

Three different publicly available medical imaging datasets
were used in this study: CheXpert [20], ChestX-rayl4 (a
sample of 5k 1), and MIMIC-CXR [36]. Fig. 1 shows some
sample images included in the ChestX-ray14 dataset.

CheXpert. The CheXpert [20] is a chest X-ray dataset
comprising 223,648 frontal and lateral images of 64,740
patients. Each image in the dataset has 14 multilabel anno-
tations associated with diagnostic labels for 13 diseases:
Enlarged Cardiomediastinum, Cardiomegaly, Lung Lesion,
Lung Opacity, Edema, Consolidation, Pneumonia, Atelecta-
sis, Pneumothorax, Pleural Effusion, Pleural Other, Fracture,
Support Devices, and No Finding.

ChestX-rayl4. The original ChestX-rayl4 [22] includes
112,120 frontal X-ray images from 30,805 unique patients.
However, in this study, we use a small sample (5%) of the
dataset, including 5,606 images'. The ChestX-ray14 dataset
includes 15 multiclass annotations for 14 diseases: Hernia,
Pneumonia, Fibrosis, Edema, Emphysema, Cardiomegaly,

1 https://www.kaggle.com/nih-chest-xrays/data
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Pleural Thickening, Consolidation, Pneumothorax, Mass,
Nodule, Atelectasis, Effusion, Infiltration, and No Finding.

MIMIC-CXR. The MIMIC-CXR [36] is a chest X-ray
dataset composed of 371,858 frontal and lateral images of
65,079 patients. The annotation of each X-ray image is
14 diagnostic diseases similar to CheXpert.

The labels were automatically extracted from the radiol-
ogist reports, using natural language processing techniques
for all chest X-ray datasets we used in our study, including
CheXpert, MIMIC-CXR, and ChestX-rayl4. For CheXpert
and MIMIC-CXR, in particular, the disease labels were from
the set of {positive, negative, not mention, or uncertain} con-
ditions. In this study, all “non-positive” labels were mapped
to zero, similar to the “U-zero” study in [20]. In all three
chest X-ray datasets, the “No Finding” label indicates the
absence of any diseases. The demographic of datasets is
shown in Table 1, and a sample of images used for this study
is shown in Fig 1.

B. MODEL DESCRIPTIONS

We used DenseNet as the backbone for the CNN classi-
fiers. We implemented two versions of DenseNets, a larger
(DenseNet-121) and a lighter (DenseNet-40), to explore
the impact of the network size on the performance. The
DenseNet-40 is the lighter version of DenseNet-121 where
the last two blocks of DenseNet-121 were removed, which we
call DenseNet-40 for the rest of this paper (detail of network
architecture is shown in Appendix -C). For the DenseNet-
40 (1.4m trainable parameters), we didn’t freeze any lay-
ers of the network during the classification tasks. For the
DenseNet-121, depending on the experiment, we let either all
the 121 layers (7.0m trainable parameters) or the last 34 layers
(2.4m trainable parameters) of the network be tuned during
the tasks. For the weights initialization effect, CNN networks
were initialized with either pre-trained ChestX-rayl4 (in-
domain) or ImageNet (cross-domain) weights. We illustrate
the training configurations of knowledge transfer for CNN
models in Fig. 2.

For the teacher-student learning framework, we built an
activation-based attention transfer [12] to transfer knowledge
from a layer of the teacher network to the student network.
In our setting, the knowledge was transferred between the one
layer before the last layer of the last DenseBlock of both the
teacher and student networks with similar spatial resolutions.
The student network’s new loss is as below:

Ly = CES + ﬁLAT» (1)

where CEg is the standard cross-entropy loss, Lar is the
attention loss, and S is a coefficient that controls the contri-
bution of L7 in the L;,;. The Lt is the /> norm between the
student’s and teacher’s normalized attention maps averaged
across all feature planes C.
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TABLE 1. A summary of medical imaging datasets used in this study.

Dataset # Labels Labeling Method Images view #Images # Patients
MIMIC-CXR [36] 14 Automatic Frontal/Lateral 371,858 65,079
CheXpert [20] 14 Automatic Frontal/Lateral 223,648 64,740
ChestX-ray14 [22] 15 Automatic Frontal 112,120 30,805
——————————— < based on the performance of the average of multilabel AUC
Vi Standard transfer learning N

| DenseNet-121

I ’ |Trainablelayers ‘ 1

IMAGENET e ok :

DenseNet-121
Pre-trained CNN

n

Pre-trained CNN

Trainable layers ‘ :

DenseNet-40

Trainable layers

| DenseNet-121

[ ‘ Trainable layers ‘1 1

FIGURE 2. lllustration of various configurations for training CNN
classifiers using knowledge transfer approaches for medical image tasks,
including adjusting the network'’s initialization, network size, and the
pre-trained teachers’ domain. In step 1, we select the domain of the CNN
model as a teacher in teacher-student learning or network initialization in
standard transfer learning. In step 2, we choose the network size and
trainable layers.

where Q’T and Q’S are the j-th attention maps of teacher and
student networks. Please refer to the appendix -C for more
details on the Teacher-Student Learning framework using
the Attention Transfer map for knowledge transfer from a
powerful CNN teacher to a CNN student.

For the teacher-student learning framework, the knowledge
is transferred from a teacher either pre-trained on ImageNet
(TeacherymageNet) or MIMIC-CXR (Teachermmic-cxr) [23].

IV. RESULTS

Here we report our observations across the four dimensions
fundamental to this work: (1) Training Dataset size, (2)
Teacher’s Domain, (3) Student Networks’ Trainable and Ini-
tialization Weights, and (4) Overfitting.

Adam [40] was used to optimize the loss function which
was multilabel binary cross-entropy with and without atten-
tion transfer loss, Eq. (1), in all of the experiments. The
learning rate was decreased by a factor of 2 over every
16 epochs from an initial value of 5 x 107> as suggested
in [23]. For all the experiments, the CNN models were trained
for a maximum of 128 epochs with a batch size of 32 to fit
data in Nvidia Titan XP 12 GB GPU used for training the
CNN models. All evaluations have been made based on three
repetitions of each model. The best models were selected
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on the validation set. To find an optimal value for the B
coefficient, we performed a grid search in the range of 1 to
2000 on the validation set. The 8 coefficient is reversely
related to total loss - that is, when the 8 decreases, the impact
of attention loss increases.

All the images were resized (256 x 256), centered, and
cropped. Additionally, —15° to +15° random rotation and
random horizontal flip were applied to the training dataset.
Following [4], [20], and [21], images were normalized using
the mean and standard deviation of the ImageNet. All datasets
split into the train-validation-test-set with no patient shared
across the splits.

Table 2 shows the averaged AUC scores (& the 95% con-
fidence intervals (CI)) calculated over three runs across all
diagnostic labels. For these experiments, the CNN models
were trained on the entire CheXpert training data, including
178k samples (CheXpert 178¢) and the three subsets of 1k,
Sk, and 50k data (Dataset column), randomly sampled from
the CheXpert 173, dataset. As evidenced by Table 2, more
training data increases classification performance, whereby
performance on the CheXpert 173; was the highest. However,
based on our observation, the performance improved slightly
(Iess than 1%) after using 50k training data.

Table 3 presents the classification performance (AUC
scores) of teacher-student learning with in-domain
(MIMIC-CXR) and cross-domain (ImageNet) teachers.
We can observe that in-domain pre-trained teachers perform
reasonably on small training data (1k, 5k, and 50k). Another
observation is that the impact of the teacher’s domain on clas-
sification performance decreases as the sample size increases.

A glance at Table 2 and Table 3 from the perspective of net-
work size (*tp) and network initialization (ChestX-ray14 and
ImageNet) reveals that the best performance in all the experi-
ments was achieved when the networks had 7.0 million train-
able parameters. Moreover, in-domain initialization for stu-
dents’ networks improved the performance in the low training
environment. But as the training sample size increased, the
performance was not dependent on initialization anymore.

Fig. 3 illustrates the AUC learning curves of (a) large and
(b) light CNN s trained on CheXpertsy as well as (c) large and
(d) light CNNs trained on ChestX-rayl4s¢r. As evidenced
in Fig. 3, teacher-student learning improves performance and
acts as a regularizer reducing overfitting.

To further explore the performance of teacher-student
learning in a low data environment, we conducted a sim-
ilar experiment on a different dataset, a small sample
from ChestX-rayl4 5¢r, and the results are presented in

85815



IEEE Access

S. Akbarian et al.: Evaluating Knowledge Transfer in the Neural Network for Medical Images

TABLE 2. The area under the receiver operating characteristic curve (AUC) score =+ the 95% confidence intervals (Cl). The best scores are in bold and *tp
denotes trainable parameters. Here St pepseNet-121 @Nd St penseNet-s0 denote the student networks which are DenseNet-121 in Table A and DenseNet-40
in Table B, respectively. In addition, Teacher ypic-cxr is @ network pre-trained on the MIMIC-CXR dataset.

A) Large CNN (DenseNet-121)

Transfer Learning

Attention Transfer

Datasets;zc Initialization DenseNet-121 Teacher mmvic.cxr
St DenseNet-121
tp* 7.0m 2.7m 7.0m
CheXpert ChestX-ray14 68.264+0.07  70.0740.03 73.05+0.10
pertic ImageNet 68.06£0.14  67.50+£0.24 72.3340.12
CheXpert ChestX-ray14 73.1640.14  73.4740.56 76.67+0.03
pertsk ImageNet 72.864+0.18  71.2340.12 76.60+0.03
CheXpert ChestX-ray14 78.2340.11  76.9940.03 79.204-0.06
pertsox ImageNet 78.2040.13  76.01+0.14 79.36+0.06
CheXpert ChestX-ray14 80.11£0.05  78.4040.04 80.05+0.04
pertizsk ImageNet 80.47+0.14  78.47+0.07 80.25+0.39
B) Light CNN (DenseNet-40)
Transfer Learning  Attention Transfer
Datasetsi-c Initialization DenseNet-40 Teacher mivic-cxr
St DenseNet-40
tp* 1.4m 1.4m
CheXpert ChestX-ray14 68.010.01 69.310.02
pertix ImageNet 68.58-£0.09 70.6340.22
CheXpert ChestX-ray14 72.4740.05 73.05+0.02
pertsk ImageNet 71.8340.23 75.45+0.30
CheXoert ChestX-ray14 76.9940.03 77.8240.13
pertsox ImageNet 76.0140.14 78.78+0.04
CheXpert ChestX-ray14 79.7240.06 79.74+0.24
Perlizse rageNet 78.4740.07 80.01+0.05

TABLE 3. The AUC score + 95% CI. The best scores are in bold and *tp denotes trainable parameters. Here, St pepsenet-x denotes the student network
which is DenseNet-X (X=121, 40). Also, Teacher yyyjc.cxr and Teacher |agenet are networks pre-trained on MIMIC-CXR and ImageNet datasets,

respectively.
Dataset Attention Transfer
Teacher mageNet Teacher Mmic-cxr
Initialization St DenseNet-121 St DenseNet-40 St DenseNet-121 St DenseNet-40
tp* 7.0m 1.4m 7.0m 1.4m

CheXpert ChestX-ray14 68.67+0.13  68.00£0.10  73.05+0.10  69.3140.02
pertic ImageNet 68.02+0.05 68424032  72334+0.12  70.63+0.22
CheXpert ChestX-ray14 73.30+£0.11  72.444005  76.67+0.03  73.0540.02
pertsi ImageNet 72.644£0.12 72224010  76.60+0.03  75.4540.30
CheXpert ChestX-ray14 78.10+0.11  77.4240.04  79.20+0.06  77.82-+0.13
pertsox ImageNet 78.274£0.19  78.23+0.18  79.36+0.06  78.7840.04
CheXpert ChestX-ray14 80.060.12  79.67+0.03  80.05+0.04  79.7440.24
pertizs ImageNet 80.47+0.19  80.404+0.06  80.25+0.39  80.0140.05

Appendix -D. We reached similar findings indicating knowl-
edge transfer from an in-domain teacher, Teacher ymmic-cxR,
holds the promise of model improvement for small datasets.

V. DISCUSSION
Integrating advanced deep learning-based computer vision
models with the skills and expertise of radiologists will

85816

bring significant medical benefits to patients. However, the
reliability and accuracy of these models require accessing
and training on large datasets, which is a challenge in the
healthcare setting. Therefore, researchers are developing new
knowledge transfer approaches to train deep CNN models on
small datasets (e.g., a few hundred/thousands). In this study,
we presented experiments providing further insights into the
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FIGURE 3. The vertical and horizontal axes indicate the AUC score and training steps, respectively, for
training CNN models on CheXperts; (top) and ChestX-ray145 ¢, (bottom). Student network is
DenseNet-121 in (a) and (c), and DenseNet-40 in (b) and (d). Teacher-student learning framework using
Attention Transfer (AT) as a regularizer delays the overfitting and makes the training more robust in
comparison to the transfer learning (TF) approach. However, it might slow down the convergence, but it

allows the student network to continue training.

effectiveness of two knowledge transfer methods: standard
transfer learning and teacher-student learning framework for
training CNN models for medical image classification tasks.
Below we discuss the highlights of our experiments.

Dataset Size: Based on our findings, teacher-student learn-
ing outperformed standard transfer learning by a wide margin
in most experiments, especially in a low-data environment.
However, as the number of training data increases, teacher-
student learning and standard transfer learning perform the
same. In fact, with a large dataset, the network can learn
the task by optimizing the cross-entropy loss from the data
alone, and there is less need to reuse the previously learned
information through knowledge transfer.

Network Size: Our experiments show that the size of the
network and the number of trainable parameters can have a
significant impact on classification performance. It is inter-
esting to note that small student networks still perform well
in teacher-student learning settings due to the guidance of
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a powerful teacher. This fact highlights the importance of
choosing the right training approach for a given task and the
potential benefits of leveraging pre-trained teachers.
In/Cross Domain: As expected, in-domain knowledge
transfer outperforms cross-domain for small datasets, regard-
less of the student network’s initialization. However, as the
training dataset size increased (178k), the model performance
was less dependent on the teacher domain. This fact indicated
that the network could learn the details from the dataset
directly without using the teacher’s knowledge. It high-
lights the importance of considering the size of the training
dataset and the choice of teacher domain when perform-
ing knowledge transfer. It also suggests that as the training
dataset size increases, the network becomes less reliant on
the teacher’s knowledge, which is an important consideration
when designing any knowledge transfer learning approaches.
Regularization: In this study, we showed that teacher-
student learning improves performance and serves as a
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regularizer to delay overfitting regardless of network size
and the pre-trained teacher domain. This fact suggests that
teacher-student learning could be a useful technique for
improving the performance and stability of CNNs.
Significance: Our findings will push forward the democra-
tization of CNN models and accelerate their adoption in small
medical imaging regimes and limited computing resources.
The findings of this study are comparable with the results of
previously published studies showing standard transfer learn-
ing has limited performance gains. In particular, [19] and
[33] showed that transfer learning fails to improve the perfor-
mance where the ratio of network parameters to data size is
large, the network is initialized with cross-domain weights,
and a large number of network parameters are frozen while
training the model. By addressing these shortcomings and
enabling more efficient training without freezing parame-
ters, teacher-student learning has the potential to significantly
improve performance and accelerate the adoption of ML-
driven predictive models in medical imaging. This can ulti-
mately lead to better and faster diagnoses, more personalized
treatments, and improved patient outcomes. Additionally, this
work can contribute to the broader field of transfer learning
by exploring novel techniques for training deep models with
small datasets in various fields beyond medical imaging.

A. LIMITATIONS AND FUTURE DIRECTIONS

Our work raises several opportunities to elaborate knowledge
transfer in diagnostic imaging further. In this study,
we focused on image classification in medical imaging;
however, the same technique could also apply to image seg-
mentation [41], other types of medical images (e.g., microor-
ganism, histopathology images, etc.) [42], [43], [44], [45],
video analysis [46], and object detection [47]. Also, Attention
transfer is one of the commonly used teacher-student learning
frameworks. But a potential future work could be investi-
gating more sophisticated knowledge transfer approaches,
especially the knowledge distillation on medical imaging.
The other direction remaining is exploring the rationale of a
model decision by explaining CNN’s attention maps for each
disease. Using the same technique, researchers could obtain
the location of the medical images that the teacher network
pays more attention to for the final decision and compare it
with the regions a physician used for diagnosis to justify the
teacher’s capability. In addition, inspired by Tian et al. [48],
potential future research is to combine attention transfer with
few-shot learning techniques to learn a good embedding that
can generalize well for a novel class.

VI. CONCLUSION

The limited availability of large annotated datasets
usually restricts researchers from building ML-driven med-
ical image diagnostic tools. This fact highlights the impor-
tance of exploring novel techniques for training ML models
with access to small training datasets. Here, we adopted
an advanced knowledge transfer technique based on
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TABLE 4. The architecture of light DenseNet called DenseNet-40.
In DenseNet-40, we removed the last two blocks of DenseNet-121 for the
purpose of our exploration.

Layers Output size  Filters
Convolution 128 x 128 7 x 7 conv, stride 2
Pooling 64 x 64 3 x 3 max pool, stride 2
1 x 1 conv
Dense Block (1) 64 x 64 X 6
3 X 3 conv
. 64 x 64 1 x 1 conv
Transition Layer (1)
32 x 32 2 X 2 average pool, stride 2

1 x 1 conv
32 x 32 x 12

3 X 3 conv

Dense Block (2)

Pooling 8 x 8 8 x 8 Adaptive Average Pool
Convolution 8x8 1 x 1 conv
Convolution 8 x 8 1 x 1 conv
Pooling 1 x1 1 x 1 Adaptive Average Pool

Classification Layer fully-connected, Softmax / Sigmoid

attention transfer concept, teacher-student learning frame-
work, to train medical image classifiers for chest X-ray
pathology

diagnosis. We then compared the performance of the teacher-
student learning framework with the widely used transfer
learning approach through a series of experiments. Our anal-
ysis revealed that the teacher-student learning framework
outperforms transfer learning regardless of the number of
training parameters and model initialization in a low-data
environment. Finally, the ability of teacher-student learning
to serve as a regularizer during the training process and delay
overfitting is also noteworthy. In summary, teacher-student
is a more efficient and reliable knowledge transfer approach,
especially when access to large training data is limited.

APPENDIX
We organize the appendix into four sections:

A. DETAILS OF LIGHT NETWORK (DenseNet-40)

We explored the performance of the attention transfer
framework in the medical imaging setting for both large
and light CNN students. For the large student network,
we used DenseNet-121, and for the light student network
called DenseNet-40, we removed the last two blocks of
DenseNet-121, and the architecture details are shown in
Table 4.

B. DATA AVAILABILITY

This work used three publicly available datasets that were
subject to data use agreements, which we followed all pro-
tocols associated with. These datasets were observational
and retrospective, and their sources were referenced in the
paper. The MIMIC-CXR [36] dataset can be accessed at
https://physionet.org/content/mimic-cxr/2.0.0/, the CheXpert
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FIGURE 4. Illustration of Teacher-Student Learning framework using Attention Transfer map for knowledge transfer from a powerful CNN
teacher to a CNN student. During training, the student network learns similar spatial attention maps to those of an already pre-trained
teacher in order to make a good prediction. In our setting, the transfer of knowledge occurs between the one layer before the last layer
of the last dense blocks of both the teacher and student networks. In the shown example, the spatial attention map (H x W) is 8 x 8, and

there are 32 feature planes (C).

TABLE 5. The AUC score + 95% confidence intervals (Cl). The best is in bold and *tp is the trainable parameters numbers. Here St papsenet-x denote the

student network DenseNet-X, X=121, 40.

Imagenet Initialization

Dataset Transfer Learning

Attention Transfer

Teacher mageNet Teacher mivic-cXR

DenseNet-121 DenseNet-40
St DenseNet-121 St DenseNet-40 St DenseNet-121 St DenseNet-40
tp* 7.0m 2.7m 1.4m 7.0m 1.4m 7.0m 1.4m
ChestX-ray14s ¢ 71454098  70.07 £0.60  71.55+0.19 71.66% 1.18 7245 £ 1.09 80.45+ 0.38 75.79+ 1.17

[20] dataset at https://stanfordmlgroup.github.io/compet-
itions/chexpert/, and the ChestX-rayl4 [22] dataset at
https://www.nih.gov/news-events/news-releases/nih-clinical-
center-provides-one-largest-publicly-available-chest-x-ray-
datasets-scientific-community. Access to all three datasets
required user registration and a signed data use agreement.
Only the MIMIC-CXR dataset required an additional creden-
tialing process, which can be completed through the Phys-
ioNet website. The MIMIC-CXR project page on PhysioNet
describes the data access procedure.

VOLUME 11, 2023

C. TEACHER-STUDENT LEARNING FRAMEWORK USING
ATTENTION TRANSFER MAP

For the teacher-student learning framework, we built an
activation-based attention transfer to transfer knowledge from
a powerful CNN teacher to a CNN student. The detail of the
overall method is shown in Fig 4

D. RESULT OF ChestX-ray14s gy
Table 5 shows the performance of the attention transfer
and transfer learning on small datasets of ChestX-ray14s g.
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Overall, attention transfer outperformed transfer learning in
all scenarios. At a high level, we observed that the teacher
network pre-trained on MIMIC-CXR substantially improves
the performance on ChestX-ray14s ¢; (AUC = 80.45+10.38)
datasets. In terms of student size, for in-domain knowledge
transfer (Teacher mimic.cxr), the larger student network
(DenseNet-121) with 6,968,206 trainable parameters out-
performs a lighter student network (DenseNet-40) with
1,364,142 trainable parameters. However, for cross-domain
attention transfer (Teacher mmageNet), the lighter student
performed better than the larger student. Similar to our
previous experiment, the in-domain teacher increased
student performance in comparison to the cross-domain
teacher.
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