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ABSTRACT Symmetry is everywhere, found in objects around us, whether artificial or natural, and acts
as a mid-level cue for both human and machine perception of the chaotic real world. From real-world
symmetries, humans take advantage of various tasks, but their computational treatment remains elusive. This
study proposes a novel approach for detecting rotational symmetry and the order of rotation within a single
object digital image. The proposed method relies on the extraction of Scale Invariant Features Transform
(SIFT) features and the robust centroid point. The centroid is computed on the basis of extracted features,
to be drawn in xy-plan so that the centroid is on the origin. Later on, converted to the polar domain to
facilitate the extraction of rotationally symmetric pairs and the order of rotation. The symmetry exhibited
by each pair in the transform domain is the function of the features’ location, orientation, magnitude, and
descriptor vector. Experimental results show that the approach correctly identifies the rotational symmetry
if enough features are detected and the centroid is robust one.

INDEX TERMS Symmetry, rotational aymmetry, rotation order, centroid, polar domain, SIFT, detection.

I. INTRODUCTION
Symmetry is everywhere, presenting itself in various forms
and scales, from atomic structures to galaxies, and nature to
man-made objects. Symmetry is an important visual cue in
the perception of the chaotic real world. Humans take advan-
tage of real-world symmetries for various tasks, in machine
vision the computational treatment of symmetry remains elu-
sive Funck and Liu [8]. Symmetry not only gives a sense
of balance to an appearance but also ties features together
that otherwise seem diffuse. Symmetry has a wide range
of applications and take the intelligent system to the next
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level [5], [7], [9], [10], [11], [13], [16], [19], [22], [23], [25],
[26], [30], [37], [38].

Perfectly symmetrical objects are rarely found, for approx-
imate symmetries, we must deviate from the ideal condition
and assign a continuous value to the degree of symmetry
[38]. The mathematical definition of symmetry is clear and
straightforward. The symmetry g of a set S is as g(S) = S,
i.e., the transformation g keeps S invariant as a whole while
permuting its parts. In 2D Euclidean geometry, weyl [36],
symmetry is of various types, including Reflectional, Rota-
tional, Transnational, and Glide-Reflectional. An object had
rotational symmetry of order n if invariant about its center
of mass under rotation of 2/n radians. Rotational symmetry
is further classified into cyclic :( rotation only), dihedral:
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(rotation+ reflection), and orthogonal group O (2): (con-
tinuous rotation with an infinite number of Reflectional
symmetry about the axes through the center of mass)
seungkyu et al. [28].

Symmetry attracts people since ancient times and has a
long history. A large body is working on the detection of
various symmetries dating back to the 1970s. The previous
work use either local or global approach to detect sym-
metry. In global approach, the whole image is treated as
a single signal and detect symmetry from that signal via
frequency analysis. The work of Marola [24], Keller and
Shkolnisky [12], Sun and Si [31] are based on a global
approach. The local approach in based on the extraction of
local features like edges features, contours, boundary points,
corners, and features points to detects different types of sym-
metries. The work of Loy and Eklundh [21], Atadjanov and
Lee [3], Kawasaki [26], and Lee and Liu [15], Akbar et al.
[34] are based on local approach. After Liu et al. [17],
some work detects symmetry using deterministic approaches
including the work of Atadjanov and Lee [3], Tsogkas and
Dickinson [33],Wang et al. [35], and Teo et al. [32]. In recent
years, deep learning methods have been applied to
symmetry detection. These methods typically rely on
convolutional neural networks (CNN’s) or recurrent neu-
ral networks (RN’s) to learn patterns of symmetry in
images [1], [8], [6]. Deep learning has indeed demonstrated
remarkable success in various computer vision tasks [39],
[40], [41], [42], but had limitation when comes to detects
symmetry.

The feature based methods detects rotational symmetry
without focuses the order of rotation and also using complex
voting space that are computationally expensive, sensitive to
noise and outliers. The frequency analysis to rotational sym-
metry detection is highly prone to noise, limited applicability,
and computationally intensive. Recently deep learning meth-
ods only detects the center of rotation. This study focuses on
the detection of planner rotational symmetry and the order
of rotation in a single object digital image. The proposed
method based on the extraction of SIFT features and drawn
in xy-plane so that the center of mass is on the origin. Later
on to be converted to polar domain to extract the symmetric
pair points w.r.t location, gradient magnitude & direction, and
descriptor vector. Each pair poll a single vote for symmetry
measure in the transform domain.The symmetric arc is drawn
among the matched key points if the number of matches
crosses the threshold value >ρ.

The contribution of this paper is a novel and effective
method to detect rotational symmetry and the order of rota-
tion in single object digital image. The rest of the paper
is organized as: section II briefly explains the previous
work. The details of the proposed approach discussed in
section III. Section IV show the experimental results when
applied to real and man-made objects, section V concludes
the paper, and section VI discuss the limitations and future
work.

II. PREVIOUS WORK
The treatment of different types of symmetries is not only a
research topic in computer vision but also in Art, Science,
Mathematics, and Architecture. Despite decades of research,
the detection of various types of symmetry still remains a
challenging task in computer vision and pattern recognition.
In 2011, 2013, and 2017 [17], [18], [27], the symmetry
detection competitions were held and evaluate state-of-the-
art symmetry detection algorithms of their respective time.
In these competitions, rotational symmetry has not got much
attention and the method of [21] is still used as a baseline.

The existing methods to detects rotational symmetry
either used sparse [4], [21], frequency [12], [14], [28] or
dense [1], [2], [8] methods. The sparse methods extract fea-
tures and detects symmetry based on the extracted features,
and the frequency analysis used Fourier Transform in the
transform domain to detect rotational symmetry. While the
dense methods used learning based approaches to detects
Rotational symmetry.

A. SPARSE
Loy and Eklundh [21] detects the dominant symmetry present
within an image from the symmetric constellations of SIFT
[20] features. The symmetry exhibits by each pair is the func-
tion of relative location, gradient magnitude & orientation,
and the descriptor vector of the corresponding key point in
a pair. Later on, the dominant axes/center is detected using
Hough voting space. The method can only detect the center
of rotation without detecting the rotation order.

In [4], the authors detect the planner rotational sym-
metry under the affine projection on the basis of various
local features including SIFT Lowe [20], Harris-affine, and
Hessian-affine features. The rotational symmetry is detected
by keeping the best matches and the center of rotation is
computed from feature orientations. The proposed method
can detect multiple rotational symmetries along with partial
occlusion, and supporting region. Prasad and Davis [29]
compute the gradient magnitude field encoded in the form
of Gradient Vector Flow and construct a graph consist nodes
as pixels of the image. The connected nodes are rotationally
symmetric and the cycles poll votes for n-cyclic symmetry
weighted by GFV and the n-sided polygon.

B. FREQUENCY
Some researchers have used the frequency-based analysis of
symmetry including the work of seungkyu et al. [28], lee and
Liu [14]. Seungkyu et al. [28] proposed a Frieze-Expansion
method by transforming the rotational symmetry into 1D
translational symmetry. Discrete Fourier Transform (DFT)
is applied to the Frieze-Expansion to detect multiple occur-
rences of rotational symmetry along with their supporting
region in real-world images. In [35], the authors extend the
idea of seungkyu et al. [28] and applied to affine skewed rota-
tional symmetry detection adding affine deformation. Keller
and Shkolnisky [12] applied the Fast Fourier Transform
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FIGURE 1. Proposed method.

(FFT) in polar coordinates to find signal repetitions over the
angular direction to detect rotational symmetry.

C. DENSE
A learning-based approach to rotational and bilateral sym-
metry detection is proposed by Funck and Liu [8]. For the
first time, they applied a multi-layer, fully CNN (called
SYMmetry detection neural NETwork) to detect Reflec-
tional and Rotational symmetry. They trained Sym-NET on
MS-COCO data set with ground truths labelled by more
than 400 people. The method converts the discrete symme-
try into symmetry heat maps and performs well against the
existing methods, especially in partially occluded, view-point
varied 3D and symmetry at the semantic level. Although
CNN’s are known to be shift-invariant, they may not be
perfectly invariant to rotation. In other words, if the input
image is rotated by some angle, the CNN may not be
able to identify the same features as it would in the origi-
nal image. This can lead to reduced accuracy in detecting
rotational symmetry. Seo et al. [1] detects reflectional and
rotational symmetry using group equivariant convolutional
neural network. Equivariant neural network is able to recog-
nize patterns that are invariant under certain transformations,
such as rotations or reflections. To detect rotation symme-
try, an equivariant neural network can be trained to iden-
tify pairs of points that are rotated versions of each other
around a given point. The proposed method leverages the
group equivariant features maps of dihedral group of rotation
and built dihedrally-equivariant layers that output a spatial
map for reflectional axes or rotation center. One potential
disadvantage is that group-equivariant neural networks can
be sensitive to the choice of symmetry group used. In the
case of rotational symmetry detection, for example, different

symmetry groups can be used to represent different types of
rotational symmetry, such as 2-fold, 4-fold, or 8-fold sym-
metry. The choice of symmetry group can have a significant
impact on the performance of the neural network, and it
may be necessary to experiment with different groups to find
the optimal choice for a given task. Both methods claim
better performance over the existing algorithms but only
finding the rotational center without focusing on detecting
the order of rotation. Ponse et al. [2] present another machine
learning approach to detects rotational symmetry relies on
the reflectional symmetry axis. The proposed method has
Limited applicability and inaccurate detection i.e. Not all
objects with rotational symmetry have reflectional symmetry
and an object may appear to have reflectional symmetry, but
in reality, it may have rotational symmetry.

III. PROPOSED METHOD
A. THE PROCEDURE
The RGB image is converted into an intensity/gray scale
image that aims to reduce computational complexity. Some
preprocessing (like noise removal, gradient image, etc.) is
applied before being subjected to SIFT [20] algorithm. Based
on the extracted features, the centroid is computed to be
placed on the origin of xy-plane. Later on, to be converted
to the polar coordinate system, keeping in mind the end goal.
The symmetric pairs w.r.t location are extracted by applying
the symmetry rules in the polar coordinate system and then
comparing the gradient magnitude, orientation, and descrip-
tor vectors of the corresponding key points in a pair to include
in the symmetry measure (See Figure.1).

Symmetric pair’s points w.r.t location are extracted using
Eqs.(1),(2),(3), and (4). Two threshold values (Tθ < 0.009 and
Tr < 5) are imposed to declare a pair as symmetric w.r.t

VOLUME 11, 2023 68645



H. Akbar et al.: Detecting Rotational Symmetry in Polar Domain Based on SIFT

Algorithm 1 Symmetry w.r.t Location
Require: SIFT Key Points
Ensure: Symmetric Pairs w.r.t Location
L = [p1, p2, p3, . . . . . . .pn]
for i← 1 to n do
for j← 1 to n do
Pi = d

2 cos(ωθi)
Pj = d

2 cos(ωθj)
Tθ = Pi − Pj
Tr = ri − rj
if Tθ and Tr ≈ 0 then
χ = Pj
Remove Pj from L

end if
end for

end for

location. For more detail, see figures.(2-3).

Si =
d
2
cos(ωθi) (1)

Sj =
d
2
cos(ωθj) (2)

Tθ = Si − Sj ≈ 0 (3)

Tr = ri − rj ≈ 0 (4)

where ri, rj are the distances from the origin, θi, θj are the
angles makes with the polar axis, d

2 is the radius means
how much far from the origin the points are considered for
symmetry measure, and ω is the order of rotation. Once the
symmetric pair is extracted w.r.t. location, then the descriptor
vectors, gradient magnitudes, and orientations of the corre-
sponding key-points in a pair are compared. The gradient
magnitude and orientations are compared by using Eqs. (5),
(6), (7), (8), and (9). We set two threshold values (Tψ , Tm ) to
measure the symmetry of key points w.r.t gradient magnitude
and direction.

α = θi − θj (5)

Tψ = ψi + α − ψj ≈ 0 (6)

Tψ = (ψi + α − ψj)+ 360 ≈ 0 (7)

Tψ = (ψi + α − ψj)− 360 ≈ 0 (8)

Tm = Mi −Mj ≈ 0 (9)

whereMi,Mj are the gradient magnitudes, ψi, ψj are the gra-
dient orientations, and α is the angle difference between sym-
metric points w.r.t location. For more detail, see figures.(4-5).
Once a pair of points is symmetric w.r.t location, gradient
magnitude and orientation, then compare the descriptor vec-
tors of the corresponding key points’ to vote for the final
symmetry measure. Symmetry exhibited by each pair is the
function of relative location, gradient magnitude and direc-
tion, and descriptor vectors.

For each ω we impose a threshold value (Tω>10) if the
number of matched pairs exceeds the threshold value, draw
an arc between all the matched points; otherwise not.

Algorithm 2 Gradient Magnitude and Orientation Compari-
son
Require: Symmetric Pairs w.r.t Location
Ensure: Symmetry Pairs w.r.t Gradient Magnitude and Ori-

entation
χ = [m1,m2,m3, . . . . . . .mn]
for i← 1 to χ do
for j← 1 to χ do
α = θi − θj
Tψ = ψi + α − ψj OR
Tψ = ψi + α − ψj + 360 OR
Tψ = ψi + α − ψj − 360
Tm = Mi −Mj
if Tψ and Tm ≈ 0 then
χ = mj

end if
end for

end for

Algorithm 3 Descriptor Vector Comparison
Require: Symmetric Pairs w.r.t Location, Gradient Magni-

tude and Orientation
Ensure: Symmetric Pairs w.r.t Descriptor Vectors
χ = [m1,m2,m3, . . . . . . .mn]
for i← 1 to χ do
for j← 1 to χ do
if Di == Tj then
χ = mj

end if
end for

end for

Algorithm 4 Rotational Symmetry Detection
Require: SIFT Key Points
Ensure: Rotational Symmetry detection
χ = [m1,m2,m3, . . . . . . .mn]
if TθandTr ≈ 0 then Algorithm 1
if TψandTm ≈ 0 then Algorithm 2
if Di ≈ Dj then Algorithm 3
if mi ≥ Tω than
Draw an Arc
among all Points in mi

end if
end if

end if

B. EXAMPLE ILLUSTRATION
Let pi,pj be any two points with ri = 5, rj = 5 and θi = 0,
θj = 45, putting the values in Eqs. (1), (2), (3), and (4) to
calculate Tr and Tθ .
Tr = 5− 5 = 0
The threshold Tr Satisfy the condition, i.e., either zero or

nearly to zero.
Now for threshold Tθ , the following calculation is required:
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For ω = 1
Si = cos(1×0)=1
Sj = cos(1×45)=0.707
Tθ = (1− 0.707) ̸= 0
For ω = 2

Si = cos(2×0)=1
Sj = cos(2×45)=0
Tθ = (1− 0) ̸= 0

For ω =3
Si = cos(3×0)=1
Sj = cos(3×45)=(-0.707)
Tθ = (1− (−0.707)) ̸=0
For ω = 4

Si = cos(4×0)=1
Sj = cos(4×45)=-1
Tθ = (1− (−1)) ̸=0

For ω = 5
Si = cos(5× 0) = 1

Sj = cos(5× 45) = −0.707
Tθ = 1− (−0.707) ̸= 0

For ω = 6
Si = cos(6× 0) = 1
Sj = cos(6× 45) = 0
Tθ = 1− 0 ̸= 0

For ω = 7
Si = cos(7× 0) = 1
Sj = cos(7× 45) = 0.707
Tθ = 1− 0.707) ̸= 0

And For ω = 8
Si = cos(8× 0) = 1
Sj = cos(8× 45) = 1
Tθ = 1− 1 = 0
So the threshold Tθ Is satisfied for ω=8. Hence the above
points are rotationally symmetric w.r.t location with rota-
tion order 8. Similarly, for other symmetric pair points w.r.t
location, Eqs. (1), (2), (3), and (4) are used to extract the

T9 = 9i + α −9j



∀
[
θi, θj ≥ 0

]
,

{
9i, 9j > 0

}
,

(
θi > θj∥θi < θj, 9i > 9j||9i < 9j

){
9i, 9j < 0

}
,

(
θi > θj

∥∥θi < θj, 9i > 9j
∥∥9i < 9j

){
9i > 0, 9j < 0

}
,

(
θi > θj, 9i > 9j

){
9i < 0, 9j > 0

}
,

(
θi < θj, 9i < 9j

)
∀

[
θi > 0, θj < 0

]
,

{
9i, 9j > 0

}
,

(
θi < θj, 9i < 9j

){
9i, 9j < 0

}
,

(
θi < θj, 9i < 9j

){
9i < 0, 9j > 0

}
,

(
θi < θj, 9i < 9j

)
(
θi > θj, 9i > 9j

)
∀

[
θi < 0, θj > 0

]
,

{
9i, 9j > 0

}
,{

9i, 9j < 0
}
,

(
θi > θj, 9i > 9j

){
9i > 0, 9j < 0

}
,

(
θi > θj, 9i > 9j

)
(
θi > θj

∥∥θi < θj, 9i > 9j
∥∥9i < 9j

)
∀

[
θi, θj < 0

]
,

{
9i, 9j > 0

}
,

(
θi > θj

∥∥θi < θj, 9i > 9j
∥∥9i < 9j

){
9i, 9j < 0

}
,

(
θi > θj, 9i > 9j

){
9i > 0, 9j < 0

}
,{

9i < 0, 9j > 0
}
,

(
θi < θj, 9i < 9j

)



T9 =
(
9i + α −9j

)
+ 360



∀
[
θi < 0, θj > 0

] {
9i, 9j > 0

}
,

(
θi > θj, 9i < 9j

){
9i, 9j < 0

}
,

(
θi > θj, 9i < 9j

){
9i < 0, 9j > 0

}
,

(
θi > θj, 9i < 9j

)
∀

[
θi, θj > 0

] {
9i < 0, 9j > 0

}
,

(
θi > θj, 9i < 9j

)
∀

[
θi, θj < 0

] {
9i < 0, 9j < 0

}
,

(
θi > θj, 9i < 9j

)



T9 =
(
9i + α −9j

)
− 3600



∀
[
θi > 0, θj < 0

] {
9i, 9j > 0

}
,

(
θi < θj, 9i > 9j

){
9i, 9j < 0

}
,

(
θi < θj, 9i > 9j

){
9i > 0, 9j < 0

}
,

(
θi < θj, 9i > 9j

)
∀

[
θi, θj > 0

] {
9i > 0, 9j < 0

}
,

(
θi < θj, 9i < 9j

)
∀

[
θi, θj < 0

] {
9i > 0, 9j < 0

}
,

(
θi < θj, 9i > 9j

)


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FIGURE 2. Symmetric points w.r.t location with ri =5, rj =5 and θi =0, θj =45.

FIGURE 3. Symmetric points w.r.t location.

symmetric pairs. Figures.(2-3) show that if a point pi is on
the polar axis and pj forms 45 degrees With a polar axis, then
the two points are symmetric with rotational order of ω=8
and so on.

Once the symmetric pairs points are extracted, then the
symmetry of gradient magnitude and orientation is computed
using Eqs. (5), (6), (7), (8), and (9). From Figure.4, it is clear
that if a point pi having gradient orientation (ψ = 45) than
their corresponding symmetric points pj for j=2, 3, 4 will
have ψj =45,135,135.

Let Pi having ψj = 45 and Mi = 6, θi = 0, and Pj having
ψj = (0,45,90,135,180,45,90,135),Mj = 6,θj = 90.
Since ψi, ψj>0 and θi,θj>0, Using Eqs. (5), (6), and (9) to

calculate the values of Tψ , Tm, and α.
α = θi-θj

So α = 90− 0 = 90
Tm = Mi −Mj
so Tm = 6− 6 = 0

FIGURE 4. Symmetric pair points w.r.t gradient magnitude and orientation
with Pi having ψi =45, Mi =6, θi =0, and Pj having ψj =135, Mj =6, θj =90.

FIGURE 5. Symmetry w.r.t Gradient Magnitude and Orientation where Pi
having ψi =0, Mi =6, and θi =0, the corresponding symmetric point Pj
having ψj =90, ψj =180, ψj =-90, Mj =6, θj =90/ω=4.

Now for ψj = 0
Tψ = 45+ 90− 0 = 135
For ψj = 45

Tψ = 45+ 90− 45 = 90
For ψj = 90

Tψ = 45+ 90− 90 = 45
For ψj = 135

Tψ = 45+ 90− 135 = 0
For ψj = 180

Tψ = 45+ 90− 180 = −45
For ψj = −45

Tψ = 45+ 90+ 45 = 180
For ψj = −90

Tψ = 45+ 90+ 90 = 225
For ψj = −135

Tψ = 45+ 90+ 135 = 270
From the above calculation, the value of Tψ at ψj=135

satisfy the condition. So Pi, Pj are symmetric for ψi=45,
Mi=6, θi=0 and ψj=135, Mj=6, θj=90.

Figures.(5-6-7-8) show the symmetry of gradient magni-
tude and orientation of key point Pi having ψi=0,45,90,180
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FIGURE 6. Symmetry w.r.t Gradient Magnitude and Orientation where Pi
having ψi =45, Mi =6, and θi =45, the corresponding symmetric point Pj
having ψj =135, ψj =-135, ψj =-45, Mj =6, θj =90/ω=4.

FIGURE 7. Symmetry w.r.t Gradient Magnitude and Orientation where Pi
having ψi =90, Mi =6, and θi =90, the corresponding symmetric point Pj
having ψj =180, ψj =-90, ψj =0, Mj =6, θj =90/ω=4.

FIGURE 8. Symmetry w.r.t Gradient Magnitude and Orientation where Pi
having ψi =180, Mi =6, and θi =180, the corresponding symmetric point Pj
having ψj =-90, ψj =0, ψj =90, Mj =6, θj =90/ω=4.

and their corresponding symmetric point Pj having
ψj=90,180,-90,ψj=135,-135,-45,ψj=180,-90,90 andψj=-90,
0,90 with rotational order ω=4.

IV. RESULTS
The experimental results of the proposedmethod are based on
confusion matrix. True positive means the symmetry reported

in symmetric objects and False negative means Asymmetry
reported in symmetric objects. False positive means the sym-
metry reported in Asymmetric objects, while a True negative
means the asymmetry reported in asymmetric objects.

Performance of the proposed method is measured using
Accuracy, Precision, recall, and a single-valued score called
F-Measure. The Precision, recall, and F-Score is calculated
as the following:
Precision = TP/(TP + FP) Precision is the measure of

correct detection among all those detection’s that the algo-
rithm believes are true one. Precision measure exactness of
the algorithm.
Recall = TP/(TP+ FN )
Recall is the measure of correct detection, i.e. true positive

detection among all symmetric objects. Recall measuring the
completeness of the algorithm.

Note that TP, FP, FN means True Positive, False Positive,
and False Negative.
F − Score = 2× P× R/P+ R
The proposed method is tested on a dataset of 200 images

collected from various sources on the internet. Out of
200 images, 170 are rotationally symmetric, and 30 are
Asymmetric. Out of 170, 100 were synthetic, and 70 were
real-world images, of which some photos have background
clutter. The approach identifies rotational symmetry in
165 out of 200, of which 155 are identified correctly while
10 are identified incorrectly. For Asymmetric images, the
method identifies 25 out of 30 as Asymmetric. Figure.7 show
the true results of the proposed method on the experimental
dataset. To measure the performance of the proposed method,
we compute Precision, Recall, F-Score. The precision, recall,
and F-Score based on the above information is calculated as
follows:

Precision=155/165=0.93
Recall=155/170=0.91
F-score=0.91
From the above calculation, the approach reported

0.93 Precision, 0.91 recall, 0.91 F-Score. Table.1 show the
performance of the proposed approach on the experimental
dataset. It is evident from Table.1 that the proposed method
reported 93.0% True Positive rate and 07.0% False Positive
rate. Here True Positive means the correct detection of sym-
metry in symmetric objects and False Positive means detect
symmetry in asymmetric objects. Similarly the True Negative
rate is 95.0% and the False Negative is 5.0%. True negative
means asymmetry reported in asymmetric objects and False
negative means symmetry reported in asymmetric objects.

Table.2 show the True Positive and False Positive rate of
the proposed method for synthetic and natural objects. The
true positive rate for the synthetic images is superior because
of a high degree of symmetry present in such types of objects.
We also compute the accuracy of the proposed method as
shown in Table.3. Accuracy measure the overall performance
of the proposed method.

Table.4 show the comparison of the proposed method with
Loy and Eklundh [21] in term of F-Score. The detection rate
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FIGURE 9. Symmetry detection example illustration.

FIGURE 10. Results of the proposed method on experimental dataset.

TABLE 1. Results of the our method on experimental dataset.

of the proposedmethod is superior to Loy and Eklundh [21] in
the case of images with no background clutter, while inferior
for images having strong background clutter.

Table.5 show the qualitative comparison of the proposed
method with Funck and Liu [8] and Seo et al. [1]. The
proposed method is able to detect rotational symmetry, center
of rotation, order of rotation and failed to detects multiple

TABLE 2. Results of the proposed method for real and synthetic images.

TABLE 3. Accuracy of the proposed method for real and synthetic images.

occurrences of rotational symmetry. The methods of Funck
and Liu [8] and Seo et al. [1] only detects the multiple centers
rotation.
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TABLE 4. Comparison of our approach with loy [21].

TABLE 5. Comparison of Our Approach with Funck [8], Seo [1].

V. CONCLUSION
The study investigate a novel and effective method to detect
rotational symmetry within a single object digital image. The
proposedmethod relies on the extraction of SIFT features that
serve as a basis for computing the centroid of the object to
be drawn in the Cartesian Coordinate system. Later on, to be
converted into polar coordinate system to facilitate the extrac-
tion of rotationally symmetric pairs points. The symmetric
pair points w.r.t location is extracted based on symmetry rules
defined in Eqs.(1),(2),(3), and (4) in the polar coordinate
system. This is followed by comparing the descriptor vectors,
gradient magnitude, and orientation of the corresponding key
points in a pair using Eqs.(5),(6),(7),(8), and (9) to include
the pair in the final symmetry measure. The proposed method
successfully detect the rotational symmetry and the order of
rotation in single object digital image. The proposed method
relies on the robust extraction of SIFT features and computed
centroid points. The experimental results are satisfactory if
enough features are extracted and the centroid is a robust one.

VI. LIMITATIONS AND FUTURE WORK
The performance of the proposedmethod is unsatisfactory for
images with strong background clutter and unable to detects
multiple occurrences of rotational symmetry.

Deep learning has shown remarkable success in a wide
range of computer vision tasks. However, there are some
limitations of deep learning when it comes to detecting rota-
tional symmetry i.e. rotational invariance and particularly
limitations of the training data.

In future, we need to carefully consider these limitations
and work to develop techniques that can address them to
improve the effectiveness in detecting rotational symmetry.
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