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ABSTRACT Given the proliferation of sensors and actuators, evaluating the network performance of current
and forthcoming city-wide Internet of Things (IoT) applications is a challenging task. To overcome this
challenge, we created a large-scale simulator called PIoT over the years that can assess the performance
of multiple millions of mobile/static IoT devices using a 4G/5G cellular infrastructure. In PIoT, different
Key Performance Indicators (KPIs) are defined and collected to produce data to evaluate applications
and network performance. PIoT is an on-going academic simulator project, and its most recent version is
accessible to the public through the user interface found on http://www.piotsimulation.com without any
installation requirements. It uses a realistic database that contains the real locations and features of Base
Stations (BSs) and the real locations of IoT user equipment devices. The interface can be used by operators
and researchers to understand network behavior when deploying new applications or to gather data to feed
artificial intelligence and machine learning algorithms. The objective of this paper is to present a detailed
description of the PIoT modeling architecture, as well as some use cases to help potential users understand
the type of capabilities that are available when using the simulator. Limitations and comparisons with other
popular engines are also included in the paper.

INDEX TERMS PIoT, large-scale simulator, performance assessment, LTE/5G/B5G networks, data gather-
ing, data mining, key performance indicators.

I. INTRODUCTION
The telecommunication networks of the future will be
large-scale connected entities where billions of IoT com-
munications will be happening simultaneously. To analyze
and assess the impact of those applications on the infras-
tructure or on other application behaviors, a city-scale sim-
ulator is a primordial tool. Moreover, Artificial Intelligence
(AI)/Machine Learning (ML) methods are expanding rapidly,
and researchers in this field need data from applications that
may not yet be deployed. Therefore, to develop those AI/ML
solutions, it is crucial to have a simulator that can provide
realistic data on a city scale.
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To address this need, we developed a large-scale Fourth
Generation (4G)/Fifth Generation (5G) city-wide simulator,
Performance Internet of Things (PIoT), that can deal with up
to multiple millions of mobile/static devices to assess the per-
formance of a city-wide IoT. PIoT has a user-friendly inter-
face that can be found on http://www.piotsimulation.com.
The front end is open access and free for everyone to use.
In contrast to other simulators, it does not require installation
and can be used immediately. Thus, by utilizing this interface,
beginners can easily create large-scale scenarios. As an addi-
tional benefit, a realistic database that includes information
about BSs and IoT devices enhances the users’ ability to
interact with PIoT. In the current version, the database covers
the city of Montreal, but we plan to enlarge the interface so
that other cities around the world are covered. PIoT does
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not have the time complexity of physical layer simulators.
Due to PIoT’s modular design, it can be easily extended to
implement in other emerging technologies. In contrast, PIoT
has some shortcomings: it does not consider the bit error rate
and retransmissions, and as it is an on-going project; a number
of novel features, such as Integrated Access and Backhaul
(IAB), Non-Terrestrial Networks (NTN), and Open Radio
Access Network (RAN), moving BSs, etc., have not yet been
implemented.

In previous work [1], [2], [3], [4], [5], PIoT was used
to simulate communication enabling smart-city applications.
However, we have never described in-depth the details of
how the simulation is built and what type of features are
implemented. Therefore, the motivation for this article is
to make that information publicly available so that exter-
nal users can understand the simulator structure and func-
tionalities. The objective being to provide all the informa-
tion needed for anyone to adapt PIoT to their simulation
needs.

The contributions of the paper can be summarized as
follows:

• We describe PIoT modeling architecture in detail,
including the access topology, the random access pro-
cedure, the packet generation and transmission, the
resource scheduling as well as failures, mobility and
supplementary elements, such as Narrowband Internet
of Things (NB-IoT), network slicing, Multiaccess Edge
Computing (MEC) and beamforming. The general fea-
tures of the simulator are shown in Figure 1.

• We review and classify the literature on popular simu-
lators that can be used to evaluate IoT network perfor-
mance.

• We present several use cases that can be implemented
in our simulator and that can be useful for exter-
nal users to acquire a better understanding of how
PIoT works.

The remainder of the paper is presented as follows. A brief
literature review on current simulators is provided in the
next section. In Section III, we describe the access topology
implementation based on a novel grid structure and show
how it relates to a realistic geographical model and databases
from the city of Montreal. Section IV depicts a simplified
version of the random access procedure implemented in the
simulator and shows how to analyze some related KPIs for a
large number of devices. In Section V, packet generation and
transmission are detailed and scheduling algorithms, chan-
nel modeling and Channel Quality Indicator (CQI) (Channel
Quality Indicator) computing strategy implementations are
discussed. Failures, failure KPIs and recovery profiles are
outlined in Section VI. In Section VII, we describe how to
implement predefined (i.e. buses, trains, etc.) and random
mobility. Handover and mobility KPIs are also discussed
in this section. Some supplementary features of the simu-
lator are presented in Section VIII. Section IX concludes
the paper.

II. LITERATURE REVIEW
A large body of research has been dedicated to simulat-
ing the physical layer of Long-Term Evolution (LTE), such
as the MATLAB LTE toolbox [6], [7], [8]. Additionally,
a few LTE open-source emulators have been developed in
software-defined radio platforms. SRSLTE [9] and OpenAir-
Interface [10] frameworks deployed complete functions of
user and eNodeB that work on hardware. However, LTE
emulators as well as physical layer simulators are appropri-
ate for optimizing the receivers, coding schemes or equal-
ization procedures, not for cell planning, anomaly detec-
tion or end-to-end large-scale performance evaluation of the
network.

The performance of large-scale cellular networks was stud-
ied in [11], [12], and [13] using tools from stochastic geome-
try. In these studies, a mathematical framework is developed,
and theoretical expressions are derived to model and analyze
network performance. However, even with simplified forms
for a few special cases, there is still a large gap between
real world performance and approximated theoretical expres-
sions. Additionally, the mathematical model of dynamic pro-
cesses, such as resource allocation, handover and failures,
are often ignored in studies based on stochastic geometry.
They only evaluate the average performance of the network,
not the instantaneous performance as a function of time.
Recent research on large-scale IoT networks using stochastic
geometry techniques has been published in [14]. Based on a
spatial distribution model of homogeneous IoT devices, the
authors calculate the delay bound of transmissions in some
exceptional situations.

Several well-known simulators model IoT applica-
tions based on 4G/5G mobile networks, including [15],
SimuLTE [16], LTE-Sim [17] and NS-3 [18]. In these
engines, the calculations related to the channel model are
performed for each User Equipment (UE) and antenna while
a change occurs in the network. A comparative runtime anal-
ysis (using the NS-3 LTE simulator) for some propagation
models is presented in [19]. A key result of that paper is
that the computational complexity of the simulation grows
rapidly with the number of users and base stations. Addition-
ally, in [20], the computational time for different diffusion
propagations is presented. The computation of the path loss
models takes approximately 5 µs to 10 µs for each packet in
the NS-3 simulator. As a result, it is too difficult to simulate
thousands of devices and hundreds of base stations at the
scale of a smart city using these types of tools. Furthermore,
these simulators do not include real UEs and existing BSs that
can be used in the simulation. Moreover, a user’s association
with each BS must be specified in their configurations.
A framework based on NS-3 simulation is presented in [21]
for simplifying the evaluation of the performance of an IoT
communication technology. In this framework, scenarios are
defined, as well as their KPIs and their evaluation. Although
these studies simulate more than a thousand devices, they
are still insufficiently scalable for large-scale applications
throughout a city.
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FIGURE 1. General structure of the PIoT simulator.

The control plane latency performance of different NB-IoT
optimizations is examined in [22]. Using real hardware, the
study was conducted with different packet sizes and lev-
els of coverage. Based on their study, network operators
should select the right Transport Block Size (TBS) (Transport
Block Size) to avoid resource waste during data transmis-
sion. An experimental study of the international roaming
performance of NB-IoT networks in Denmark, Sweden and
Norway is presented in [23]. By calculating KPIs, such as
packet loss, packet delay, and bit rate, they compared the
performance of the network at home and on the roaming
network. To determine whether IoT technology can support
roaming applications, 6000 packets with different payload
sizes are sent. In [24] and [25], considering the Internet
of Underwater Things, simulations are carried out in terms
of energy efficiency, time average age of information, and
congestion of network queues. However, they do not consider
the LTE/5G network for communication links.

Reference [26] described a scalable smart city simulator
in a realistic environment including various types of IoT
applications, such as smart buildings, cars, traffic lights, and
parking meters in a smart city. This simulator, which can
treat multiple IoT nodes in a metropolitan area, is written in
the Erlang language because of its efficiency for the massive
implementation of multithreading. However, its focus is on
the application layer and smart city applications, not on the
communication aspects. In fact, InterSCSimulator [26] was
a part of a larger project, and it was integrated with [27] to
model workload generation in a client-server model. In this
paradigm, [26] was responsible for generating smart city
requests on the client-server model, and [27] created a plat-
form to simulate smart city applications on the server side.
The authors of [28] implemented enhanced machine-type
communications (eMTC) and NB-IoT using the NS-3 simu-
lator. Although they showed that using eMTC and NB-IoT in

smart city applications can lead to a considerable difference
in terms of latency and energy consumption, the simulation
scenario is not based on real geographic data. Moreover,
despite their simulation of more than a thousand devices
in several cells, the approach is not scalable for city-wide
applications, and specificmobility models were not designed.

A summary of the literature review is given in Table 1.
Although there aremany tools that contribute tomodeling IoT
traffic, there is no comprehensive tool specifically designed to
simulate city-wide traffic on a large scale to extract the KPIs
of forthcoming applications.

III. GENERAL STRUCTURE AND INITIALIZATION
PIoT is a high-level large-scale simulation systemwhere only
user packets are simulated and only at the packet level. Even
though the control packets are not simulated, the delay of
the control functions is estimated. To date, PIoT has mainly
focused on network access to evaluate the effects of IoT
devices on wireless access networks. To account for the total
delay of the user packets, the core is modeled using logical
links. A distribution can be assigned to each of the links to
generate a random delay. Thus, an object of Evolved Packet
Core (EPC) and Packet Data Network (PDN) is used to gener-
ate random delays using a packet delay distribution. There are
several BS modules in the radio access network, and antenna
modules are assigned to the relevant BS modules. Addition-
ally, various types of UE, including regular, mobile, and NB-
IoT, are assigned to each antenna. The main responsibility
of the antenna module is resource management. Therefore,
several scheduling strategies are implemented. In the UE,
the packet generation module simulates different types of
IoT applications. With scheduling, CQI, and packet flow, the
entire transmission process can be simulated. The random
access procedure is also integrated into the UE module.
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TABLE 1. Literature review summary table.

The general PIoT structure is shown in Figure 1. Realistic
BS and UE information, such as type or location, are acquired
from the database. Using this information, the topology of the
network is provided. A grid structure is considered in which
any antenna’s received radiation in any grid is calculated by
an assisting propagation simulator tool. Then, a UE in any
grid is assigned to the most appropriate antenna.

As shown in Figure 1, PIoT access features include the
impact of random access procedures and RRC connection
states on network performance, such as collisions and RRC
delays. The transmission module of PIoT is responsible for
generating packets with different distributions, assigning CQI
to packets, and scheduling packet resources. Next, by using
failure deployment, we can consider any event that dis-
ables the antenna or BS partially or completely. Addition-
ally, we can analyze the performance of devices traveling
across the city using different mobility deployments. The
PIoT simulator now has the capability of adding supplemen-
tary features, such as NB-IoT, network slicing, MEC, and
beamforming. Each of the elements in Figure 1 is discussed
in the following sections.

A. DATABASE
Geographical positions of BSs are provided from the Industry
Canada open dataset [29], and the positions of IoT devices
are given from a public database [30] that can be related to
IoT city applications such as houses, fire alarms, traffic lights,
traffic signs, bus stops, pedestrian crossings and security cam-
eras. PIoT considers IoT devices as UEs in each application.
Thus, machine types, number of machines and UE mobility
are all configurable. Reference [29] also has the BS height,
frequency, transmit power and antenna pattern that are used
in creating the network topology. In addition, the BS service
provider is also given in [29]. Thus, the user has the capability
of choosing the cellular operator.

B. TOPOLOGY
City topology is used to calculate signal strength from
the antenna considering realistic geographical information.

Hence, to simulate the city environment, we extrapolate the
city by grids, calculate the power strength from any antenna
in the center of each grid, and then provide a list of antennas
that produce the strongest signal in any grid. The topology of
antennas is derived using realistic data from the city of Mon-
treal [29]. In PIoT, the topology is precalculated and saved as
a topology file. A topology file contains information about all
BSs in the selected area, such as their latitude, longitude, and
antennas. Each antenna in the topology file has information
about frequency, bandwidth, and received power for every
grid point (determined by latitude and longitude) based on
a list of the 12 most powerful antennas. The topology details
are given below [31]:

• Grid structure: The city map is divided into square grids
called grid points, and the side length of this square can
be configured by the user.

• Propagation model: By considering physical and geo-
graphical parameters and situations, the propagation
model is obtained from 3GPP standards [32], and then
the received powers of antennas are calculated in the
center of any square.

• List of antennas in each grid point: in any square, we sort
the received power from all antennas and choose a list of
the N (we have used N=12) antennas with the strongest
received power per grid and neglect the others. In Fig-
ure 2, we can see an example of how to generate the
antenna list.Whenever a UE enters a grid point, it can try
to connect to the antenna with the strongest power (the
top of the N list). This information is used as a hand over
between antennas when there is user mobility, antenna
failure, or BS congestion.

C. INITIALIZATION
The initialization process is depicted in Figure 3. At the
beginning of the simulator procedure, BS andUE information
is loaded from the database, and all grid calculations are
loaded from the precomputed topology file. Then, BS and
antenna modules are created based on the topology. Next,
UE modules are created, and their packets are generated
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FIGURE 2. Grid points to antenna mapping.

FIGURE 3. Initialization process.

based on the distributions. After that, every UE is assigned
to the first antenna from the list assigned to its grid point
according to its position. To reduce the simulation execution
time, BSs are split into multiple processes. Additionally,
failures are created based on the input configurations. The
simulation time step is based on a subframe, and the packets
are sent or received by the UE according to this time step.
Mobility updates are performed for mobile UEs in a time step
configurable by the user (1 second by default). If a failure is
scheduled in a predefined time, it will be applied in the related
time step. Moreover, a handover is executed based on failure
or mobility data.

IV. ACCESS
A. RACH (RANDOM ACCESS CHANNEL)
One of the most important access procedures is the RACH
attempt. There are two types of RACH attempts: contention-
based and contention-free. The first allows the UE to select
a random preamble from a pool. If during the attempt,
more than one UE chooses the same preamble, a collision
happens, a single UE or no UE will be able to connect.
On the other hand, the contention-free attempt uses reserved
preambles scheduled by the BS to avoid any chance of
collision. To use this mode, the UE needs to already be
in an RRC_CONNECTED mode [33]. When a UE is in
RRC_CONNECTED mode, it is capable of transmitting and
receiving traffic data as well as signaling information. This
procedure is much shorter because this UE is already known
by the network, which avoids much of the setup time.

RACH attempts occur in 6 different cases [34]:

• To connect from RRC_IDLE
• To reconnect after link failure
• To connect to the new cell during handover
• For Uplink (UL) resynchronization upon UL arrival
when RRC_CONNECTED

• For UL resynchronization upon Downlink (DL) arrival
when RRC_CONNECTED

• For positioning while RRC_CONNECTED

RRC_IDLE, as the name implies, indicates that the UE is
powered on, but no RRC connection has been established.
We consider that UEs in the RRC_CONNECTED state are
always synchronized. Additionally, a RACH attempt during
a handover is contention-free, and only the delay during a
handover is considered. Thus, in PIoT, the first two cases are
considered for the access procedure using a contention-based
procedure.

The antenna selection is based directly on the topology
generated. At the beginning of the simulation, eachUE selects
the antenna with the strongest received signal at the current
grid point. For mobile UEs, they check if the current con-
nected antenna is in the list of the new grid point. If not,
it searches for an antenna from the same BS. When no anten-
nas from the currently connected BS are present, the antenna
with the strongest received signal is selected and a handover
procedure is carried out. See section VII for more details.

In practice, RACH attempts consist of 4 messages: the
random access preamble, the random access response, the
scheduled transmission and the contention resolution. The
first message is sent by the UE to initiate the RACH attempt.
The second message is sent by the BS to assign UL resources
for the next transmission. The third consists of RRC signaling
from the UE. In addition, the final one is a contention resolu-
tion, which confirms the successful connection or not [34].

For the simulator, the main concern is to detect a collision
and apply an appropriate delay. Therefore, the connection
process is modeled by a delay. In LTE, two RRC states
are allowed: idle and connected. A UE needs to be in the
connected mode to send or receive packets. Therefore, a UE
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in idle mode needs to make RACH attempts when a packet
is generated or paging indicates an incoming DL packet. For
ease of simulation, another state is defined in the simulator,
which is connecting. UEs enter this state when they attempt to
connect, and they exit it after the connection delay, regardless
of whether the connection is successful or not. At the begin-
ning of the connection, a preamble is chosen. If more than one
UE uses the same preamble at the same time, a flag is raised to
indicate a collision. At the end of the connection delay, if the
collision flag is set, the UE is set to idle; otherwise, it is set
to connected. When a UE is set back to idle after a collision,
it waits a random time between 1 and the backoff indicator
in milliseconds before attempting another connection. The
scenario where one UE dominates the other during a collision
and is successfully connected is excluded.

To isolate machine-type communication from human-type
communication, resources can be distributed as explored
in [35]. Thus, the number of available preambles can be
set. Additionally, the PRACH configuration index must be
assigned manually to applications in the configuration file.
According to [36], the access delay for LTE is, on average,
approximately 50 ms. In the simulator, this value is set by the
user, and two strategies can be used, constant delay or random
delay, which are distributed uniformly within a set margin of
error.

In 5G networks, to minimize latency and signaling
overhead, a new connection state was introduced, the
RRC_INACTIVE state [5]. In this state, UE retains the RRC
context for a period of time. Thus, the time for transition
from the inactive state to the connected state is considerably
reduced. As mentioned earlier, the access delay takes approx-
imately 50 ms. Due to the reduced signaling overhead on the
core side, only a few steps are required to enter the connected
state, approximately 20 ms. In the simulator, this connection
time can be preset by the user.

B. KPIs FOR RACH
Three categories of KPIs are produced by the simulator for the
RACH. The first category is the attempt KPIs, which record
the number of attempts and failed attempts. The second cate-
gory is the collision KPIs, which count the collisions and give
a ratio of collisions to transmissions. The last category is the
delay KPI that measures the connection delay. The KPIs are
defined in Table 2.

C. SAMPLE SIMULATION RESULTS
In this paper, we performed all simulations for the whole city
of Montreal with 343 BSs. To observe the impact of simula-
tion parameters on the RACHKPIs, 4 scenarios are explored.
All of them have twoLTE applications in common, pedestrian
crossings and traffic lights, including 310,000 devices. They
send packets at mean rates of 0.5 and 1 packet per second
using an exponential distribution. The simulation duration is
5 minutes, and all UEs are assumed to be connected at the

TABLE 2. RACH KPIs.

TABLE 3. RACH parameters.

TABLE 4. RACH KPIs.

start. Parameters specific to the four different scenarios are
shown in Table 3.
As shown in Table 4, the variation of the PRACH index

and the number of available preambles affect the collision
rate and RRC access delay. First, there is a relation between
the collision ratio and the RRC delay. When a collision
occurs, the RRC connection is prolonged for at least a backoff
time. and another random access is attempted. Second, colli-
sions are inversely proportional to the number of available
preambles. Third, the PRACH index plays an important role
in the collision ratio. The PRACH index parameter speci-
fies the frame number and subframe number the UE can send
the RACH preamble. PRACH index 14 allows the UE to send
the preamble in any frame and any subframe [37, Table 5.7.1-
2]. An application with a restrictive index (e.g., index 0)
and/or an index shared with another application will be more
likely to have a collision. However, a permissive index (e.g.,
index 14) will allow fewer collisions.

V. TRANSMISSION
A. PACKET GENERATION DISTRIBUTIONS
Machine-type traffic is a broad term regroupingmachine gen-
erated traffic without human interaction. The traffic patterns
of machines are considerably different from those of humans
[38]. For example, in [39], packet interarrival time is consid-
ered uniform (not synchronized) or beta (synchronized). This
traffic diversity requires high flexibility in packet generation
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TABLE 5. Random distributions implemented.

that is defined by two distributions. One describes the length
of the packet, while the other describes the interarrival time.
The available distributions are presented in Table 5.
In the simulator, packets are pregenerated at the start of the

simulation, before the discrete events. To generate the random
values, the Python module, Scipy, is used. The user may gen-
erate multiple applications with different packet generation,
UE distribution and traffic direction (i.e., UL or DL). For
UL, during the discrete event runtime, when the subframe of
creation is processed, theUE initiates the RACHprocedure (if
needed) and then sends the packet to the scheduler to assign
time-frequency resources. For DL, a similar process occurs,
but packets are sent from the network to the UE.

B. SCHEDULING
In 4G/5G networks, the time-frequency resource unit is a
Resource Block (RB). An RB spans a subchannel (12 sub-
carriers) in specified time symbols. This determines the sim-
ulator’s smallest timestep [40]. Variable SCS (Subcarrier
Spacing) is a new feature in 5G. In LTE, there is only one
subcarrier spacing, 15 kHz. In 5G, one can choose multiple
different types of subcarrier spacing, 15, 30 and 60 kHz in
frequency range 1 and 60 and 120 kHz in frequency range 2.
SCS can be chosen in the simulator by the user.

Using the data from the real antenna, the position and band-
width used by the antenna are determined. The bandwidth
can then be converted into a number of RB available for
transmission by a subframe. A fraction of these RBs can be
selected for UL and DL transmissions in the parameter entry.
The separation of RB for UL and DL makes it possible to
process the UL and DL scheduling independently.

The implemented scheduler abstracts the signaling. Each
antenna has an associated scheduler. Once a packet is ready
for transmission (i.e., connected state and a packet is gen-
erated), the packet is sent to the scheduler. The scheduler
assigns a priority to each packet depending on the applied
strategy. Then, the scheduler attributes RBs to the packets
until there is no packet left, or there is no RB in the scheduling
subframe.

TABLE 6. CQI computation strategies and parameters.

Multiple scheduling techniques are implemented in the
simulator based on strategies described in [40]:

• First In First Out (FIFO): Packets are scheduled in the
order of arrival.

• Last In First Out (LIFO): Packets with the lowest age are
prioritized.

• Round Robin (RR): Packets generated by UEs that
have not been transmitted for a long time are
prioritized.

• Blind Equal Throughput (BET): Packets with the lowest
average throughput are prioritized.

• Maximum Throughput (MT): Packets that have the
highest possible throughput (i.e., the number of possible
transmission bits to the required resources) are priori-
tized.

• Proportional Fair (PF): Similar to BET but weighted
with the maximum throughput.

To determine the number of RBs needed for a transmis-
sion, the TBS (Transport Block Size) must be considered.
To model the channel quality, a channel quality indicator
(CQI) is assigned to each UE and is refreshed periodically
with a period set by the user. The CQI is defined by the
user per application with options shown in Table 6. For
random CQI generation, the random distribution is uniform
between the maximum and minimum parameters. In the case
of distance power-dependent and power-dependent CQI gen-
eration, linear interpolation is used to determine the CQI by
associating theminimal CQIwith theminimal received power
and distance from the antenna and the maximal CQI with the
maximal received power or distance from the antenna. If a
distance or power value falls below the minimal value, the
CQI is minimal, and the same is true if the maximum value
is exceeded.

To calculate the TBS from the CQI, the Modulation and
Coding Scheme (MCS) index is considered a linear func-
tion of the CQI. The TBS is linked to the MCS via tables
found in the standards [41]. The TBS determines the quan-
tity of data that can be sent depending on the number of
RBs used.
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TABLE 7. Transmission KPIs.

TABLE 8. Transmission parameters.

C. KPIs FOR TRANSMISSION
The transmission module provides a rich variety of KPIs for
generation, resource usage and various delays. These KPIs
are described in Table 7.

These KPIs can be separated into two categories. The
first category is the global KPIs that provide an overview in
terms of quantities. These KPIs are the ones prefixed with
‘‘total’’ and ‘‘used resource blocks’’. The second category is
the packet based KPIs that provide statistical information on
the quality of the transmission that includes the delays and
the throughput.

D. SAMPLE SIMULATION RESULTS
To explore the capabilities of the simulator, two different tests
are presented here. The first uses different scenarios in which
the generation distribution, the CQI and the direction (UL or
DL) varies. The second shows the scheduling effect by using
a scenario with congestion and by changing the scheduling
strategy. Both are based on security camera locations that
include 430 devices. The simulation duration is 1 minute.

Table 8 shows the different parameters used for each sce-
nario. The global results are given in Table 9. They reflect
the chosen distribution parameters as well as the remaining
traffic in the queue by considering the difference between
the packets created and the packets transmitted. Even though
the CQI value was greatly reduced in scenario 3, the amount
of total traffic is relatively unchanged compared to that in
scenario 1.

TABLE 9. Transmission global KPIs.

TABLE 10. Transmission packet KPIs (average).

The packet results in Table 10 show the differences
between the simulation scenarios. Most parameters do not
affect the throughput and the transmission delay. The excep-
tions are the size of the packets and the CQI. The CQI is
greatly reduced in scenario 3, which impacts the throughput
and transmission, causing congestion and greatly increasing
the waiting delay. Furthermore, considering the same number
of transmitted bits (i.e., interarrival time × packet length),
scenario 4, which generates packets with a longer length
(2000), provides worse performance than scenario 5, which
generates more packets with a shorter length (1000).

In another evaluation, we analyze two uplink applications
that compete for the same resources. In both applications, the
number of transmitted bits is the same, and packet lengths
and interarrival times are distributed exponentially. However,
application 1 sends packets of 1000 bits on average compared
to the 200 bits for application 2. The CQI is considered
constant to reduce the random factor. The results are shown in
Table 11. For each scheduling row, the results for applications
1 and 2 are presented.

In FIFO scheduling, we can see that there is almost an
equal waiting delay for applications 1 and 2. Therefore, in this
strategy, the size of the packets has no effect on the priority
given to the packets of both applications. In the LIFO, BET
and PF strategies, the waiting delay for application 2 with
smaller packets is better than that for application 1 with larger
packets. In contrast, the RR and MT schedulers provide the
advantage to application 1. Moreover, we can observe that
the difference between the throughput of applications 1 and
2 is the lowest in BET scheduling and the highest in MT
scheduling.

VI. FAILURES
Failure modeling is the study of outage effects, as well as
their detection, compensation, diagnosis and restoration of
the system’s normal functionality. In the context of this paper,
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TABLE 11. Scheduling impact on KPIs.

we do not distinguish between the terms failure, fault and
outage, as we globally refer to ‘‘failure’’ as any event in which
an antenna or BS function are partially or totally disabled.

A. FAILURE TYPES
In the literature, the most common strategies to model or
simulate failures are as follows:

• Transmit power or antenna gain is totally or partially
attenuated [42], [43], [44], [45], [46], [47], [48], [49].

• Access attempts are set to fail [3], [4], [50], [51]
• Direct reduction of transmission bit rate [52]
• Omission or shut down of the BS [53]

In PIoT, three failure types are considered:

1) Access failures: the Random Access Channel (RACH)
procedure fails, forcing devices requesting a new con-
nection to send their access requests to another antenna
or BS. This failure model is useful to replicate the
effects of the ‘‘sleeping cells’’ [4], [43], [44], [45],
[46], [50], [51], [54], [55], as ongoing transmissions
and devices with an active connection continue to be
served.

2) Resource block failures: a fraction of the resource
blocks are made unavailable for data transmission in an
antenna or BS. In addition to being useful for modeling
software malfunctions or configuration problems, this
type of failure can also be used to model congestion
caused by resources used by background traffic. This
failure definition is new. In the literature, the transmis-
sion rate has been used to model failures [52], but to the
best of our knowledge, no previous work has proposed
a failure by using resource blocks.

3) Ascending Failures: This type of failure only affects
resource blocks, and its severity is not constant.
As shown in Figure 4, there is an ascending duration
before the failure is stable and reaches the specified
severity. It also takes some time to return to zero after
the stable duration. Hence, this type of failure has three
time durations: the stable duration, which is the number
of subframes in which the severity is at its peak; the
ascending duration, which is the time taken to go from
zero to the specified severity; and the descending dura-

FIGURE 4. Ascending failure.

tion, which is the time taken to go from the specified
severity back to zero. In the failure parameters, we only
need to specify the total duration of the failure, the
stable duration and the ascending duration since the
descending duration can be calculated from the previ-
ous three.

There are three ways in which the three types of failures
can be parameterized:

• Randomness:The three types of failures can be specified
in a deterministic way, in specific antennas, BSs, and
time intervals, or their occurrence and duration can be
considered a random variable with parameters defined
by the user.

• Severity: failures of resource blocks can be defined as
partial or total. Severity is the percentage of unavailable
resource blocks.

• Level: Failures may be defined to take place at the
antenna or BS level. BS-level failures occur simultane-
ously in all the antennas of the BSs, while antenna-level
failures are defined for specific antennas in the network.

Randomness, severity and level of failures can be defined in
any combination, allowing the practitioner to create scenarios
according to the goal of their research. Random failures, for
example, can be used when considering failures that occur
because of random malfunctions. However, specific deter-
ministic failures can follow a variety of patterns according
to user requirements. For an example, we consider the case
of an area-wide outage because of a partial energy black-out
in the city or the case of an earthquake or a fire affecting a
region of the city. The user can use information from another
simulator that determines which areas are affected to make
the BSs of those regions fail. As deterministic failure times
of start and duration are provided by the user, it is possible to
simulate progressive spread of the outage of the BSs through
the city or any other dynamic of appearance of the failures.

B. KPIs FOR FAILURES
The following indicators have been implemented to measure
the impact of failures on the network’s performance:

• Total packets affected by failures: Total number of pack-
ets that are affected during the failure.

• Total failed RACH attempts: The definition is given in
Section IV.

Note that other KPIs previously mentioned can also show the
effect of failures.
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TABLE 12. Failure parameters.

TABLE 13. Failure KPIs.

C. SAMPLE SIMULATION RESULTS
We consider three scenarios to illustrate the effect of various
types of failures on the KPIs and an LTE application using
335190 houses as UEs. UEs generate packets at a mean rate
of 1 packet per second using an exponential distribution. The
simulation duration is 2 minutes. Failures are assumed to
occur from the beginning in all antennas of 20 BSs randomly
selected from 343 BSs. We assume 100 percent severity for
scenario 2. Additionally, in scenario 3, after the ascending
duration, failure reaches 100 percent severity for the stable
duration. In this scenario, the stable duration is 2 seconds and
both the ascending and descending durations are 4 seconds.
Other simulation parameters related to scenarios are shown
in Table 12.

As shown in Table 13, in scenario 1, we have 4796 failed
RACH attempts in all BSs. After 3 failed RACH attempts,
the UE devices try to connect to the next BS from which they
receivemore power. In scenario 2, because of the full resource
block failure, the UE cannot send packets. Thus, after waiting
for the maximum waiting delay (200 ms), the UE devices
decide to connect to the other BS. Only 215 packets are
affected by this failure. In scenario 3, there is a partial failure
on resource blocks during the ascending time. Therefore,
at this time, UEs have the opportunity to send their packets.
As a result, in the end, more packets are affected by the
failures than in scenario 2. In the stable time, there is a
full failure on resource blocks until the beginning of the
descending failure time. Hence, the UE devices decide to
connect to the other BSs due to a large waiting delay.

VII. MOBILITY
Mobile user equipment can be included in simulations to
analyze the performance of devices that travel around the
network. Mobility-related procedures have been based on the
3GPP specifications.

A. MOBILITY TYPES
During a simulation, mobile devices travel across the topol-
ogy by following itineraries defined as sequences of loca-
tions. Each location is represented as a coordinate (in latitude
and longitude) and a time at which it is reached by a mobile
device. Itineraries can be defined in two different ways.

1) RANDOM
Itineraries can be generated randomly at the beginning of a
simulation by using three parameters: the interarrival time
(the time required to travel between two locations), the inter-
arrival distance (the distance between two locations), and the
interarrival random factor (a number that randomly varies
the interarrival distance).

Itineraries are created from an initial location by randomly
selecting a range of valid directions within two radii. Subse-
quent locations are obtained from the three parameters and
the travel direction.

This operation generates unique itineraries composed of
locations distributed around a straight line. If the line goes
out of the simulation’s boundary, the direction is changed
to generate other valid locations. This generation method
ignores real elements of the city (roads, physical obstacles,
etc.) and does not realistically portray how devices travel in
a network.

2) PREDEFINED
Itineraries can be described in JSON files that contain loca-
tion sequences. The simulator assigns these locations as tra-
jectories to devices of a mobile application. Any correctly
formatted file (i.e., whose locations are within a simulation
topology) can be used to model trajectories.

Two such files have been created from data generated by
buses of the STM (Montreal public transit society). They
provide an accurate representation of how real life equipment
travels in an urban environment. Itineraries for business days
and weekends can be used.

B. HANDOVER
A handover procedure is used by mobile devices when they
change the base station to which they are connected for
a nearer station to improve signal reception. This process
has been implemented in the simulator following the norms
defined by 3GPP.

A device attempts a handover when the signal of the base
station to which it is connected becomes no longer available
at the location of a device. The device performs a contention-
free RACH attempt to establish a connection with the base
station that offers the highest signal quality in the region in
which the device is currently located. Since resources are
allocated in advance for the handover by the two participating
base stations, no collision with other connecting devices is
possible. However, if the base station that a UE tries to
connect to experiences a failure, the handover is unsuccessful.

In reality, the two base stations participating in the han-
dover exchange signals to coordinate device connection trans-
fer. This process is not considered in the simulator.

C. KPIs FOR MOBILITY
The following indicators are specific to mobile applications
and serve to analyze their performance.
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TABLE 14. Mobile simulation results, random itineraries.

• Handover count: The number of contention-free RACH
attempts performed during handovers. Handovers are
recorded by the antennas that offer connection to an
incoming mobile device.

• Number of visited cells: The number of times that
mobile devices enter regions covered by base stations
to which they are not connected. This KPI provides an
indication of how mobile devices are traveling; a low
number indicates that devices tend to remain in the same
cell.

• Handover failure count: The number of times that han-
dovers failed because a device attempted to connect to a
nonoperating base station.

D. SAMPLE SIMULATION RESULTS
The following simulation results illustrate the effect of mobil-
ity on the performance of applications.

1) FIRST SET, RANDOMLY MOVING DEVICES
Three simulations were performed. Each is composed of an
application made of 1,000 devices that simulate background
traffic and one mobile application with 500 devices. Pack-
ets are generated following an exponential distribution; they
are sent each second for background traffic and twice each
second for the mobile application. Devices are distributed
evenly across the simulation topology. The uplink data rate is
determined by using the power received from a base station.
Simulations last five minutes, and the first sixty seconds are
not included in the result compilation. The speed of mobile
devices is the only parameter that varies across simulations.

When the device speeds increase, more cells are visited
and additional handovers are recorded because devices travel
away from their corresponding base station. Additionally,
uplink data transmissions are on average longer than with
static devices because mobile devices are not connected at all
times to the optimal base stations. At the beginning of a sim-
ulation, all devices select the base station that offers the best
connectivity (i.e., the highest power), but as devices travel to
other locations, the received power decreases, which lowers
the CQI, and thus, the data rate. This contrasts with static
devices, which are connected at all times to an optimal base
station. Other sources of delay, such as RACH procedures and
scheduling, are not affected by mobility. Hence, the simulator
measures which parts of data transmission are most affected
by mobility.

2) SECOND SET, REALISTIC MOTIONS
The trajectory of real applications (public transit buses) are
used to portray realistic motions that take the actual topol-

TABLE 15. Mobile simulation results, predefined itineraries.

ogy of the city into consideration. Two simulations were
performed: one with the position of buses at noon and the
other with moving devices that follow bus itineraries during
a working day. Other parameters are the same as those in the
preceding simulation set.

The same observations are made: the uplink data rate
decreases when devices are moving while access and
scheduling-related delays are unaffected. The difference
between static and mobile devices is more drastic than with
the other simulation set because most buses are located in
high-density regions. Thus, shorter travels are more likely to
decrease channel quality. Therefore, real life trajectories yield
specific results on how they affect the network performance
of an application.

VIII. SUPPLEMENTARY FEATURES
This section presents supplementary features that have either
been published in a separate work or are in development
within the simulator.

A. NB-IoT
NB-IoT is a radio technology standard designed to connect
densely located indoor devices requiring long battery life.
Despite havingmodest individual data capacity, these devices
can generate a large amount of traffic that strains the commu-
nications network. Reference [56] describes NB-IoT features
of the simulator in detail.

B. NETWORK SLICING
One way to build a private network within a public net-
work infrastructure is by using network slicing. For exam-
ple, it may enable the military to use a slice of public 5G
infrastructure as a dedicated private-like infrastructure for
tactical use [57]. Slicing RAN resources can be accom-
plished by time, frequency, beam, code, hardware equip-
ment, and other dimensions [58]. Due to bounded RAN
resources, we must guarantee that users are able to over-
come that limitation and communicate without running into
any issues.

In the simulator, two aspects of network slicing are consid-
ered [5]. First, we can allocate a fraction of RAN resources
to a specified slice. Thus, there are reserved resource blocks
for the applications associated with the slice. Second, it is
possible to specify a core delay for the slice that can be
modeled by a random distribution. Therefore, each slice has a
certain delay for the packets passing across the core network.
Other details of network slicing are currently in the process
of implementation.
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C. MULTIACCESS EDGE COMPUTING
MEC, which offers cloud computing services to users, is a
useful method for reducing latency in Machine-to-Machine
(M2M) applications. Instead of using the core network, the
user connects directly to the cloud edge hosts. Additionally,
BS-level MEC development will lessen bottlenecks and sys-
tem failures [59].

To maintain optimal performance in a dynamic environ-
ment, it is essential for IoT devices to exchange knowledge
and data about the surrounding environment in real-time [60].
Consequently, in the simulator, we assume that the edge host
servers are located close to the BSs. Edge application packets
do not pass through the core network. Hence, these users will
experience less network latency.

D. BEAMFORMING
Massive Multiple-Input-Multiple-Output (MIMO) along
with beamforming is one of the key features in 5G due to
its increasing spectral efficiency [61]. To enhance the signal
strength and data rates for end-users, beamforming technique
is commonly employed [62]. Reliable communication and
low complexity signal processing are the main advantages of
massive MIMO systems. Using beamforming, multiple users
can send data packets on the same RB in semiorthogonal
channels. The simulation of beamforming gives the ability
to obtain more insights into the design and analysis of the
network. In the simulator, we consider the semiorthogonality
channel condition in [63] for scheduling a user’s packets by
the same RB. The number of orthogonal beams can be set by
the user. As a result, when beamforming is used in the BSs,
we observe a clear KPI improvement.

IX. CONCLUSION
Networks of the future will have to respond to society’s
growing need for flexibility and stringent applications, which
means that intelligent system automation will continue to
grow through massive M2M and IoT large-scale deployment.
For operators to be able to assess the network impact of
those forthcoming applications, large-scale simulators are
needed. To respond to that need, we developed a simulator
system that encompasses a front end, a simulation backend
and geographical and application databases. The system,
PIoT, is available to the public at www.piotsimulation.com.
In this paper, we described each of PIoT’s major features and
limitations in detail so that potential users would be able to
assess its suitability for their own needs. PIoT allows us to
test how well a single or group of applications will perform
in a realistic 4G/5G city-wide setting and allows the user
to extract KPI data that can be used to develop AI and ML
algorithms before application deployment. PIoT is an on-
going project, so, given the rapid telecommunication changes,
several enhancements are being researched and implemented.
First, while the grid that results from our propagation engine
is currently given as an entry for the simulator, the user may
be interested in changing propagation features on the fly.

Therefore, we are planning to add that engine to the public
website, and we are currently studying the most efficient way
for this to be integrated into the system. Second, there are a
number of developments being announced by the 3GPP that
we are planning to incorporate into the simulator. Among
them, nonterrestrial BSs account for connections to satellite
networks, and IAB systems increase backhaul flexibility.
Third, IoT applications of the future, such as V2X or the
metaverse, will be much more stringent and complex, requir-
ing the interaction of several, sometimes largely distributed,
user equipment. We are currently modeling those types of
applications and studying their efficient implementation in
the PIoT. Another important aspect that cannot be overlooked
is the pervasive influence of virtualization on the network.
Thus far, those aspects have not been directly accounted for,
but they should be more detailed in future edge and core
simulation developments.
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