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ABSTRACT Forecasting Spatio-Temporal processes has been attracting a great deal of interest within the
research community. In this context, there is an increasing trend of proposing and improving methodologies
to gather and use vast amounts of Spatio-Temporal data. Spatio Temporal Forecasting (STF) problems
present complex interactions and non-linearities as the temporal dimension and the spatial one are usually
entangled. To address these problems, statistical, Machine Learning based, and Deep Learning based models
are introduced and developed. The use of exogenous data has proven to be beneficial in many STF models.
Various techniques of incorporating exogenous data in STF problems have been proposed in the literature.
This survey aims at providing a systematic review of the data-driven STF models, with a focus on those
that incorporate exogenous data. We first investigate the data properties, including their dynamics, types
and representations. Next, we propose a new taxonomy of the reviewed models and inspect the different
complexities of STF problems. Exogenous data incorporation techniques are then presented and analyzed.
We conclude our paper by highlighting the current open challenges and future research directions.

INDEX TERMS Exogenous data, deep learning, forecasting, machine learning, spatio-temporal data,

statistics.

I. INTRODUCTION

Over time, scholars have attempted to understand our world.
By observing, describing, modeling and analyzing the dif-
ferent phenomena, it is not only possible to comprehend the
world, but also reach a certain level of control over it. This
has been facilitated thanks to the increasing availability of
data and computation resources.

As the number of sensors and connected objects has expo-
nentially increased in the last few years, data in their differ-
ent formats are gathered in massive amounts, offering the
opportunity to generate insight. Time series, for example,
encompass information about when each data element was
collected. Spatial data on the other hand comprise informa-
tion about where each data element was collected. Spatio-
Temporal (ST) data involve both types of information. In this
survey, we focus on the latter.
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Spatio-temporal series refer to data that exhibit fluctuations
in both the spatial and temporal dimensions. These series
can be seen as sequences of objects described in a multidi-
mensional space, where there is a dependence between the
represented objects. It is crucial to note that throughout the
remainder of the paper, “location” does not necessarily refer
to the physical position of the described data instance. Rather,
it refers to the data representation in the given multidimen-
sional feature space. For instance, it might refer to differ-
ent road segments, neighborhoods, users’ identifiers (IDs),
or networks’ IDs, depending on the specific application in
question.

Extracting valuable knowledge from ST data has become
very important in addressing various problems such as classi-
fication, clustering, kriging, anomaly detection, and forecast-
ing. However, the forecasting task has attracted the most inter-
est among researchers [1]. It consists of building a data model
that explains the spatio-temporal variability of data with
the aim of predicting future data values. Spatio-Temporal
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FIGURE 1. Examples of applications for Spatio-Temporal forecasting.

Forecasting (STF) plays a key role in a wide range of domains
of application, including but not limited to, agriculture [2],
[3], crime analysis [4], [5], transportation [6], [7], environ-
ment [8], [9], economics [10], [11], and medicine [12], [13].
Fig. 1 depicts some of these fields.

However, STF is still a challenging issue due to multi-
ple factors. Indeed, ST data have some complex character-
istics such as the non-identical distribution of data across
space (heterogeneity), across time (non-stationarity) and
the non linear dependencies within data [14]. Other chal-
lenges include:

o Complexity: since ST data fluctuate along both the spa-
tial and temporal dimensions, the patterns within them
are complex, implicit and challenging to capture.

o Dynamicity: in most real-life processes, the spatial
dependencies are dynamic, meaning that they change
through time. This entanglement between dimensions
implies that they should be modeled simultaneously
rather than individually.

o Interdisciplinary: this challenge may be encountered
when integrating exogenous data in the forecasting mod-
els, since such data may come from domains that are
very different from that of the endogenous data. There-
fore, knowledge and techniques from various fields may
be required.

Numerous data-driven models for ST forecasting have
been introduced and developed in the literature. These models
aim at finding relationships between the entangled factors in
the data by understanding the underlying substructures within
the data. They are characterized by their ability of using
historical evidence to predict spatio-temporal dynamics. They
can be classified into three categories: statistical models, con-
ventional Machine Learning (ML) models and Deep Learning
(DL)-based models.

Forecasting may sometimes greatly benefit from exter-
nal features, formally called exogenous variables, that are
correlated with the endogenous variables. For example, the
urban traffic flow data can be significantly affected by some
external factors such as weather, social events, and holidays.
Several studies have explored ways of integrating exogenous
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data into forecasting models [15]. We differentiate between
two categories of spatio-temporal forecasting models in the
literature: explanatory models and predictive ones. Explana-
tory models leverage the explicit temporal and spatial char-
acteristics embodied in the exogenous variables, and are
therefore highly interpretable. During the modeling phase,
endogenous data autocorrelations are not considered. For
example, Bansak et al. and Kang et al. predict the refugees’
employment probabilities in a specific time and region based
on the characteristics of these individuals rather than the his-
torical spatial information [16], [17]. On the other hand, a pre-
dictive model focuses more on the spatial and temporal lags
of endogenous data, from which ST properties are derived,
with the possibility of incorporating exogenous variables. The
scope of this survey is limited to predictive models, with an
emphasis on the incorporation of exogenous data.

A. RELATED SURVEYS AND CONTRIBUTIONS

A few relevant surveys have examined Spatio-Temporal Fore-
casting. Each of these surveys tackle the literature from a
different perspective, as described next.

Hamdi et al. [14] and Atluri et al. [18] both outline the
challenges that researchers face when mining information
from ST data. They categorize these challenges according
to different aspects including the data properties, the tackled
task and the application field. Although both of these surveys
are relatively recent and do discuss the STF problem, their
scope is broad. Since they cover the different tasks and prob-
lems included in the Spatio-Temporal Data Mining (STDM)
field, they do not give sufficient details on the ST forecasting
task and its related models.

Providing more model-related details, Wang et al. reviewed
recent progress, up to 2019, in applying DL techniques to
address several STDM tasks in different domains [1]. They
introduced a framework outlining the employment of these
models and categorized the existing literature based on the
types of ST data, the mining tasks and the employed DL
models. Shi et al. on the other hand, led a systematic review
for ML applications for Spatio-Temporal Sequence Fore-
casting (STSF) [19]. Both surveys concluded by pinpointing
the limitations of the reviewed work and suggesting future
research directions. These surveys emphasize the forecasting
task, but none of them covers the three classes of data-driven
STF models mentioned earlier. Indeed, the former, along
with [20] and [21] only included the Deep Learning based
models, while the latter focused on the conventional Machine
Learning-based models.

Several surveys covered the three classes of data-
driven models: Ermagun and Levinson [22], Boukerche and
Wang [23] and Yuan and Li [24] reviewed the models
employed in traffic forecasting; Xie et al. [25] covered the
models used in urban flow prediction; and Tascikaraoglu [26]
reviewed the models exploited in smart city applications.
However, these surveys solely focus on specific application
domains, and thus did not include the models that were not
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used in the addressed field of application. To comprehen-
sively review the state-of-the-art data-driven models, it is
crucial not to limit the research investigation to a specific
application field.

Xu et al. reviewed statistical, Machine Learning, and Deep
Learning based models. However, little attention was paid to
the incorporation of exogenous data [27].

Our survey paper stands out from others in the field by pro-
viding a thorough examination of the STF pipeline. We begin
by analyzing the data types, dynamics, and representations,
and offer examples of exogenous variables used in the liter-
ature. This lays the foundation for the study. Next, we dis-
cuss various problem formulations and provide an up-to-date
overview of state-of-the-art models. We offer insights into the
strengths, weaknesses, and selection criteria of these models.
Unlike previous work, our study is not limited to specific
fields or model categories. We then shed light on the exoge-
nous variables incorporation phase, by introducing a novel
full-view taxonomy that organizes and synthesizes existing
incorporation approaches and levels. We also identify open
challenges and future research directions to stimulate further
research in this area.

Overall, the main contributions of our study are summa-
rized as follows:

« We provide a thorough examination of data properties.

« We categorize the different problem formulations of the
STF task.

o We propose a new categorization of data-driven models
used in STF.

« We examine a wide range of application fields to track
STF research progress.

« We propose the model selection criteria to assist
researchers in selecting the adequate model for their STF
task.

o We propose a novel, full view taxonomy that orga-
nizes and synthesizes the exogenous data incorporation
approaches and levels.

B. SURVEY ORGANIZATION

As illustrated in Fig. 2, we organize the remainder of the
paper according to the Spatio-Temporal Forecasting pipeline.
In section II, we focus on the data properties by highlighting
the data dynamics, data types and the different data represen-
tations. Then, in section III, we outline the different problem
formulations that lay under the Spatio-Temporal forecasting
problem. In section IV, we review the state-of-the-art data-
driven models that were developed to tackle the different
problems and wrap up the section by shedding light on the
model selection criteria. In section V, we explore the existing
techniques used to incorporate exogenous data in the models,
as well as the possible levels to do so. The last section
concludes the survey with a discussion.

II. INPUT DATA PROPERTIES
As a result of the digital revolution and the widespread of
smartphones and Internet of Things (IoT) devices, data has
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become more widely available for analysis. Data collec-
tion and analysis have become tremendously important in
addressing a variety of problems such as recommendation,
anomaly detection, classification, and forecasting. It is the
latter that has captured the researchers’ attention the most [1].
This is mostly owing to the fact that accurately predicting
the future of ST processes is critical in a wide range of
applications. Various real-world phenomena are generated
by a complex combination of factors in which spatial and
temporal information play a significant role.

Forecasting entails analyzing previous observations and
building a model to predict future values. The model must
capture the spatio-temporal patterns of the data. Data that
explicitly describes the studied phenomenon is referred to
as endogenous data. Aside from the endogenous data under
study, there are often additional features, technically known
as exogenous variables, that are significantly correlated
with the endogenous variables. When such factors are com-
bined with ST data, the prediction performance is generally
improved [15]. For example, Rong et al. have demonstrated
that external factors such as weather, holiday events, and map
query features can have a major impact on understanding
the underlying substructures within the parking availability
data [28].

A. DATA DYNAMICS

In the context of ST data analysis, the examined data can
fluctuate along both spatial and temporal dimensions. For
each of the variables, we use the notation ST(1s(ID), 11(ID))
to describe data dynamics in the feature space D, where

1 if D is spatially variant
15(D) = patiaty
0 else
and
1 if D is temporally variant
11(D) = porty
0 else

Accordingly, and as illustrated in Fig. 3, we can classify the
features under study as follows:

ST(1,0): This class represents features that remain con-
stant over time, but are spatially variant, i.e. the values of
the features differ across spatial points but do not change
throughout the observation period as illustrated in Fig.3a.
This is for instance observed in the field of transportation.
Road condition features such as the number of intersections,
the number of lanes, the road function, and the road curve,
in addition to the coordinates of different spatial locations are
time invariant and spatially variant features [29], [30]. Other
commonly used spatially variant exogenous features are the
location weighting, and the fixed adjacency matrices, which
facilitate the extraction of the proper spatial characteristics
from the endogenous data [2].

ST(0,1): This class represents features that are time variant
and space invariant, i.e. the observed time series are indepen-
dent of the location, as shown in Fig. 3b. Numerous work have
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incorporated this type of variables. In particular, calendar
features such as: day of week, day of year, month of year and
the binary feature indicating whether or not it is a holiday, are
commonly used [28], [30], [31].
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ST(1,1): This class represents features that are both time
and space variant, as illustrated in Fig. 3c. Data fluctuate in
both dimensions allowing each spatial point to have different
values at different time instances. In the literature, there are
numerous cases where exogenous variables vary both in space
and time. For example, Andayani et al. used the ST price
of dry grain data to predict the rice price [2], [3]. Likewise,
Alajali et al. used the ST accident and roadwork data sets to
forecast traffic volume [32]. Their experimental results show
that incorporating nearby event information yields significant
improvements. Cui et al. also used ST-data sets contain-
ing the traffic volume and the occupancy to forecast traffic
speed [33].

ST(0,0): This class represents constants. Even though these
are rarely used, they can still be useful. In particular, these
constants can be valuable for fine-tuning models’ parameters.
Examples are statistical summaries of ST relations [30] and
temporal period lengths [34].

Exogenous data with varying dynamics can be incorpo-
rated into the same model simultaneously. Several examples
of exogenous features are presented in Table 1.

B. DATA TYPES
Besides their dynamics, we can categorize data according to
their types. There are five major types:

Event data: Spatio-Temporal event data comprise discrete
events, each characterized by a tuple (e;, s;, t;) wWhere e; is
the event type and s; and #; are respectively its location and
time of occurrence. Event data are quite common in real
world applications. For instance, in criminology it is common
to exploit crime events history [4], and in traffic analysis,
accident events [29], taxi [30] and car-hailing [36] demands
are frequently analyzed. On the other hand, spatially constant
events are collected without taking into consideration their
location and are characterized by a tuple (e;, t;) denoting the
event type and its occurrence time.
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TABLE 1. Examples of exogenous features used in STF.

Paper Target variable

Exogenous variables

ST(1,0) ST(0,1) ST(1,1)
Number of intersections Day of year Rainfall feature
[29] Accident events Number of lanes Day of week Temperature and wind speed
Road curve Month of year Traffic volume data
S . Hourly temperature, Solar radiation
[33] Traffic intensity - - Wind speed, Wind direction
. . Longitude and latitude Av. demand value of the last 4 periods .
[30] Taxi requests history of the region center Events: Holidays Weather conditions
[33] Traffic speed - - Volume and occupancy
C e . . . . Temperature
[31] Taxi-Bike trajectories - Holidays and weather conditions Wind speed
[4] Crime events - Holidays Weather
[2], [3] Rice price Location weighting matrices  — Dry grain price
. Weather conditions: .
[36] Car-hailing supply-demand  — Weather type, temperature and PMo. 5 Traffic condition
Geolocation features, Navigation features
[28] Parking availability data - Holiday event features Map query features

Temperature, Weather, Wind speed

Trajectory data: Represent time-stamped paths of mov-
ing objects. Each trajectory is represented as a sequence
{Gs1,11), (52, 12) ... (Sn, )}, Where #; represents the time
stamp at which the moving object was at location s;. This
type of data is most common in the transportation domain,
where accurate predictions are based on historical evidence
of vehicles’ trajectories [31], [37], [38].

Point reference data: Consist of measurements of mov-
ing reference points over a continuous ST field. Point ref-
erence data can usually be represented as a set of tuples
{(r1, s1,11), (r2, 82, 12), . . ., (¥, Su, ty)}. Each tuple (r;, si, t;)
denotes the measurement of sensor r; at location s; of the
ST field at time ¢;. For example, Yu et al. [39] use data from
floating cars that are equipped with Global Positioning Sys-
tem (GPS) devices. Each data instance is represented by a
tuple that includes the coordinates, the timestamp, the mea-
surement (vehicle speed), and extra information (direction).

Raster data: Refer to the measurements of a continuous
or discrete ST field that are recorded at fixed locations in
space and at fixed time points. Given m fixed locations § =
{s1, 52, ...5,}and ntimestamps T = {11, 12, . . . t,}, the raster
data can be represented as a matrix Z € R"™*", where each
entry z;; is the measurement at location s; at time stamp ;.
This type of data is the most common and can be seen in
multiple application fields such as urban traffic [32], [35] and
agriculture [2].

Videos: Consist of a sequence of images, called frames,
and are also considered as a type of ST data. A video can
be generally conceived as a three- or four-dimensional tensor
with one dimension representing time and the remaining
dimensions representing a 2D or 3D image respectively. With
the increasing availability of cameras and video recording
devices, videos have become widely accessible for analysis
and data mining. Shi et al. [40] and Wang et al. [41] used
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different video data sets to build models for next frame
prediction.

C. DATA REPRESENTATION

In order to extract information from input data sets, data must
be structured in a way that the model can handle. In the
context of ST-forecasting, four different forms of data repre-
sentations are commonly used: sequence, graph, matrix, and
tensor. Data representation is determined by the input data
type as well as the model to be used.

Sequence: All types of ST-data may be represented as
sequences by merging all spatial information at each time
step. Grigsby et al. [42], for example, embedded the different
ST features in the data and represented it as a sequence before
feeding it to the forecaster. Although this representation is
the least utilized because it does not preserve spatial defor-
mations, it still holds significant value in extracting temporal
relations [35]. Formally, z = (z(1), z(2), . .., z(n)) represents
the data at n discrete points in time, where z(7) is the value at
time i, fori € {1, 2, ..., n}.

2D Matrix: In the 2D matrix representation, rows indi-
cate the different spatial points while columns represent
timestamps. It is the second most often used representation
and also the easiest to visualize. For example, De Medrano
and Aznarte [35] and Andayani et al. [2] represented their
endogenous data in the form of 2D matrices. In this case, the
variable collected in m locations at n discrete points in time
is represented as follows:

z)

53
Z=(2(1),22),...,2n) =

Zm

75195



IEEE Access

S. Berkani et al.: STF: A Survey of Data-Driven Models Using Exogenous Data

z1(1) ... z1(n)
_ ZZFl) . c Rmxn (1)
. Zm—1(n)
Zm(1) ... zm(n)
where z; = (zj(1), zj(2), ..., zj(m)) forj € {1,2, ..., m},
21(0)
O]
and z(i) = forie{l,2,...,n}.
2n(i)

Graph: Graph representation enhances the discovery of
similar spatial points that are not necessarily close in terms
of the Euclidean distance. It aids in leveraging semantic sim-
ilarities between locations and thus retain the real topology
in non-Euclidean spaces. Graphs are especially popular in
Intelligent Transportation Systems (ITS) applications. For
instance, [30], [43], [44] explicitly integrated the transporta-
tion network topology by representing it as a graph in which
the nodes denote the road links. Khodayar et al. [45] also
modeled their endogenous ST data as an undirected graph
where each node represents a site and the edges reflect the
correlation between the nodes. The graph representation of a
variable collected at n points in time at m locations is given
by: G = (V, E, Z) where V is the vertices’ set, E is the edges’
set, and Z € R"™*" is the features matrix.

Tensor: This is the most used representation since it main-
tains both the spatial variations and temporal fluctuations.
As defined in [46], a tensor is an array of numbers arranged
on a regular grid with a variable number of axes. It can be
viewed as a higher-dimensional matrix where one dimension
denotes the time axis, while the remaining dimensions refer
to the spatial points’ coordinates. Accordingly, to facilitate
the utilization of their employed models, [31], [37], [38],
[47] represented their input trajectories as 3D tensors. After
grid-mapping the investigated region, they constructed their
tensors by map-matching the trajectories using the techniques
introduced in [34]. Zhang et al. represented their data in
the shape of a 4D tensor since their spatial coordinates also
included the altitude of the data instances [48].

For instance, the 3D tensor representation of a variable col-
lected at n points in time over a m; X my grid is:

T =(Z1),Z2),...,Z1n) e R™ XMy Xn )

where, forVi e {1,2,...,n}:

z2i00) oo Zimy (D)
Z() = 22,1() c RMxm
. Zml—l,mz(i)
Zml,l(i) cee Zml,mz(i)

Regardless of the data structure and representation, min-
ing the most pertinent information from ST data is quite
challenging. Due to the complex interactions, non-linearities,
and non-stationarities within the ST processes, in addition
to the entanglement of the spatial and temporal dimensions,
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analyzing ST data has emerged an area of intense study. This
has led to the development of various data-driven models
aiming at simultaneously capturing the spatial correlations
and temporal dependencies within data.

The complexity of the forecasting models grows with that
of the addressed ST-forecasting problem, which range from
predicting the value of a unique variable in a single location
at one time stamp ahead, to predicting multiple variables
in several locations at multiple time stamps ahead. In the
next section, we discuss the different forecasting problem
complexities.

IIl. STF PROBLEMS CATEGORIZATION

Before delving into discussing the state-of-the-art data-driven
approaches employed in the literature for ST forecasting, it is
fundamental to specify the different problem formulations
and complexities that fall within this scope. Hence, we cate-
gorize them according to their type, forecasting time horizon,
and spatial coverage.

A. FORECASTING TASK

In terms of the prediction types, we can classify
ST-forecasting problems into two categories: regression and
classification. The studies that address the regression task aim
at forecasting the continuous value of the target variable. For
example, Cui et al. predict the traffic speed [33], Liang et al.
forecast air and water quality [49], and Yu et al. predict soil
temperature [50].

On the other hand, work conducted to perform the classifi-
cation task intend to predict the probability of a certain event’s
occurrence based on ST inputs. For instance, some studies
predict the occurrence of weather events such as storms [48],
[51], while others predict urban anomalies [52]. Additionally,
Liao et al. aim to identify traffic speed hotspots [53].

B. FORECASTING TIME HORIZON

We can categorize the STF problems conforming to their fore-
casting horizon. Although prediction horizons differ from an
application to another and mainly depend on the granularity
of the data, we can distinguish between two main categories:
Monostep forecasting and Multi-step forecasting.

Monostep forecasting, also known as nowcasting, aims
at forecasting the target variable at only one step ahead.
Various studies address this short term forecasting problem,
including [54], [55], [56], [57], and [58]. While problems that
fall into the multi-step forecasting category aim to predict
the values of the target variable in multiple steps ahead [59],
[60], [61], [62]. It is especially advantageous in applications
that require prediction enhanced planning. There are in fact
two common approaches to tackle this long-term forecasting
problem, the Iterated Mutli-Step (IMS) approach and the
Direct Multi-Step (DMS) approach.

The IMS approach consists of learning a one-step-ahead
forecaster and recursively applying it to yield the multi-
step prediction. It trains a short-term forecasting model and
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FIGURE 4. Categorization of data-driven models.

iteratively applies it while feeding the predictions of the
early timestamps to generate the predictions of the later ones.
Although this approach can theoretically yield predictions of
arbitrary lengths, it rises the error propagation issue as the
horizon extent increases. On the other hand, the DMS strategy
directly forecasts the values at multiple future time steps.
By doing so, it mitigates the problem of error accumulation
and is particularly suitable for long-term forecasting tasks
that require high computational costs. The DMS approach
has been used in various applications, such as traffic pre-
diction [63], soil moisture prediction [64], and air quality
forecasting [65], [66].

C. FORECASTING SPATIAL COVERAGE

Last but not least, we can classify the ST forecasting problems
conforming to their spatial coverage. Some experimental
studies aim at predicting the target variable at one spatial
location, which is referred to as the point wise prediction,
like forecasting traffic volume at one target road [37], [38],
or predicting the taxi demand at a specific area [30]. While in
other studies, problems are formulated as an image prediction
problem, focus on collectively predicting the target variable at
all the spatial locations. Such is the case for predicting traffic
conditions network-wide [28], [29], [67] or the rice price at
all studied locations [2].

IV. STF MODELS

Several models have been proposed and developed in the
literature to address the different complexities of the STF
problem. In this section, we discuss the state-of-the-art data-
driven approaches employed for STF and cover the criteria to
consider when choosing the model to employ. As illustrated
in Fig. 4, we classify them into three primary categories:
Statistical models, conventional Machine Learning models,
and Deep Learning-based models.

A. STATISTICAL MODELS
Spatio-Temporal series can be seen as multiple time
series that involve a spatial correlation within them. Many
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researchers took advantage of the success of classical time
series models such as AutoRegressive Integrated Mov-
ing Average (ARIMA) [68] and exponential smoothing
(ETS) [69] and employed them to forecast the spatio-
temporal processes. This involves the construction of several
models, each corresponding to a different location. This
approach has been adopted in forecasting shopping behav-
iors [70], traffic flow conditions [71], homicide rates [72],
COVID-19 (Coronavrus Disease 2019) outbreak [73] and
several other applications. However, it has two major draw-
backs; it does not capture the spatial dependencies between
the series and requires high computational power for large
data sets.

1) AUTOCORRELATIONS-BASED MODELS

The expansion of the aforementioned models into the ST
domain was initiated in the literature by Cliff and Ord [74]
who introduced a space-time model by extending the Autore-
gressive (AR) models into the Space-Time Autoregressive
(STAR) models. Pfeifer and Deutsch [10], [75] further devel-
oped the Space-Time auto-regressive integrated moving aver-
age (STARIMA) as an extension of the univariate ARIMA
models into the spatial domain.

STARIMA is used to model a single variable collected
in m locations at n discrete points in time by expressing
each observation z,4(r) at time ¢ and location s as a weighted
linear combination of past observations and errors lagged in
both space and time. Specifically letting z(¢) be the m x 1
vector of observations at time ¢, the STARIMA model class
is expressed as

P Ak
Vi =D > ¢WWOVI — k) +e(r)
k=1 1=0
q Qi
= > > 0uW Vet — k) ?3)
k=1 1=0

where V is the m x m difference operator matrix. p, d, q, Ax
and o are the model’s orders, ¢y and 6 are the ST
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parameters, W) is the weight matrix and & (¢) is the random
normally distributed error vector at time ¢.

The STARIMA model, which is a three stage iterative
procedure, starts with a tentative identification by prelimi-
nary designating the model’s orders. Followed by identifying
the model’s parameters by solving (3). Then examining the
residuals from the fitted model. It is considered robust in
modeling and forecasting Spatio-temporal series. It is widely
applied; Pfeifer and Deutsch [10] used it to forecast the spread
of the percentage of farms with tractors, Lin et al. [76] and
Kamarianakis et al. [77] adopted it to forecast traffic flow
conditions, and Awwad et al. employed it to forecast the out-
breaks of COVID-19 in Makkah [73]. One major deduction is
that, despite the low number of parameters in the STARIMA
model, it outperformed the use of several ARIMAs. That
being stated, the STARIMA model can be extremely benefi-
cial when dealing with datasets with high spatial and temporal
dimensions. However, the STARIMA model is considered to
have deficiencies in capturing heterogeneity of characteristics
in each location. That is mainly because the model assumes
same values of the parameters for all locations. In fact, each
location usually may have a different influence, which makes
the model only suitable for locations with homogeneous
characteristics.

To address the heterogeneous inter-location characteristics,
Borovkova et al. [78] introduced the Generalized Space Time
Autoregressive (GSTAR) model. The model only involves
autoregressive effects but is considered more realistic as the
parameters are assumed to be different for each location. The
inter-location heterogeneity is quantified by a weighted loca-
tion matrix. Setiawan et al. applied the GSTAR model to fore-
cast the foreign tourist arrival [79] and Suhartono et al. used it
to forecast oil production [80]. GSTAR evolved afterward in
non-stationary time series and moving average pattern, result-
ing in the Generalized STARIMA (GSTARIMA) model [81].
Still, the GSTARIMA is limited to only accommodating one
observed variable in each location.

GSTARIMA models that include exogenous variables are
known as the GSTARIMA-X models. The GSTARIMA-X
model was introduced by Andayani et al. [2] who employed
the transfer function approach. This study demonstrated that
GSTARIMA-X was capable of modeling space-time data
with exogenous variables on rice price data in six Indone-
sian provinces. Despite the capacity of exogenous data to
improve the performance of a model, they are sometimes
considered unnecessary. Consequently, it is important to
compare the performance of models that do not incorporate
exogenous variables with those that do, such as the work
established in [3]. Andayani et al. applied both GSTARIMA
and GSTARIMA-X models to further highlight the impact of
incorporating the exogenous variables in the models. They
have indeed concluded that GSTARIMA-X outperformed
GSTARIMA which proves that in their case, the exogenous
data enhanced the model. The model was further applied in
several studies [82], [83], [84].

75198

Significant efforts have been made recently to cope with
the deficiencies of the STARIMA-based models. To mitigate
the non stationary temporal problem found in the seasonal ST
data, Zhao et al. proposed the Seasonal Difference STARIMA
(SD-STARIMA) by bringing seasonal difference calculations
into the model [85]. Implementing the proposed model to
forecast the trends in the Hemorrhagic Fever with Renal Syn-
drome (HFRS), confirmed the model’s capability to depict the
seasonal characteristics in the non stationary ST data.

Another limitation of STARIMA-based models is that they
assume that the spatial dependencies are fixed over time,
whereas they may be dynamic. This entanglement between
the spatial and temporal dimensions highly impacts the effi-
ciency of the models. In some applications, like traffic fore-
casting, the spatial dependencies are highly dynamic leading
to variations in the correlated spatial points. One plausi-
ble technique to alleviate this issue is to construct multiple
STARIMA models for different time periods of the day.
This, however, increases the computational complexity and
does not take into account the temporally shifting periods.
To this end, Duan et al. [56] proposed a unified STARIMA
model which explicitly incorporates the impact of the phys-
ical factors and thus captures the intricate Spatio-Temporal
correlation structure.

Coping with the STARIMA-based models’ deficiencies at
forecasting multi-step ahead, other statistical models, like the
Spatial Beta convergence forecasting method, were exploited
in the literature. Santos-Marquez extended the beta con-
vergence forecasting method [86] to include spatial effects
using a spatially lagged regression framework and applied
it to forecast the crime rate in different municipalities in
Columbia [72].

2) DECOMPOSITION-BASED MODEL: mSSA

Methods that were initially developed to forecast multivariate
time series were also adopted in forecasting ST processes.
That is the case for the multivariate singular spectrum analy-
sis (mSSA)-based methods [87].

The mSSA was first proposed as an extension of
the non-parametric Singular Spectrum Analysis (SSA)
method [88], a powerful one used to analyze, impute, and
forecast time series, into a vector forecasting method. In fact,
the empirical studies in [87] show that when there is a spa-
tial correlation within the data set, the mSSA yields bet-
ter results than the conventional SSA method. Unlike the
auto-correlation based models, mSSA consists of decompos-
ing the temporal series into the sum of a number of inter-
pretable components namely trend, periodicity and random
noise.

The methodology of mSSA is closely similar to the prin-
cipal component analysis (PCA) method. It involves three
major stages, each containing different steps; decomposition,
reconstruction and forecasting. The first step of the decom-
position stage requires mapping the ST series Z € R™*”
into a multidimensional matrix, formally called the trajectory
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matrix. In the original mSSA, the chosen format is the Hankel
matrix H(Z, n, p) corresponding to the m series. In this step,
two approaches can be employed. The induced trajectory
matrices can either be stacked row wise, resulting in the
VMSSA where H(Z, n, p) € R xK p the window size and
K = n—p+ 1, or column wise, resulting in the HMSSA
where H(Z, n, p) € RP*™K_The main parameter in this step
is the window size p as it determines the shape of the final
stacked trajectory matrix.

The second step requires applying the Singular Value
decomposition on the stacked trajectory matrix to decompose
it into the sum different elementary matrices (4), each repre-
senting a component of the original series.

H(Z,n,p)=H\(Z,n,p)+Hy(Z,n,p)+ .. +Hy(Z, n, p)

“
where d is the number of singular values of the elementary
matrices H(Z,n,p), e(t); = MUV, ., > 2 >

..., Ag > 0) are the eigenvalues of H x H T arranged in a
decreasing order, U is the right eigenvectors matrix and V
the left eigenvectors matrix.

In the reconstruction stage, the number r < d of compo-
nents to keep is selected. It is a critical parameter in this step
as, it should not be too large to avoid including the noise, nor
too small to avoid information loss. The eigentriple grouping
is then performed by clustering the elementary matrices into
a k-set of disjoint subsets according to their singular values:
H{,Hj,... H;.

H'(Z,n,p)=H{(Z,n,p)+ H\Z,n,p)+ ..+ H(Z,n,p)
)

H'(Z, n, p) is the Hankel representation of the reconstructed
denoised series. Next, the matrices are Hankelized by aver-
aging their skew diagonals to obtain the reconstructed uni-
dimensional series. Last but not least, the final stage consists
of learning a linear model between the p — 1 lines of the
trajectory matrices and the p-th one.

Other variants of the original mSSa were proposed in
the literature. Agarwal et al. [89] for instance, levitated the
increasing size of the trajectory matrix problem by employing
the Page matrix in the embedding step. In addition, they
also discussed several other variants of the imputation mSSA
such as the tensor SSA (tSSA). This latter’s embedding step
consists of considering each trajectory matrix of the temporal
series as a slice of the final trajectory tensor, 7(Z, n,p) €
RP*1/Pxm \While the proposed representation was primar-
ily used for missing data imputation, leveraging tensor esti-
mation advancements, it can also be used for forecasting
purposes in future studies.

Even though the mSSA is a relatively novel technique in
Spatio-Temporal forecasting, it has been proven to be power-
ful in various previous studies thanks to its strong statistical
basis. It has been applied to various real-life problems across
different fields, such as burned forest area prediction [90],
mortality rate forecasting [91], and industrial production
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forecasting [92]. It is especially used for noisy and short
series since it also provides a method of data pre-processing.
However, as aforementioned, singular value decomposition
of the trajectory matrix is the key step in mSSA. That being
said, when stacking the trajectory matrices of the multiple
series, the spatial structure among the time series is lost.
Furthermore, as the dimension of the stacked matrix increases
by increasing the temporal history and/or the spatial cover-
age, computing its singular values becomes computationally
expensive.

B. CONVENTIONAL MACHINE LEARNING MODELS

Classic statistical models are usually uncomplicated in their
implementation all while keeping a high prediction accuracy.
Still, these methods require strong assumptions, such as the
linearity, stationarity and independence within data samples
which are violated by most of the real life ST processes. The
use of traditional Machine Learning methods was necessary
given their ability to model non-linearity and extract more
complex dependencies within the data. For convenience,
we refer to the conventional Machine Learning-based models
as Machine Learning-based models in the remainder of the
paper.

The most frequent approach for forecasting time series
using ML models consists in converting the original problem
into a multiple regression task. In this case, the target variable
is the future value of the series, while the predictors are
previous past values of the series up to a certain p-length time
window. To extend this simple strategy to the ST dimension,
Spatio-Temporal indicators can further be incorporated in
the exploited forecasting models [93]. In order to do so,
Ohashi et al. first introduce the Spatio-Temporal distance.
In fact, let z4(¢) be the value of the endogenous variable at
time 7 in location s. For (i, ') and (j, ), two points in the
spatio-temporal domain of interest, the values are zy (i) and
7j7(j) respectively. The authors define the Spatio-Temporal
distance as D 7).y = dirj X a + tij x (1 — a) where
dy j and t; j are the spatial distance and temporal one respec-
tively, and o is a weighing factor. Next, they define the
Spatio-Temporal neighborhood of a point (i, i’) as N/ ’? n =
{(k,K) € D | Diigxy < Bandk < i} where D is
the available Spatio-Temporal data set. The ST indicators
are then defined as summaries of certain properties of the
time series and the spatial correlations between them, such as
the average of the values within a neighborhood or the ratio
between the moving averages of two different neighborhoods.
Thus, the forecasting problem can be formulated as:

z5(t +7) =f (25(0), z5(t = 1), ..., 25(r = p), STI(N 1))
(6)

where 7 is the forecasting horizon, p is the historical window,
f is the regression function to be learned and STI(N(; ;) are
the used Spatio-Temporal Indicators calculated on the set
of neighborhoods Nis. = {NE' N .. NP ). This
incorporation allows the models to extract information not
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only from previous values of the series but also from the
dynamics of series within the neighborhood [93], [94].

Support Vector Machine (SVM) and its variants are the
most commonly exploited ML-models in STF literature [95],
[96], [97], [98]. For instance, Pozdnoukhov et al. [99] formu-
lated their problem as a classification one and applied the
vanilla SVM to forecast snow avalanches. As for Wu at al. the
Support Vector Regression (SVR) model was exploited since
they performed short-term traffic flow forecasting, which
they formulated as a regression problem [100]. They first
assume that the traffic flow at a certain road is affected by
the upstream roads, so in order to identify the series that
will be input to the model, they estimate time lags between
the aforementioned roads. A global SVR is first constructed
to make the predictions, and based on the error analysis,
local SVRs are used to improve the performance at intervals
where the traffic flow is dramatically fluctuating. The final
multiple SVR model, which combines the global and local
SVR models is then adopted for predictions.

In order to yield good predictions, ML models require
sufficient and reliable data especially when predicting phe-
nomena with complex fluctuations. However, in some real
life fields, the challenging data collection processes can lead
to insufficient data and missing entries, as occurs in meteo-
rology. To mitigate this insufficiency issue, Song et al. [101]
introduced a spatial data incremental support vector regres-
sion (SalncSVR) and employed it to forecast Particulate Mat-
ter - PM» 5 concentrations. Through the inclusion of spatial
domain data, the proposed model is able to further enhance
the prediction of the SVR-based models by facilitating the
learning procedure. Their experimental results suggest that
the proposed model is robust to the relatively small data set
and to missing samples.

Since ensemble learning enhances the performance of
single predictors, tree-based ensemble models were widely
employed in the STF literature. In particular, the boot-
strap aggregating model Random Forest (RF) was exploited
as can be seen in [96], [98], and [102]. On the other
hand, boosting models such as Extreme Gradient Boosting
Trees (XGBoost) and Gradient Boosting Regression Trees
(GBRT) were proven to be stable and powerful in predict-
ing Spatio-Temporal processes [102], [103], [104], [105].
Typically, Ashwini et al. exploited the predicting capabil-
ities of XGBoost to forecast the short term bus arrival
time [106], and Zhang et al. employed a GBRT-based model
to predict travel times [107]. The proposed Spatio-Temporal
Gradient—boosted regression tree (STGBRT), which incorpo-
rates spatio-temporal correlations induced from the ST data,
demonstrated empirical success in fitting to complex nonlin-
ear relationships with little data pre-processing required.

It is worth noting that most scholars apply various ensem-
ble models in order to address STF problems. For instance,
after pre-processing their raw data and obtaining high res-
olution gridded population projections, Chen et al. applied
several boosting and bagging algorithms to predict the popu-
lation from 2015 to 2030 at 5-year intervals [108]. In addition
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to the historical neighborhood endogenous population infor-
mation, some exogenous environmental factors were also
incorporated.

Although vanilla ML-models showed reliable forecast-
ing results, if new data samples are provided, learning has
to restart using all data samples. Alajali et al. investigated
two types of learning schemes; Batch learning and Online
learning. Within the former, three different ensemble mod-
els were adopted, as for the latter, the Fast Incremental
Model Trees with Drift Detection (FIMT-DD) model was
used [32]. The online FIMT-DD method shows promising
performance compared with the batch methods taking con-
siderably less time in both training and testing. Likewise,
Ghaemi et al. [109] adopted the SVM-based learning system:
LaSVM [110]. The online learning scheme allows the SVM
to involve streaming data and update the model accordingly
to continuously predict the air pollution.

C. DEEP LEARNING-BASED MODELS

Despite the ability of traditional ML methods to address the
non-linearity issue, they remain insufficient owing to their
shallow architecture. Moreover, although they can model
complex ST data, they can not consider the temporal and
spatial dependencies within the data simultaneously. Thanks
to the capacity of DL-based models to capture the com-
plex interactions and non-linearities, they were exploited
in the STF literature. In this vein, Recurrent Neural Net-
works (RNNs), Convolutional Neural Networks (CNNs),
Graph Convolutional Networks (GCNs) and their variants
are the main building blocks of the state-of-the-art DL-based
ST-forecasting models. The primary distinction is the chosen
architecture and the complementary mechanisms used.

1) RECURRENT MODELS

Recurrent neural networks were initially introduced to
capture the temporal patterns of sequential data; data that
represent a significance in their order [111]. They are artifi-
cial neural networks with recurrent layers that can recognize
and model non-linear temporal dependencies within the data.
RNNS use a relatively small number of parameters, and thus
they were exploited in handling ST data. Experimental results
reveal that even the elementary Elman Recurrent Neural net-
work shows promising performance compared to the statis-
tical STARIMA model [112], implying that the RNN-based
models yield better forecasts than the statistical ones. How-
ever, they appear to have a major drawback; their sensitivity
to vanishing/exploding gradients impedes them to learn long-
term dependencies.

To overcome short-term memory issue, extensions of the
recurrent neural networks were employed [33], [41], [113],
[114], [115], [116]. In particular, Long Short-Term Memory
(LSTM) is a specific type of RNN which was introduced by
Hochreiter and Schmidhuber [117], and is mainly designed to
enable RNNss to learn long term dependencies. LSTMs have
the same chain-like structure as RNNs, but instead of having

VOLUME 11, 2023



S. Berkani et al.: STF: A Survey of Data-Driven Models Using Exogenous Data

IEEE Access

a basic state cell, they rely on a special four-layered memory
unit. This unit allows the network to perform three main oper-
ations: Decide which previous state can be forgotten/deleted
through the Forget gate, decide which new information to
store in the cell state through the Input gate, and decide what
parts of the cell state to output through the Output gate.

To predict the wind speed at a target wind turbine,
Shi et al. [114] adopted the LSTM in which the effective
information no longer relies on the current neuron, but is
transmitted directly to the next layer. They further enhanced
the model by introducing the hybrid SC-LSTM model. It con-
sists of analyzing the dynamic spatial correlation between the
target wind turbine and its nearby turbines using the Wavelet
Coherence Transformation (WCT). Historical data from the
adjacent wind turbines are then input accordingly. The WCT
has been proven to help depict the implicit spatial information
and hence improve the model performance.

More complex architectures were introduced to deal with
Spatio-Temporal data. In fact Wang et al. [41] proposed a
multi layered RNN-architecture, called PredRNN, in which
the different layers are dependent. They proposed a new
ST-LSTM unit which allows the memory cell to zigzag
between the layers, and thus gain the ability to not only
capture the temporal dependencies, but also to accommodate
the spatial variations as well. The performance of this latter
inspired the introduction of more complex models, such as
the ST-LSTM-Self Attention model proposed in [115].

Furthermore, Cui et al. [33] exploit the potential of LSTMs
by building a stacked bidirectional and unidirectional LSTM
(SBU-LSTM) neural network. To capture both spatial fea-
tures and temporal dependencies, the Bidirectional-LSTM
(BDLSTM) layer, which considers both forward and back-
ward dependencies in time series, is employed. The LSTM
layer is then used to generate the predictions. In order to study
the influence of external features, they were concatenated
with the predicted values before being fed to the forecast-
ing model. The recurrent models have achieved satisfactory
results in some Spatio-Temporal forecasting applications.
They can especially be exploited in problems that are formu-
lated as an element-per-element long term prediction ones.
However, they are time consuming since they are unable to
parallelize the forecasting process, as each time step necessi-
tates the output of the preceding one to run. Moreover, they
appear to have inadequacies when modeling spatial relations.

2) CONVOLUTIONAL MODELS
Given their recursive structure, RNNs have a privileged
nature for dealing with sequential data and learning the
temporal dynamics. However, they seem to have some
deficiencies. The vanishing/exploding gradient problem, for
example, can be lessened but not entirely solved by employ-
ing LSTMs and Gated Recurrent Units (GRU). That being
stated, more complex modules were needed to capture the
long-term dependencies.

Convolutional neural network (CNN) is a class of deep,
feed-forward artificial neural networks that have a privileged
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nature for working with image-like data. They have demon-
strated much empirical success in the computer vision field,
image recognition tasks, speech processing and so on. Their
ability to capture spatial interactions has also increased their
usage in dealing with ST series. Furthermore, they are show-
ing state-of-the-art performance in capturing temporal rela-
tions on a short term, which makes them suitable for ST data.

Given the out-performance of CNNs over RNNs in var-
ious applications, numerous work have employed convolu-
tional networks in sequence modeling and prediction. In fact,
to review the constant assignment of RNNs to ordered
data, Bai et al. conducted an extensive systematic evaluation
on both CNNs and RNNs on various sequence modeling
tasks [118]. In this study, convolutional networks were rep-
resented by Temporal convolutional networks (TCNs) that
are characterized by causal convolutions. These latter benefit
from the strength of residual blocks and dilated convolutions
to take sequences of any length. The comparison indicates
that TCN does not only outperform RNN and its variants in
terms of accuracy, but is also simpler and cleaner.

To further benefit from TCN’s parallel calculations and
extend it to ST series, Fan et al. [119] proposed a novel Paral-
lel Spatio-Temporal Attention based TCN (PSTA-TCN). The
proposed architecture combines stacked TCN backbones to
extract temporal features with a parallel ST-attention mech-
anism to extract dynamic internal correlations. The spatial
correlations in this study refer to the correlation between the
target time series and the exogenous ones. To employ this
architecture to ST data, series from adjacent locations to the
target area can be considered as the exogenous series.

In addition to the temporal variations that can be obtained
by the 1D CNN, the spatial correlation can be revealed by
2D CNN. Hong and Satriani proposed a robust design-based
convolutional neural network and applied it to forecast the
day ahead wind speed [120]. The multi-layer convolutional
model showed a promising capacity in capturing both the
spatial and temporal variations.

Instead of merely applying convolutional networks to
forecast ST data, some research propose novel CNN-based
architectures that are more sophisticated. For instance,
Zhang et al. [34] proposed a Deep Learning-based prediction
model for Spatio-Temporal data (Deep-ST) in which, the spa-
tial dependencies of the data are learned by multiple layers of
convolutional NN. The temporal dependencies are leveraged
by generating three sets of input, each preserving a temporal
property. Each set is passed through a Convolution layer that
captures the spatial closeness. The convolution output is then
fused with metadata before generating the final prediction.

Experimental results show that adding convolutions can
capture spatially-far dependencies, but adding too many com-
promises the accuracy of the model. To mitigate this issue,
the same authors [31], [121] introduced a ST neural network
(ST-ResNet), based on residual units, and applied it to
forecast citywide flow of crowds. The ST-ResNet aims
at modeling the temporal properties of the data by com-
bining three different residual CNNs. The model is then
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further consolidated by leveraging exogenous variables.
Wang et al. [4] later adapted the same architecture to collec-
tively predict crime distribution over the Los Angeles area.

In 3D-Tensor shaped data, the convolutional kernels in the
aforementioned CNN-based models only slide in the spatial
dimension. Alternatively, to preserve the temporal informa-
tion of the input data, the use of convolution kernels that also
slide in the temporal dimension was required. In fact, 3D
convolutions have recently demonstrated empirical success
in the literature, especially in video prediction [122], [123].
In the latter for instance, Djilali et al. proposed cubic convolu-
tion model to predict video saliency. The proposed Conv3D-
based model depicts both spatial and temporal features simul-
taneously. It thus predicts the upcoming frames based on the
current and the accumulated knowledge from the previous
ones.

In this vein, Yuetal. [50] applied both Conv2D and
Conv3D to predict the ST soil temperature. In the Conv2D,
the spatial information is captured through the convolutions
and the continuous sequences in the time dimension are
preserved by the channels. Alternatively, the Conv3D per-
forms the convolutions by sliding through both the temporal
and spatial dimensions and jointly learns the features in one
module.

Besides incorporating the temporal dimension, 3D
CNN-based models were particularly valuable when handling
4D tensors. In fact, in [48], storm data instances are 3D radar
data, outlining the latitude, the longitude and the altitude.
Zhang et al. presented a multi-channel 3D-cube successive
convolution network (3D-SCN). Within the 3D-SCN the
spatial dependencies, as well as ancillary information, are
captured by the cubic convolutions. The kernels slide along
the three spatial dimensions, and the temporal variations are
captured thanks to the stacked architecture.

The performance of CNN-based models can be further
enhanced by pre-processing the input data. One popular
pre-processing method is decomposition, which involves
decomposing the input sequences into their main com-
ponents, thereby facilitating temporal feature extraction.
For example, Ahajjam et al. employed different levels of
Variational Mode Decomposition (VMD) and Wavelet
Decomposition to pre-process the data before feeding it
to the forecasting models [124]. Their findings indicated
that appropriate decomposition levels can lead to improved
model performance. Similarly, Yu et al. utilized the Empiri-
cal Ensemble Mode Decomposition (EEMD) method [125],
and their experimental results demonstrated that the EEMD-
Conv3D model outperformed the contrasted models in terms
of accuracy, suggesting that it better captured the input data
characteristics. Overall, these studies showcase the utility of
decomposition methods for pre-processing data and enhanc-
ing the performance of CNN-based forecasting models.

3) GRAPH MODELS
When contrasted with other deep learning models, the con-
ventional CNNs proved successful in abstracting spatial
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correlations with a reduced number of parameters. How-
ever, they are most appropriate for image-like data in which
the spatial structure is Euclidean. That being said, to feed
data into CNNs, it should be structured in a shape that
can be processed by it. Yet, the grid conversion of graph
structured data requires considerable effort and leads to
spatial information loss. To mitigate this issue, the con-
volution operator was extended to handle graph-structured
data leading to the introduction of Graph Convolutional
Networks [126], [127]. Graph convolutions can be directly
applied on graph-structured data which reinforces the extrac-
tion of significant patterns and features in the non-Euclidean
space domain.

To forecast road traffic speed, Yu et al. proposed a
graph-based learning model that expanded the existing Graph
Convolutional Network [43]. To depict the dynamic spa-
tial dependencies multiple parameterized adjacency matri-
ces were used. These latter allowed the model to account
for different intensities of connectivity between neighbors,
unlike the conventional GCN that gives equal weights to each
neighboring road. As for the temporal patterns, they were
extracted by stacking different numbers of graph convolu-
tions corresponding to each time lag, inducing more graph
convolutions for older traffic states.

One of the primary challenges in adopting graph-based
forecasting models is their heavy reliance on the graph struc-
ture, where the nodes represent spatial locations, and the
edges embed the strength of the spatial connections. As a
result, there has been a significant focus in the literature on
the graph learning phase. A variety of approaches have been
explored to construct adjacency matrices for spatio-temporal
data and multivariate time series, including distance based,
correlation based and information theory based methods.

Distance-based approaches rely on the first law of geog-
raphy, which states that “everything is related to everything
else, but near things are more related than distant things™.
These approaches use different distance measures, such as the
Euclidean and Manhattan distances between nodes, as well as
dynamic time warping.

Correlation-based methods assume that sequences that
are highly correlated are related and should be linked in the
graph. For example, Gu et al. [128] proposed constructing the
graph based on the Pearson correlation coefficient, resulting
in a dynamic correlation adjacency matrix.

Information theory-based techniques leverage mutual
information and transfer entropy to construct the graph.
For instance, Khodayar and Wang [57] used mutual infor-
mation between time series to build the adjacency matrix,
while Duan et al. utilized transfer entropy to build directed
graphs that emphasize the causal relationships between
nodes [129].

Although predefined graph structures can lead to good
forecasting performance, they might limit the model to the
initial state of the graph. To mitigate this limitation, mul-
tiple studies have incorporated ML based graph learning
layers into their models resulting in end-to-end models that
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adaptively learn the graph structure from the input data [130],
[131], [132], [133], [134].

Instead of relying on a single adjacency matrix,
Wang et al. [135] proposed the Multivariate Time Series
Forecasting via Heterogeneous Graph Neural Network
(MTHetGNN) model. MTHetGNN leverages multiple, het-
erogeneous graph embeddings to forecast spatio-temporal
data. These approaches offer promising avenues for address-
ing the challenges of graph-based forecasting models and
improving their accuracy and reliability.

4) CONVOLUTIONAL-RECURRENT MODELS

To benefit from RNNs’ ability to model the long-range tem-
poral dependencies as well as CNNs’ effectiveness in captur-
ing the spatial variations, composed architectures that exploit
different classes of neural networks have been proposed in
the literature [136]. For instance, Yu et al. [39] proposed a
Spatio-Temporal Recurrent Convolutional Network (SRCN)
that inherits the capacities of both CNNs and LSTM. In fact,
the SRCNs is composed of a DeepCNN that mines the spatial
near and far dependencies, followed by LSTM layers that
learn the temporal dynamics.

When using the DCNN, the model takes into consider-
ation all the locations to predict the variable at the target
location, even those with weak correlation, which can lead
to deterioration in model performance. To address this prob-
lem, Yao et al. [30] proposed a novel Deep Multi-View ST
Network (DMVST-Net) and applied it to predict the Taxi
demand. Instead of the conventional CNN, the spatial com-
ponent of the DMV ST-Net employs a local CNN, which only
captures spatial dependencies within the neighborhood of the
target location. The temporal component includes an LSTM
which, at every time step, takes as input the correspond-
ing output of the spatial component along with the context
features. The third component of the model is a semantic
one that improves the spatial features by allowing the model
to take into consideration the regions that are not close to
the target but still have an impact on it. The output of this
latter component is concatenated with the LSTM one, and is
then fed to a fully connected layer that generates the final
prediction.

The DMVST-Net captures both the spatial and tempo-
ral variations. However, it does not capture the dynamic
spatial similarity nor the periodic temporal shifting. As a
result, Yao et al. extended their work by proposing a novel
framework in [38]. In fact, they propose a Spatial-Temporal
Dynamic Network (STDN). The spatial variations are cap-
tured by a local CNN, passed through a flow gated mech-
anism that further assesses their importance and are then
concatenated with external features and fed to the temporal
modules. The long-term temporal dependencies are modeled
by a Periodically Shifted Attention mechanism that captures
the temporal shifting, while the short term information is
captured by an LSTM.

To improve the long-term dependency of the model,
Wang et al. [37] proposed a multi-scale attention mechanism
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that uses available hourly, daily, and weekly data to capture
temporal features. In fact, rather than feeding the model all
of the available historical data, the selection step consists of
identifying the intervals that are useful for the prediction.
Spatial dependencies in the vicinity of the target location
are detected by a local CNN. The BDLSTM, enhanced by a
masking mechanism, then reinforces the learning of temporal
variations.

Although the aforementioned models yield satisfactory
results, the predictions are made element per element. That
being said, to predict the values for all the locations, several
models should be trained, which is expensive. To alleviate
this problem, De Medrano and Aznarte [35] have proposed a
Convo-Recurrent Attentional Neural Network (CRANN) that
relies on the idea of the classic additive ST series decomposi-
tion and collectively forecasts the future values. The model
was defined as a combination of several modules, each of
which captures a key component of the series, these latter are
further aggregated to make the final predictions. In particular,
the temporal module consists of two LSTMs stacked in an
encoder-decoder architecture and enhanced by an attention
mechanism to learn the seasonality and trend of the series.
As for the spatial module, it is composed of a conventional
CNN followed by a spatio-temporal attention mechanism
that captures both the short-term and spatial dependencies.
A dense module is then in charge of connecting the modules,
the exogenous data, and the auto-regressive terms before
making predictions.

5) GRAPH-RECURRENT MODELS

Another architecture, that has received widespread attention
for graph-structured Spatio-Temporal data is the GCN-RNN
integrated architecture wherein a GCN depicts spatial
dependencies and an RNN extracts the temporal correla-
tions [137], [138], [139], [140]. Following this framework,
Zhao et al. [44] proposed the T-GCN model, which consists
of two parts: GCN and GRU, and implemented it to forecast
traffic conditions. The GCN is employed to capture the com-
plex non-Euclidean topological structure in the data, and the
Gated Recurrent Unit is used to capture temporal features.
The model was further explored to forecast the charging
demand of Electrical Vehicles [141].

Similarly, Cui et al. [142] adopted the GCN-RNN archi-
tecture, and introduced the Traffic Graph Convolutional
LSTM (TGC-LSTM) to collectively forecast traffic states in
a given network. They modeled the traffic network as a graph,
where the nodes represented the sensor stations, and the
edges reflected the roads connecting the stations. For the first
module of the model, they extended the conventional spectral
based graph convolutional network by incorporating physical
properties of roadways. The generated spatial features are
then flattened and fed into an LSTM that learns the temporal
dependencies within the data. This model, which maintains a
fixed adjacency matrix, does not consider the dynamic graph
structure and hence overlooks the entanglement of the spatial
and temporal dimensions.

75203



IEEE Access

S. Berkani et al.: STF: A Survey of Data-Driven Models Using Exogenous Data

Khodayar and Wang [57] proposed a scalable graph-based
wind speed forecasting model which combined LSTMs,
GCNs and Rough Set theory. They first modeled the wind
farms under study as an undirected graph, where the nodes
depicted the wind sites and the edges reflected similarities
between the nodes in terms of mutual information. For each
wind site, an LSTM is required to map the historical data into
the temporal feature space. The extracted temporal features
are then fed to several spectral-based Graph convolutional
layers stacked together with rough feature learning layers.
This allows the model to capture the spatial features and
provide the forecast wind speed values at each wind site.
To optimize the number of parameters, all of the LSTMs
in the model share the same parameters. This assumes that
all wind sites have the same temporal patterns causing the
temporal information to deteriorate.

As a variant of graph neural networks, Xu et al. [143]
employ a spatial transformer to dynamically model directed
spatial dependencies within the data using self-attention
mechanism. As for the temporal dependencies, they are cap-
tured through a Temporal Transformer. These two transform-
ers are assembled to form the Spatial-temporal Transformer
Network (STTN)’s Spatio-Temporal Block, capable of mod-
eling long-range dynamical spatio-temporal dependencies.
The final network is constructed by stacking ST-blocks and
then adding a predictive basic convolution-based layer. The
resultant STTN captures the dynamic spatial dependencies
within data. But rather than learning the spatial connections
from this latter, it relies on preset positional embedding hold-
ing the dynamic spatial structure.

Inspired by the good performance of transformers, espe-
cially in natural language processing, they were further
exploited in the literature to handle STF tasks. In fact, to adapt
transformers to multivariate series, Grigsby et al. [42] started
by a Spatio temporal embedding. A value and time embed-
ding maintained the temporal information in the input data,
a variable embedding incorporated the spatial features to dis-
tinguish between the different series, and a given embedding
to differentiate historical data from the to-be forecast data.
After the ST-embedding, data were passed through a standard
transformer encoder-decoder architecture strengthened by
local attention modules. Transformers were also exploited in
the GCN-RNN architecture. For instance Zhang et al. [144]
proposed a novel GCN-Transformer model, and employed it
to forecast short term passenger flow.

6) GRAPH-CONVOLUTIONAL MODELS

Rather than employing recurrent neural networks, adopt-
ing an entire convolutional structure on the time axis
yields promising results, leading to increased interest in the
GCN-CNN architecture [145]. Yu et al. [146] introduce a
novel Deep Learning framework to forecast traffic states; The
Spatio Temporal Graph Convolutional Network (STGCN).
The proposed architecture consists of several stacked ST con-
volutional blocks. Each block is composed of two temporal
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gated convolution layers centered by a spatial graph con-
volution layer. The experiments that were conducted reveal
that the model is quicker during the training phase than
state-of-the-art models, which is expected since it uses fewer
parameters.

Zhang et al. [147] adopt convolutions on both the temporal
and spatial axes. In order to extract the spatial dependencies,
they propose a novel graph-based framework named Struc-
ture Learning Convolution (SLC). SLC explicitly incorpo-
rates the structure information into the convolution operation
and employs it to model local and global patterns separately.
The SLC modules, which exploit the structure learning con-
volutions have the ability to leverage both the static and
dynamic graph information. To furher depict temporal depen-
dence, the Pseudo-3D convolution is integrated in the model.
The model is then built by stacking multiple SLCNN blocks
allowing the expansion of the convolutions’ receptive field.
The composed models outperform the baseline ones in terms
of evaluation metrics. However, the use of multiple modules
from different natures makes them highly expensive due to
the high number of parameters.

In the literature, RNNs, CNNs, and GCNs were also
employed simultaneously. The Attention-adjusted Graph
Spatio-Temporal Network (AGSTN) [148] can be viewed
as a two-module model. For the first module, the Empiri-
cal Ensemble Decomposition algorithm generates additional
time series along with the raw ones. Using multiple graph-
convolutional networks, a ST correlation matrix that embeds
the dynamic spatial correlations between the series is gener-
ated. Forecasts are then provided by a 1D CNN applied on the
STC matrix. The second module, on the other hand, inputs
raw time series and produces forecasts based on recurrent
architecture. A final prediction is produced by leveraging
both forecasts through an attention mechanism.

7) HYBRID MODELS

Instead of stacking different neural networks, Shi et al. [40]
introduced ConvLSTMs as a hybrid model able to simultane-
ously handle the temporal and spatial dimensions. Convolu-
tional LSTMs were defined as a special case of LSTM that
keep the standard recurrent structure but use a ConvLSTM
unit instead of the regular LSTM one. More precisely, the
input-to-state and state-to-state transitions in the ConvLSTM
cell involves convolutional operations that output 3D tensors.
Instead of using a fully connected layer, as it is the case for a
conventional LSTM, convolution operation is applied which
allows the model to capture the spatial information all while
reducing the number of parameters.

The ConvLSTM captures the temporal auto-correlation in
the data through the LSTM part and captures the local spatial
properties thanks to the convolution operator. This makes the
model especially suitable for problems that can be formulated
as a next frame prediction problem [149]. Aidan Curtis [150]
applied the ConvLSTM to predict sport videos’ dynamics.
They proved that a ConvLSTM that lacked depth could
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not consider all spatio temporal dependencies leading to a
decrease of the prediction accuracy as the horizon increased.
To mitigate this issue, stacked ConvLSTMs were employed
as they have the ability to learn hierarchical representation of
the raw data [151], [152].

Ma and Mao [153] employed a Deep ConvLSTM net-
work, which involves two stacked ConvLSTMs and a fully
connected layer to predict the remaining useful life of
rotational machinery. However, in the field of traditional
spatio-temporal, it is important to properly detect the tem-
poral periodicity and seasonality of the data. For this pur-
pose, Wang et al. [154] employed a deep Spatio-Temporal
ConvLSTM and proceeded by segmenting the time series.
They then built a model that consists of three different
branches that have the same structure but do not share
weights. Through this segmentation, the temporal feature is
extracted from three aspects (closeness, period, trend). Simi-
larly, He et al. [60] introduced the Spatio-Temporal Convo-
lutional Neural Network (STCNN). The model consists of
ConvLSTMs built in an encoder-decoder architecture. The
encoder leverages the general ST dependencies and uses
skip-ConvLSTMs to explicitly detect the periodic patterns.
The decoder then decodes the ST dependencies and combines
them with the periodical patterns.

When training models that are based on the ConvLSTM
blocks, using Mean Squared Errors tends to bias the mod-
els towards producing blurry images. To address this prob-
lem, different loss functions were used in the literature.
Zhao et el. [155] used the CW-SSIM loss function to train
applied deep ConvLSTM model. Tan et al. [156] also used
a CNN-DeepConvLSTM architecture but introduced a new
loss function; Forecaster loss. This latter assigns higher
weights to pixels with lower value preventing the model from
yielding blurry images.

Although deep ConvLSTMs raise the forecasting time
step, as the depth increases the model begins to suf-
fer from vanishing gradients. To alleviate this drawback,
Yasuno et al. [157] employed a seemingly forecasting times-
tamp reduction by fusing multiple frames into one. The fused
frames were then fed into the ConvLSTM to generate the
predictions. Another drawback of the ConvLSTM is that it
does not explicitly address heterogeneity. In order to over-
come this challenge and better capture the temporal trends,
Yuan et al. [29] incorporated spatial features in the ConvL-
STM model by map-matching them with the endogenous
data. In fact, instead of training a single ConvLSTM that
covers all the studied area, the Hetero-ConvLSTM trains
a deep ConvLSTM for each sub-region of the examined
area. The ensemble of the outputs is then used as the final
prediction.

Despite their groundbreaking abilities in depicting com-
plex ST features, DL models are often criticized for being
computationally expensive. Furthermore, forecasts should be
made more interpretable and reasonable. Therefore, when
selecting a model, the trade-off between the model’s perfor-
mance and its requirements must be considered.
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D. MODEL SELECTION

As the no free lunch principle affirms [158], no model can be
seen as the best or worst model. In fact, since the input data
and problem formulations vary vaguely, there is nota “go to”
model that can be employed to solve all the STF problems.
Thus, to select the model to be adopted, scholars should
pay attention to a number of aspects to determine the most
adequate one. By adding the accuracy of the model to the
four aspects of the multi-dimensional comparison suggested
in [112], we propose a synopsis of the main points to consider
when choosing the forecaster.

1) EASE OF IMPLEMENTATION

Statistical models usually have limited steps, but the determi-
nation of the parameters require experience and good under-
standing of both the model and the data to avoid errors.
Furthermore, the statistical models can only tackle well-
structured data. Since the collected ST data in their raw form
are often unstructured, much effort is required to arrange data
in a way that retains all the information and can be processed
by the model.

DL models, on the other hand, usually do not require
much pre-processing but tuning the hyper-parameters can
sometimes be delicate given their influence on the model.
To design a robust model, several approaches exist in the
literature and have been widely employed. Ranging from
manual like the Grid Search and Random search, auto-
mated like the Bayesian optimization or more sophisti-
cated methods like the Orthogonal Array Tuning Method
(OATM) [159]. This last-mentioned approach is based on
the Taguchi method [160], and was exploited in [120] to
determine all the structure parameters and hyper-parameters
needed to design a robust ST-forecaster CNN.

2) INTERPRETABILITY
The main goal in some cases is to obtain the predictions,
without the need to pinpoint the factors that lead to the
variation of the endogenous variables. In [28], Rong et al.
aim at predicting the real-time parking availability to provide
information to drivers and allow them to find a parking space
faster. In this application, the authors neglect the factors that
lead to the increase or reduction in the number of available
spots. In other case-studies, beyond providing the predic-
tions, it is crucial for the model to explain why it yields
them. Understanding those factors is especially useful if a
certain event, like an accident [29] or a crime [4], should be
prevented. The idea is to mitigate the factors that enhance
the likelihood of the event’s occurrence. In this context, the
interpretability, or transparency of the model is essential.
The vanilla statistical and ML-based models are generally
easy to interpret as they provide explicit parameters and
highlight which aspect has the most influence on overall
prediction result. On then contrary, due to their black-box
nature, DL-based models, and even thought they might yield
good predictions, usually do not provide insights into the
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TABLE 2. Commonly used Regression Evaluation Metrics for
Spatio-Temporal Forecasting.
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reasons behind them. However, since the interpretability has
become a must-have characteristic in different applications,
many researchers have adopted several methodologies that
are able to mitigate this issue. For example, widely used in the
STF task solving, the attention mechanism does not only help
the models yield better results in terms of precision, but also
helps add an intrinsic interpretability layer to the DL-based
models [161].

The attention scores, output of the attention mechanism,
can be interpreted as the importance of different feature
groups for prediction. They are used to understand how the
model utilizes the different inputs when forecasting. Thus,
different scholars adopted this mechanism, like [35] and
[162]. Furthermore, as they typify the importance of every
input when predicting, they can be visualized to enhance
the interpretability of the model, like it was performed
in [49] and [42].

The saliency-based SHAP values method [163] is another
strategy used to improve the model’s interpretability. The
SHAP values, or SHapley Additive exPlanations quantify the
contribution of each predictor to the forecast value, either
negatively or positively. It should be noted, however, that
this technique necessitates high computational power since
it requires the implementation of all the possible scenarios.

3) PERFORMANCE INDEXES

Although the accuracy of the model might seem like the main
factor to consider when adopting a forecaster, we must pay
attention to the trade-off between it and the aforementioned
aspects. The commonly used regression performance indexes
for STF are listed in Table 2. These indexes are calculated
using n data points with z; representing the observed values
and Z; representing the predicted values.

It is worth mentioning that Mean Absolute Percentage
Error (MAPE) values are usually misleading for count-
regression applications, in which the values may be null, so it
is recommended to avoid using it in these scenarios.

In applications that are formulated as a next frame predic-
tion problem, the aforementioned accuracy metrics are not
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TABLE 3. Commonly used Classification Evaluation Metrics for
Spatio-Temporal Forecasting.

Classification
Index Expression
.. TP
Precision _
TP + FP
Recall L
TP + FN
TP
Threat score _
TP + FN + FP

TP — TPrandom

Equitable threat score
TP + FN + FP — TPrandom

the most adequate. A low Mean Absolute Error (MAE) or
Mean Squared Error (MSE) for example does not necessarily
reflect a good prediction as the picture can be blurry or
lacks details. Consequently, other performance metrics were
proposed in the literature. For example, Wang et al. used the
Structural Similarity (SSIM) score and Peak Signal to Noise
(PSNR) [41].

Based on three comparison functions, namely luminance /,
contrast ¢, and structure s, the SSIM [164] score attempts to
assess the similarity between windows of the ground truth
frame Z and the forecast frame Z as follows:

SSIM(Z, Z) = f(I(Z, Z), «(Z, Z), s(Z, Z)) @)

where f(.) is the combination function. The overall structural
similarity index is then calculated as the average of the simi-
larity between theses windows.

M
MSSIM(Z, Z) = ﬁ > ssmm (Zj, Zj) ®)
j=1

where M is the number of windows.

The Peak Signal to Noise Ratio (PSNR), on the other hand,
is based on the MSE, and is determined by the following
expression:

14
PSNR = 10log; (m) ©)
where V is the maximum variation in input image data; 255 in
the RGB images.

As for STF problems formulated as classification prob-
lems, several performance metrics are commonly used.
Table 3 summarizes the most frequently used among them.
TP, TN, FP, and FN stand for True Positive, True Negative,
False Positive, and False Negative, respectively. TPrandom 18
the number of TP expected by random chance.

In the literature, especially in the meteorological field,
Recall is also referred to as Probability of Detection
(POD), while Threat Score (TS) is referred to as Criti-
cal Success Index (CSI). Other metrics that are often used

include False Alarm Rate (FAR) = 1— Precision, and the
2 x (Recall x Precision)
Fl-score =

Recall + Precision
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Precision, Recall, and the F1-score do not take into account
the true negative rate. On the other hand, FAR, TS, and
Equitable TS can evaluate both deterministic and probabilis-
tic forecasts, but can be affected by imbalanced datasets,
especially for rare events. Schaefer et al. suggested that CSI
is a better choice for evaluating low-frequency events [165].
In general, the choice of metrics to use should depend on
the specific problem and the goals of the evaluation. It is
recommended to use multiple metrics to have a more com-
prehensive evaluation.

In addition to these prior aspects, it is also important to
consider the models’ running time, instability and memory
usage. For instance, a model with a large number of param-
eters may have a better ability to capture deeper ST features
from data but will require more time and memory. It is also
necessary to determine whether the model can handle exoge-
nous data and how difficult it will be to inject them. In the
next section, we propose a taxonomy of current approaches
used to incorporate these latter, as well as the possible levels.

V. EXOGENOUS DATA FUSION PHASE

Exogenous data can be regarded as a form of prior knowl-
edge that lends structure to the information contained in the
endogenous data set. As a result, the models would require
less historical data while still yielding good predictions. This
is particularly advantageous when employing DL-based mod-
els. In this vein, several studies have attempted to incorporate
both exogenous attributes and endogenous variables into the
forecasting models. The merge allows the model to jointly
learn features and capture the correlations among them. How-
ever, it is critical to test whether exogenous variables are
beneficial. Otherwise, they may just hurt the model by adding
unnecessary or redundant information.

In addition to selecting the appropriate exogenous variable
and its type, when and how it is incorporated in the model
both play a significant role in the improvement that it may
bring to the forecasting model. In this section, we explore
these two aspects and propose a taxonomy of the existing
incorporation approaches.

A. FUSION LEVEL

The fusion level can play a considerable influence on the
impact of exogenous data on the forecasting models. Based
on this level, we can categorize the incorporation approaches,
as illustrated in Fig. 5, to three main categories.

1) RAW DATA-LEVEL FUSION

In this case, we incorporate the exogenous data in the model at
the initial step of the forecasting process, before dealing with
endogenous data. To rephrase it, exogenous data are fused
with the raw endogenous variables before being jointly input
into the ST-forecasting model.

This fusion approach is particularly used when the ancil-
lary data play a highly discriminative role in the prediction.
In [48] the raw 3D radar data are insufficient to forecast
the storm initialization, growth and advection. Thus, two
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exogenous variables, output of a re-analysis system where
also included in the input tensor. Last but not least, to take
into account the temporal trend of both the endogenous and
exogenous variables, their point-to-point difference were also
considered as initial inputs of the model. Thus, at each time
stamp, the input tensor is 4-dimensional. The three first
dimensions refer to the spatial coordinates and the fourth
one denotes the number of channels, in this case, the total
number of input variables. Authors in [29], [33], and [43]
also incorporated the exogenous data in the raw data-level,
by feeding all the engineered exogenous features along with
the endogenous variable to the forecasting models.

2) MID PROCESS FUSION

In this situation, exogenous variables are not introduced to the
model until certain features are learned from the endogenous
variables. That being said, the extracted features are fused
with the exogenous data and then fed into the rest of the
model’s modules for further learning.

For instance, in the DMVST-Net model proposed in [30],
instead of directly merging the exogenous and endogenous
variables at their raw state, the endogenous data are passed
through a spatial component. The output vectors are then
fused with the exogenous variables. Finally, the resulting
vector is fed to a temporal component to extract the sequential
dependencies and yield the predictions. In [36], Wang et al.
begin by passing the endogenous data through the first block
of the model. The output embodies the endogenous feature.
It is then fused with the exogenous features and jointly fed to
the rest of the model’s components to provide the predictions.

3) LATENT FEATURE-LEVEL FUSION

The approaches that lay under this section are characterized
by the fact that exogenous data are exclusively introduced to
the ST-forecasting model when the endogenous ST feature
extraction procedure is achieved. In other words, the exoge-
nous variables are presented at the final step; right before
making the final predictions.

Within the CRANN model proposed by De Medrano and
Aznarte [35], different modules are employed to capture the
spatial and temporal variations from the endogenous data.
Then, before yielding the prediction, a dense module is used
to fuse the extracted ST features along with exogenous data
and autoregressive terms. Similarly, in the Deep-ST [34]
and ST-ResNet [31] models, the spatio-temporal features are
modeled independently and only fused before applying the
activation function and providing the final prediction.

As far as the STARIMA-based models are concerned,
the exogenous and endogenous impacts are both modeled
independently, then fused together using the transfer func-
tion model approach. We preserve the same notations intro-
duced in the models’ section, and let x(z) be the m x 1
exogenous vector of observations at time ¢. Incorporating
exogenous data in (3) results in the STARIMA-X Transfer
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FIGURE 5. Incorporation approaches taxonomy: It is possible to incorporate exogenous data at the raw data level (fusing
them with the endogenous data before modeling), mid-process (fusing them with the features extracted from the
endogenous data) or at the latent feature level (incorporating them right before yielding results).

Function Model [2] (10).
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where b is the impact delay parameter, y; is the spatial
order of the k™M time lag of the exogenous variable, s is the
exogenous temporal order, and £2j; is exogenous parameter
at temporal lag k and spatial lag .

4) MULTI-LEVEL FUSION

When predicting Spatio-Temporal processes, it is possible
to incorporate multiple exogenous variables. Each of these
features may have a different impact on the prediction accu-
racy, thus instead of incorporating all the exogenous data at
once, some work tend to fuse them at different stages of the
modeling process.

Wang et al. for example, used various exogenous fea-
tures to predict the traffic volume such as weather, hol-
idays and traffic flow information [37]. In their work,
flow information was raw data-level fused, and fed to the
model along with the endogenous feature. The rest of the
exogenous features were concatenated at the latent-feature
level. Yao et al. [38] also adopted a multi-stage fusion to
incorporate the exogenous data. They used a Flow Gating
Mechanism, at the raw-data level, to properly model the
spatial dependency of the traffic volume based on the exoge-
nous flow feature, then further fused other external features
mid-process.
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B. FUSION TECHNIQUES

In addition to specifying the fusion phase, it is necessary
to depict the incorporating approaches conforming to the
manner they introduce the exogenous data to the model.

1) CONCATENATION

As the most common incorporation technique, concatenation
merely entails joining the exogenous data along one of the
endogenous data’s axes. For example, in both [29] and [50],
data instances were transformed from three-dimensional
tensors to four-dimensional ones after the concatena-
tion of exogenous features. This incorporation technique
can be applied at any phase of the modeling. For
instance, Cui et al. [33] employed it at the raw data-level,
Yao et al. [30] used it mid process and De Medrano and
Aznarte [35] utilized it at the latent-feature level.

2) AGGREGATION

The aggregation approach simply involves adding up endoge-
nous and exogenous values. Accordingly, the ST-ResNet [31]
depicted endogenous and exogenous features separately.
In fact, a set of three convolution-based modules was used
to extract the ST features from the endogenous data, denoted
as Zres and an external component was used to extract
the exogenous features from the metadata, denoted as Xg,.
To yield the final prediction, the two features were added and
then passed through an activation function

Z(t) = tanh(Zres + Xgxr) (11)

where tanh is the hyperbolic tangent.

Weighted Aggregation Slightly different from the vanilla
aggregation, the weighted one consists of associating weights
to the features before adding them. For instance, in the
DeepST [34] model, which is similar to the ST-ResNet in
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the feature extraction phase, instead of merely adding the
values, two weight matrices were utilized. That being said,
and keeping the same notations as the ST-Resnet, the final
prediction was given by:

Z(t) = tanh(Wres - ZRes + Wi - Xx) (12)

The weight matrices W,y and Wy, are learned parameters.

3) CONDITIONING
This approach involves controlling the input of endogenous
data, conforming to the exogenous variables. For example,
Yu et al. [43] embedded the exogenous data in the adjacency
matrix. The adjacency matrix was parameterized to account
different intensities in traffic propagation by weighting its
parameters based on the distance and road capacity. Fur-
thermore, the traffic flow information reflects the correlation
between different forecast regions [37]. In fact, this exoge-
nous variable explicitly embodies the spatial dependencies
that are implicit in the endogenous traffic data.

Gating mechanism This approach, which can be seen as
a variant of the conditioning one, consists of controlling the
input of endogenous data based on the exogenous variables.
For instance, to model the spatial dependency within the
traffic volume data, Yao et al. [38] used a local CNN. To this
end, the traffic volume information is represented as a § x S
image with a start volume and an end volume channels:
Z(t) € RS*$*2_ The formulation of the k-th layer of the local
CNN is:

Z® () = ReLUW® 5 &= Dy + p®)  (13)

where W®) and 5% are learned parameters and ZO@) =
Z(t). One of the major drawbacks of directly applying the
local CNN is that the spatial dependency is stationary and
does not effectively reflect the relation between the target
region and its neighbors. To mitigate this issue, they exploited
the fact that having more flows between two regions strength-
ens the relation. They designed a Gating Mechanism which
encompasses the flow information at every layer of the local
CNN. That being the case, the formulation of the k-th layer
becomes:

Z® @) =ReLUW®xZ* D)+ bY@ X 1) (14)

where ® denotes the Hadamard product and Z(k)(t) is the
output of k-th layer of a CNN applied on the Flow tensor.
Selecting the appropriate exogenous data incorporation
approach and level does not only depend on their type and
importance, but also on the model to be employed.

C. EXOGENOUS DATA VS MULTIVARIATE FORECASTING
In the context of Spatio-Temporal forecasting, incorporat-
ing exogenous data may seem similar to a multivariate STF
model, but there are several differences, on multiple levels,
as described next.
1) Dynamics: as shown in Table 1, exogenous data
can be temporal, spatial, or Spatio Temporal series.
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In contrast, multi-variables have to be Spatio Temporal
to be included in the model.

2) Incorporation level: as aforementioned, exogenous
data can be integrated into the forecasting model at
various levels, such as the raw data level, mid-process,
or latent-feature level. Multivariate series, on the other
hand, require raw data level incorporation.

3) Incorporation technique: several techniques are used
to incorporate exogenous variables in the model,
including concatenation, conditioning, and aggregation
whilst multi-variables can only be concatenated.

4) Training: even when exogenous data are concatenated
at the raw level, there would still be a difference
between multivariate forecasting models and ones that
includes exogenous data. The loss function of multi-
variate forecasting models accounts for the errors in
all the variables. As for the models that incorporate
exogenous only account for the errors in the target
variables.

In summary, incorporating exogenous variables is a valuable
technique for enhancing forecasting accuracy by integrating
external information without modeling them.

VI. DISCUSSION

There has been a tremendous growth in the number of studies
that tackle the Spatio-temporal forecasting problem. This
growth was driven by the importance of forecasting the
Spatio-Temporal processes in our understanding of the world
we live in. However, many open challenges still exist and
should be addressed in future work to enhance the STF task
solving. In this section, we categorize the open challenges
into three main subsets: Data related, Model related, and
Exogenous data incorporation-related challenges.

A. DATA RELATED ISSUES

1) DATA QUALITY AND QUANTITY

The amount of ST data that are generated and collected is
increasing. Yet, there are still some perturbations during the
data collection phase owing to technical deficiencies and
human error. This leads to the decrease of data quality, which
impacts the modeling and therefore forecasting quality. Thus
great effort is required to adequately pre-process data by
cleaning it and dealing with missing instances. Moreover,
since some complex models require massive amounts of
data, especially when merging the exogenous features with
the endogenous ones, large data sets should be available.
However, to the best of our knowledge, open-access public
data sets are very limited. More work should be devoted
to providing such data sets to help researchers propose and
develop novel models.

2) DATA REPRESENTATION AND VISUALIZATION

As sources of ST data vary vaguely, different types of these
latter can be used in solving a single forecasting problem.
There is still a lack of in-depth research on how to select
the appropriate representation, especially that it also depends
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on the models to be exploited. Furthermore, when addressing
a STF problem, fully understanding the data that are being
handled is crucial. An effective way to do so is visualizing
the data as it provides interpretations and visual summaries.
Many researchers came up in the recent years with techniques
and tools to visualize spatial data especially in the scope of
GIS (Geographic Information Systems), but visualizing the
dynamics of ST data has not been thoroughly studied and
needs more research attention in future work.

B. MODEL RELATED ISSUES

1) MODEL SELECTION

Among the papers that we have reviewed, we noticed a
significant imbalance in the distribution of the models that
are exploited. Deep Learning-based models were used in
the majority of the studies. However, it should be noted
that while DL models outperform the conventional ones in
various data mining tasks, they are not the go-to models
for tackling the STF problem. In fact, the empirical results
presented in [166] demonstrate that conventional models can
be superior for simple data such as univariate time-series
forecasting. This finding proves that many aspects should
be taken into consideration when selecting the model to be
employed, and that Statistical and vanilla ML models should
not be disregarded. Furthermore, we have noticed that little
focus has been granted to the employment of hybrid models.

2) EXPLOITING NEW MECHANISMS

Despite the advances in the STF models that are developed
in the literature, several aspects should get further attention.
Namely, enhancing the models’ interpretability, speed, espe-
cially for applications requiring real time predictions, and
ease of implementation to make them more accessible to
STF practitioners. Thus, it is necessary to employ techniques
and mechanisms that are shown to be effective in other data
mining tasks.

3) COVERING NEW APPLICATION FIELDS

Although STF models have been widely implemented in dif-
ferent application areas, it is necessary to widen the scope of
its uses by covering new application fields. It is also important
to increase the number of studies in areas where it is rarely
employed, namely medicine and sport. Indeed, throughout
our investigation, we have noticed that the primary field
benefiting from the advancements in STF is the transportation
field.

C. EXOGENOUS DATA INCORPORATION ISSUES

Although there has been a considerable growth in studies
that use exogenous data when forecasting Spatio-Temporal
processes, there is still a shortage of study on the selection of
the adequate exogenous data and their incorporation. In fact,
it is crucial to only add data that will not harm the model,
and to pay great attention to the trade-off between model
accuracy and speed. Moreover, more focus should be granted
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to how and when to fuse the exogenous data. To the best of our
knowledge, there are no specific guidelines that emphasize
the choice of the incorporation technique and level. As a
result, it is important to set a framework that outlines how to
choose the relevant exogenous features, how to incorporate
them and how to assess their impact on the models.

VIl. CONCLUSION

In this work, we conducted a comprehensive survey of the
up-to date literature on data-driven Spatio-Temporal Fore-
casting models. We first investigated the data properties
to establish the groundwork for our survey and identified
the several problem formulations that fall within the STF
task. Next, we extensively reviewed data-driven STF mod-
els applied in various application fields. We categorized
these models into three major categories: Statistical, Machine
Learning-based and Deep Learning-based models. We also
emphasized the model selection criteria in order to guide
researchers in selecting the appropriate model. In addition,
we proposed a novel full view taxonomy that organizes and
synthesizes the incorporation approaches used in the liter-
ature. Finally, we discussed the open STF challenges and
highlighted promising future research directions.
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