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ABSTRACT As violent criminals, such as child sex offenders, tend to have high recidivism rates in modern
society, there is a need to prevent such offenders from approaching socially disadvantaged and crime-
prone areas, such as schools or childcare centers. Accordingly, national governments and related institutions
have installed surveillance cameras and provided additional personnel to manage and monitor them via
video surveillance equipment. However, naked-eye monitoring by guards and manual image processing
cannot properly evaluate the video captured by surveillance cameras. To address the various problems of
conventional systems that simply store and retrieve image data, a system is needed that can actively classify
captured images in real-time, in addition to assisting surveillance personnel. Therefore, this paper proposes
a video surveillance system based on a composable deep face recognition method. The proposed system
detects the faces of criminals in real time from videos captured by a surveillance camera and notifies relevant
institutions of the appearance of criminals. For real-time face detection, a down-sampled image forked from
the original is used to localize unspecified faces. To improve accuracy and confidence in the recognition task,
a scoring method based on face tracking is proposed. The final score combines the recognition confidence
and the standard score to determine the embedding distance from the criminal face embedding data. The blind
spots of surveillance personnel can be effectively addressed through early detection of criminals approaching
crime-prone areas. The contributions of the paper are as follows. The proposed system can process images
from surveillance cameras in real-time by using down-sampling. It can effectively identify the identity
of criminals by using a face tracking ID unit and minimizes prediction reversal by solving the congested
embedding problem in the feature space that may occur when performing identification matching on a large
amount of face embedding DBs. Additionally, the reliability of the identification results is complemented
by an identification score accumulation method. In this paper, we prototyped the proposed system and
experimented with the recognition model, achieving an accuracy of 0.900 and an F-1 score of 0.943. We also
experimentally confirmed that the models proposed in other studies have higher performance when using
the tracked instance-level face identification method proposed in this paper. It is expected that the proposed
system can be used to locate criminals and protect national facilities, and such responses can quickly prevent
accidents/incidents. The dataset and code are available at https://github.com/aengoo/focusface

INDEX TERMS Crime prevention, down-sampling, face recognition, video.

I. INTRODUCTION
Video surveillance systems have long been used and evolved
from analog to digital systems. With the heightened social
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interest in crime prevention and public safety, image security
and surveillance equipment systems have sharply increased,
and high-performance, low-cost imaging devices have been
introduced [1]. However, such systems focus on an admin-
istrator conducting naked-eye monitoring of videos captured
by the surveillance cameras. Moreover, providing effective
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operations is also difficult because the control systems and
the personnel for monitoring and managing the collected
videos are limited. Images or videos captured by a surveil-
lance camera are stored for 3–15 days depending on the
environment of the system and are renewed in a first-in, first-
out order. Most videos do not serve a meaningful purpose
and are deleted in the process of storing new videos. The
images captured by security devices do not have meaningful
functional utilization unless used for crime prevention and
public safety, such as in the appearance-based identification
of ex-convicts of specific crimes with high recidivism rates.
In particular, as sexual crimes targeting the socially disad-
vantaged (including minors) tend to have a high recidivism
rate [2], ex-convicts must be strictly monitored and restricted
from approaching crime-vulnerable areas, including schools
and childcare centers.

The Korean government uses electronic anklets [3] to
track the locations of former convicts. However, there
must be another method for tracking ex-convicts approach-
ing crime-vulnerable areas when such tracking devices
are arbitrarily removed. Accordingly, the installation of
surveillance cameras in crime-vulnerable areas has become
mandatory following childcare protection, which has recently
been emphasized. Thus, the national government and rel-
evant institutions are securing resources and establish-
ing dedicated operation bodies for managing video data
through an integrated center for controlling surveillance cam-
eras [4]. Despite such efforts, most of the infrastructure
requires simple eye monitoring by available personnel. The
crime-vulnerable groups and regions can be effectively pro-
tected from criminals if the videos captured by the installed
surveillance cameras are searched in real time to actively
detect criminals and notify the relevant institutions.

This study proposes an image security device control
system based on deep-learning facial recognition. To over-
come the limitations of naked-eye monitoring in conventional
systems, the proposed system aims to automatically and
accurately recognize criminals appearing in crime-vulnerable
areas in real-time and to notify relevant institutions, thereby
preventing crimes. A deep neural network-based feature
extraction method and feature distance comparison method
in the feature space are used to verify criminals appearing
in videos captured by a fixed imaging device, and the iden-
tification information of criminals is examined through a
series of identification processes. Unlike facial recognition
within a fixed range of access control, the proposed system
aims to detect and identify criminal faces accompanied by
occlusions or avoidance reactions in videos containing a large
number of moving people. The proposed system requires
high processing performance for real-time applications and
is achieved through a down-sampling technique.

The facial recognition in the proposed system is conducted
in two steps: face detection and face identification. In the
conventional identification processes, predictions are gener-
ally made through frames using specific distance functions,
but processes involving distance functions cannot disregard

outliers that may intermittently occur, leading to incorrect
prediction results. In this study, the prediction results regard-
ing the appearances of criminals are derived at each frame,
and the identification scores of each face are accumulated
through object tracking to minimize the overturning of previ-
ous predictions. By adjusting the weights of the accumulated
identification scores, a standard score and detection confi-
dence for the identification are used to exclude abnormal face
identification results. This study proposes a scoring method
based on face tracking such that the final score combines
the detection confidence and standard score for the embed-
ding distance, as determined from criminal face embedding
data. This improves the accuracy of the identified faces and
increases confidence in face recognition in the identification
step.

The deep learning-based facial detection process is highly
accurate but slow and takes up most of the computation
time of the overall system. Both the fixed and accumulated
latency must be considered when performing face detection
from video data in real-time. It is impossible to eliminate
the fixed latency. Nevertheless, the accumulated latency must
be avoided, because the generated data can exceed the pro-
cessing speed of the system. The frames per second (FPS)
metric represents the processing speed. It is a crucial indicator
of the computation speed of a system and is related to the
accumulated latency. Improving the FPS is an important task
for ensuring that the processing delays of input videos do not
accumulate. Several studies have been conducted on improv-
ing FPS image batch processing, thereby taking advantage of
advances in parallel processing. To perform batch processing
for an image stream in real-time, however, there is a delay
until a certain number of frames are captured, ultimately lead-
ing to an increased fixed latency time. The system proposed in
this study consists of multiple processes as a procedure, and
additional delays occur in the object tracking step because
the data are sequentially checked. Therefore, applying batch
processing methods for videos was deemed inappropriate for
the proposed system. However, the accumulated latency can
be prevented by ensuring that the individual frames are pro-
cessed without delays when batch processing is not applied.

The proposed system improves the processing speed by
utilizing down-sampling only for the images in the face detec-
tion process. It is difficult to extract identifiable features from
a face image with insufficient resolution. Therefore, in the
identification task, a face image extracted from an image
with as high of a resolution as possible is required. However,
the face localization task requires a relatively low-resolution
image. It is possible to apply down-sampling only in the
detection process because it is possible to filter out prediction
errors through object tracking for checkingwhether the detec-
tion results in successive frames are continuous. The face
detection process occupiesmore than half of the total process-
ing time of this system, so even considering the time required
for the down-sampling, the efficiency gain from using a lower
resolution is very large. By using temporarily down-sampled
frames during the detection process, the processing speed
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reaches over 30 FPS, far exceeding the 15 FPS refresh rate
of general surveillance cameras.

The proposed system aims to overcome the limitations
of the existing surveillance system, which relies on human
monitoring capabilities. The proposed system ensures that
video footage from security cameras is thoroughly inspected,
allowing for the early identification of potential criminals or
threats in crime-prone areas such as schools, daycare centers,
and national security facilities. This contributes to enhanced
safety by enabling prompt notifications to relevant authori-
ties through the surveillance system’s notification pipeline.
In Chapter 4, we demonstrate a real-time crime information
system that analyzes surveillance videos to detect, alert, and
prevent potential incidents such as missing children, criminal
activities, and threats to national facilities.

This paper proposes various new techniques for imple-
menting a recommendation system and presents the results of
experiments. The main contributions of this paper, according
to these methods, can be summarized into four points as
follows:

1) A face detection method is proposed for processing
video frames in real-time through down-sampling.

2) The potential problems concerning the prediction unit
when performing facial recognition on video data are
outlined, and an identification method with a face
tracking ID unit is suggested for effectively recognizing
criminals from video data.

3) Prediction overturns are minimized by addressing the
congested embeddings arising in a feature space that
occur while performing identification on a large-scale
face embedding database (DB). In addition, an identifi-
cation score accumulation method for outputting only
highly reliable identification results is proposed.

4) An evaluation dataset is created to verify the system
operation performance under a fixed high-resolution
video input condition. The proposed system demon-
strates faster and more accurate facial recognition
performance for the same dataset relative to existing
systems in which processes are interrelated through
simple connections.

The remainder of this paper is organized as follows.
In Section II, the related work on crime-prevention systems
is introduced, along with concepts regarding general facial
recognition from videos. In Section III, the proposed sys-
tem and model are explained in detail. In Section IV, the
experimental environment, dataset, and implemented system
demonstration are described. Finally, conclusions are drawn
in Section V.

II. RELATED WORKS
A. SURVEILLANCE-BASED CRIME PREVENTION SYSTEM
1) CASES OF CRIME PREVENTION USING SURVEILLANCE
CAMERA
The presence of surveillance cameras in public areas can sup-
press crime. Surveillance cameras, which are considered for

situational crime prevention, indicate that the official mon-
itoring level of a target region is heightened [5]. Piza et al.
[6], [7] reported that the installation of surveillance cam-
eras in residential areas provides an effective measure for
crime prevention. Alexandrie et al. [8] also confirmed that
the crime rate decreased by 24–28% in public places based
on seven types of natural experiments involving surveillance
cameras. A crime is defined as an ‘‘intentional behavior for
gratifying a criminal’s everyday needs,’’ [9] and criminals
consider several aspects while executing specific crimes,
including the inherent risks and compensation for potential
need gratification. The installation of surveillance cameras
adds inherent risks to a criminal’s selected behavior and
urges observers to be more conscious, thereby triggering a
perception mechanism in persuading criminals not to commit
a crime [10].

Research is consistently being conducted on increasing the
utilization of the images or videos captured by surveillance
cameras. Some studies have examined methods for restoring
images captured in inclement weather or that are difficult
to analyze owing to shading, whereas other studies have
focused on the structures in which different types of sensors
are integrated (infrared camera, pan-tilt-zoom camera, vision
camera, etc.).

Recently, research has been conducted on integrated crime
prevention systems based on big data and the Internet of
Things [11]. The trend is evolving from crime prevention
toward environmental design, which ranges from physical
environment design to ubiquitous crime prevention includ-
ing sending warnings using non-structured social network
data. However, conventional systems cannot actively interpret
the information from linked information collectors (such as
image surveillance devices), and thus criminal situations are
only identified after crimes have already happened or after
the risk of an imminent crime has been confronted.

2) CRIME PREVENTION USING COMPUTER VISION
All countries worldwide currently attempt to hinder the recur-
rence of crimes through legal punishments, aiming to ulti-
mately prevent the occurrence of crimes in the first place.
The types, methods, and frequency of criminal activities are
soaring as the population is sharply increasing and a larger
number of individuals can easily obtain information; hence,
the demand for a predictive system is on the rise [12]. During
a criminal investigation, the analysis is generally performed
using visual data. For crime prevention activities, computer
vision can provide significant help by providing automated
extraction of the most essential data from the unnecessarily
vast amount of available data. Major tasks using computer
vision related to crime prevention and investigation include
license plate recognition [13], action and posture recogni-
tion [14], and facial recognition [15]. These tasks typically
require analyzing 2D images, but a growing number of studies
have been conducted using visual data of three dimensions or
more [16]. Among the 3D data processing techniques related
to facial recognition, 3D face restoration reconfigures a face

56068 VOLUME 11, 2023



H.-B. Kim et al.: Surveillance System for Real-Time High-Precision Recognition

into a 3D shape model or mesh from the given data [17].
Video data can also be utilized by considering a dimen-
sion expansion from the temporal perspective rather than
the spatial perspective. Videos typically undergo excessive
lossy compression owing to the large storage space necessary
for storing the videos. Moreover, surveillance footage fre-
quently does not help investigations owing to the poor quality
of data. The research was recently conducted to improve
the resolution of surveillance footage based on a generative
adversarial network (GAN) [18]. A super-resolution GAN
(SRGAN)-based technique improved the resolution of the
main objects in images, but the resolution of faces, which
often are extremely small objects with delicate features, could
not be restored. This is based on the grid-level subsam-
pling used in most image compression algorithms. In these,
the detailed representations of objects smaller than the grid
become severely damaged; thus, restoring the resolution after
capturing images with super-resolution is considered as dif-
ficult. As mentioned above, research on crime prevention
through computer vision is being conducted in various fields.
We propose a crime prevention solution through face recogni-
tion among these vision-related research fields. Our research
for crime prevention uses techniques for the detection and
recognition of images and image quality adjustment.

B. FACIAL RECOGNITION
1) GENERAL FACIAL RECOGNITION
In general, a facial recognition system applies a three-step
process of face detection, face feature extraction, and face
identification or verification. This approach demonstrates a
similar pipeline to the 2-stage object detector. In the case
of face recognition problems, using the 2-stage method is
inevitable because training a FCN-based classifier simulta-
neously, as in the case of a 1-stage detector, is unsuitable
for actual use. On the other hand, PCA-based methods can
quickly modify classifiers without the need to retrain the
entire network. Therefore, recent studies have constructed
2-stage recognizers for PCA-based face identification or ver-
ification methods on Pretrained CNN Features, following
CNN-based face detection [19]. In the face detection step,
a face of a person is initially detected from the entire input
image. Then, face feature extraction is performed to compare
the inherent features of each face. There have been signifi-
cant performance improvements for a large number of com-
puter vision problems, owing to deep learning-based machine
learning techniques and advances in hardware. Most research
on facial recognition systems uses deep learning. Xiang et al.
[20] achieved a face identification accuracy of 99.10% on the
MegaFace dataset, whereas Zhu et al. [21] achieved a face
detection average precision (AP) of 0.924 on the hard subset
of the WIDER FACE dataset. However, in these studies, the
accuracy level was based on experimental observations of
the respective dataset; therefore, there is a possibility that
the recognition accuracy could be lower for individuals who
demonstrate recognition avoidance, such as criminals in real
life. In this section, the research trends in each sub-process of

the latest facial recognition systems are explained in further
detail.

Facial recognition begins by extracting the face area and
features, followed by property extraction or occlusion cor-
rection. The face area extraction corresponds to a clas-
sification problem for determining whether the detected
part of the image is a face. The Viola-Jones object detec-
tion framework [22] using the boosted Haar cascade clas-
sifier demonstrates stable performance; the histogram of
oriented gradients (HoG) is also widely used. Regarding
deep learning-based technologies, several methods, includ-
ing the multi-task cascaded convolutional neural network
(MTCNN), MobileNet-SSD, and You Only Look Once-Face
(YOLO-Face), have been proposed to solve the tiny-object
problem and to ensure stable performances in face detection
under diverse environments and conditions.

The faces extracted through face extraction enable the
differentiation of each individual. Facial recognition aims
to find faces within a certain range based on a threshold
value, or by comparing the mutual similarities with elements
within a facial search space created in advance. Different
methods are used for the similarity comparison, based on
the extent of the computations. For higher accuracy, tech-
niques such as the principal component analysis (PCA) and
independent component analysis (ICA) [23], [24] are often
used in magnetization as a function of the applied field.
The amount of computation can be decreased by reducing
the dimensions of the images. Among deep learning-based
methods, artificial neural networks such as autoencoders
embed facial information into a lower-dimension vector
to reduce the dimensions. Then, the similarity between
faces is determined based on computations with embedded
vectors.

Ben-Baruch et al. [25] trained MobileNet using Knowl-
edge Distillation to meet the demand for lightweight models.
Alansari et al. [26] presented a face feature extraction network
based on GhostNet, which linearly replicates duplicated fea-
tures, as another study on lightweight models.

2) FACIAL RECOGNITION IN VIDEOS
The facial recognition of random individuals appearing in
videos may pose ethical and practical issues. To avoid such
issues, the systemmust be capable of recognizing unspecified
individuals without mistaking innocent pedestrians for crim-
inals and while demonstrating a high recall rate. In the video
data captured by surveillance cameras, frames are continu-
ously captured within a certain time interval. General smart-
phones or video cameras can capture at rates of 30 or 60 FPS,
whereas certain models can support up to 240 FPS. Existing
surveillance cameras serve the purpose of image recording,
and typically save at a rate of 15 FPS owing to their limited
storage space; however, actual cameras can capture at higher
speeds. Videos often represent higher-dimensional data than
static images and display fragmentary information. Because
static images can be very easily distorted, the latest methods
utilize information in higher dimensions to obtain highly
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reliable results. Artificial neural networks can be extended
to consider the possibility of distortion in 2D data into 3D
data or 3D restoration through geometric estimations, such
as in stereo vision [27]. Recently, depth maps with arbitrary
dimensions and 3D data through a point cloud were secured
using infrared reflected light (such as LiDAR [28]. As the
range of methods capable of addressing real-time problems
remains very limited, methods requiring a large amount of
time to analyze each frame are difficult to adopt. A system
operating in real-time requires a minimum computation time.
If face tracking is used in videos, high-dimensional data can
be quickly secured for face identification.

The mathematical background of FaceNet, which is the
basis of our proposed model, mainly focuses on the triplet
loss function and optimizing the distance between faces in a
high-dimensional embedding space. This allows us to quan-
tify the similarity between face images to perform recog-
nition and verification tasks. Triplet loss uses three face
images: a reference image (Anchor), an image of the same
person as the reference image (Positive), and an image of
a different person than the reference image (Negative). The
embedding function is called f(x), and the embedding for
each image can be denoted by f (A), f (P), and f (N ). The
goal of triplet loss is to reduce the distance between pairs of
positives and increase the distance between pairs of negatives.
To accomplish this, the conditions in Equation (1) must be
satisfied. α in Equation (1) is the margin, which represents
the minimum difference between the positive and negative
distances.

∥f (A)− f (P)∥2 + α ≤ ∥f (A)− f (N )∥2 (1)

L (A,P,N ) = max
(
∥f (A)− f (P)∥2

−∥f (A)− f (N )∥2 + α, 0
)
(2)

The triplet loss function is defined as shown in equation
(2). During model training, we update the weights to mini-
mize this loss function. As the optimization progresses, the
distance between faces in the embedding space is optimized,
bringing faces of the same person closer together and faces
of different people farther apart. In conclusion, the mathe-
matical background of FaceNet is based on the triplet loss
function, which measures the similarity between face images
by optimizing the distance between faces in the embedding
space, and provides the basis for recognition and verification
tasks.We contribute to achieving high accuracy in face recog-
nition systems by advancing the image frame-level FaceNet
to video-level recognition.

Human visual perception uses significantly more infor-
mation than what can be captured by a typical camera. For
example, two eyes can be used to perform stereo-vision based
depth estimation. Additionally, longer viewing times while
continuously gazing at a subject can lead to more accurate
visual judgments. In our research, we focused on the latter
case of gaze fixation. However, we were unable to find any
prior research on this idea.

FIGURE 1. Overall system architecture.

We use PCA-based deterministic predictive models for
face identification in a frame-based face recognition pipeline.
In continuous video frames, we track related face instances
according to a Markov decision process for prediction. This
allows for more precise predictions based on cumulative
probability models.

III. PROPOSED METHODS
A. SYSTEM OVERVIEW
This study proposes a real-time criminal detection system
(RTCDS) for high-risk ex-convicts based on face tracking
utilizing a deep learning-based face detector and identifier.
The proposed system aims to prevent crimes by detecting a
face in video data captured by image security devices such
as surveillance cameras, and then notifying a chief manager
or relevant criminal institutions after identifying the criminal
through a comparison with criminal DBs. The overall archi-
tecture is shown in Figure 1.

Figure 2 illustrates the process structure of the proposed
face detection and recognition system. The system consists of
general processes marked with initials in Figure 2, as well as
unique processes proposed in this study. Similar to a general
facial recognition system, the proposed system consists of
face detector D, tracker T, face encoder E, and identifier I
[29]. The proposed system must perform the analysis with
a minimum latency time by having each frame of the cap-
tured video data immediately pass through the processing
sequences.

The following two unique processes are employed.
1) Sampling: The processing latency is reduced by using

low-resolution samples during the face detection,
whereas high identification accuracy is maintained dur-
ing the identification step by cropping the face regions
from the original high-resolution images.

2) Score Dictionary Identification: Scores related to the
identification results are accumulated for the face ID
of each tracked face by creating a dictionary with the
tracking ID as a key. The dictionary monitors the score
such that when the score exceeds an arbitrary threshold,
the system notifies parties of the identification result
and transmits the appearance of the criminal.

The face detector D predicts the position and size of each
face to be identified from each frame image. A binary detec-
tion (or localization) framework that outputs the confidence
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FIGURE 2. Structure of the proposed system for face detection and recognition.

score and bounding box must be used as the detector; this
condition is satisfied by most general object detection frame-
works. The most critical point in selecting a face detector
D for the proposed system is the size of the receptive field.
Most feature-extraction networks have fixed receptive fields.
Most high-performance feature extractors with an appropri-
ate level of latency for real-time processing only receive
images with a resolution of 224 × 224. Certain models
receive images with higher resolutions, such as 384 pixels;
however, as the resolution increases, the depth of the feature
extractor and latency also increases. Because a face detection
framework using a deformable convolutional network is free
from such input resolution limitations, a sufficient amount of
information can be obtained from the high-resolution images
with relatively lower latency compared to other networks
with depths proportional to the input resolution. Therefore,
‘‘RetinaFace’’ [30] was selected as the most appropriate face
detector for the proposed system.

The face tracker T assigns a tracking ID to each bounding
box to indicate the same person in each frame before identify-
ing the detected faces. This process is required for combining
the confidence score and the class identified in different
continuous frames for each tracking ID. Deep learning-based
detection and identification must be performed within 30 ms

for real-time processing, implying that the face tracking must
be processed very quickly concerning the time required for
inputting and outputting images. A simple online real-time
tracker (SORT) [31] satisfying these conditions and provid-
ing stable performance was selected as the instance tracking
method. Using deep SORT [32], an advanced extension of the
SORTwas also considered. This method can effectively solve
realistic problems arising from the occlusions occurring in the
SORT. In contrast, a face detector is trained for binary detec-
tion and thus cannot extract effective feature information for
an intra-class classification between face instances. Thus,
there is an insignificant advantage to using deep SORT in the
proposed system instead of SORT in terms of performance
while sacrificing computation time.

The face image encoder E and identifier I are based on
the method proposed by Schroff et al. [33]. FaceNet is the
baseline model; it is a metric learning-based technique in
the facial recognition field. Therefore, the basic model of the
proposed system demonstrates a significantly improved iden-
tification accuracy by applying the FaceNet-based encoder
and identifier compared to using the basic encoder-identifier.

Figure 3 intuitively shows the overall operation flow of
the proposed system. It starts with frames obtained from
surveillance camera devices such as security CCTV. Face
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FIGURE 3. Overall process pipeline of the proposed method.

FIGURE 4. Comparison of processing latency for each process in the
proposed pipeline.

detection is performed from the frame after down-sampling.
Then tracking of face instance is performed and the identi-
fication score is calculated. This score is accumulated, and
the system reports the recognition result if the score exceeds
the threshold. This processing pipeline iterates continuously.
Figure 3 abstracts the system structure shown in Figure 2 in
the form of a process pipeline.

B. REAL-TIME TWO-STAGE RECOGNITION
Most conventional artificial neural network models (includ-
ing CNNs) have a limited receptive field for each model.
Accordingly, images with unsuitable resolutions must be
resized in advance. This is mostly an issue in terms of
implementation, as the process is determined according to
the size of the receptive field of the network being used.
In contrast, the face detection network applied in the proposed
system is applied with a deformable convolutional network.
As such, it places no restrictions on the resolution of the
input images. Therefore, the most appropriate resolution for
the detector must be determined from the perspective of the
usability of the overall systemwhile recognizing the trade-off
between the detection performance and speed. This section
explains the sampling process shown in Figure 2 in detail.

The RTCDS system aims to recognize the faces of per-
sons appearing in unrefined video data. The position of each
instance needs to be localized for the same reason as that
for the tasks used in instance segmentation or general object
detection. Face detection is often performed using a tradi-
tional handcrafted feature extraction method or convolutional

networks. Traditional techniques capable of quick computa-
tion are commonly used in this context, owing to the real-time
processing constraint [34]. However, the detection accuracy
of most systems using traditional detection techniques are
unreliable.

Furthermore, the detector must satisfy performance criteria
at a certain minimum level, as the operating performance of
an object tracker is heavily dependent on the performance of
the detector. RetinaFace is a face instance detection frame-
work in which the scale-invariant performance is assured
by applying a feature pyramid network [35] and deformable
convolutional network (DCN) [36] to construct a general deep
CNN as the feature extractor.

The proposed method outperforms other similar tech-
niques based on a multi-task training strategy, and it has
a short processing latency as a single-stage detector. Reti-
naFace has no restrictions on the resolution for the input
about the structural characteristics of the framework, but the
processing time increases in proportion to the area of the input
images. Considering the characteristics of the DCN, there
is no network processing latency in terms of the resolution.
This is because the resolution and network depth do not
correlate unlike in general feature extraction networks; never-
theless, they contribute to the post-processing time, which is
affected by the resolution. The detection accuracy decreases
as the resolution is reduced, but the trade-off in regard to
the resolution reduction is not significant above a certain
level. An experiment was conducted to verify the minimal
feature information required to confirm that a face could be
included in images with 380-pixel resolution. The latency
was drastically reduced according to the area reduction ratio
when images with full-high-definition (FHD) resolution were
down-sampled through bilinear interpolation to ninth high-
definition resolution, i.e., 640× 360 as can be seen from the
leftmost graph in Figure 4.
Figure 4 also shows the estimated latency for each process

in the proposed pipeline model. Most of the latency is caused
by the detector, whereas the other processes only require
less than 1 ms of latency. This characteristic of our pipeline
highlights the advantages of using temporal down-sampling.
Temporal down-sampling in the detection process drastically
reduces the latency and has a critical positive impact on the
overall pipeline performance. The bounding box precision
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FIGURE 5. Flowchart of a proposed system for using appropriate
resolutions for each process.

degradation owing to the down-sampling is improved by the
subsequent object-tracking process.

It is also worth noting that the proposed model handles
input video in real-time because the overall latency per frame
is less than 33ms as can be seen in Figure 4. Of course,
there is an apprehension that the latency may increase when
increasing the number of categories to be identified, that is,
the number of target persons to be identified. However, in the
identification process, the number of targets has little impact
on the latency. As the Euclidean distance calculation between
128-dimensional vectors can be vectorized, the actual opera-
tion speed hardly slows down even if hundreds of thousands
of targets are set, as can be seen from the rightmost graph
in Figure 4. The link below also provides a supplementary
demo video showing the real-time processing capability of
the proposed model.

Link: https://github.com/aengoo/focusface
Figure 5 explains the method for applying down-sampling

to the video frame inputs in real-time as proposed in our sys-
tem. The proposed method proceeds in the following order:
(1) Images captured in full high-definition (FHD) resolution
are down-sampled to the ninth high-definition (nHD) reso-
lution. (2) The face position is searched in a low-resolution
image, which takes an average of 20ms. (3) A high-resolution
face image is cropped by projecting the detected face area
onto a high-resolution image. (4) Identification is performed
by encoding the face image. In this process, the time required
for identification and tracking is set to α, and the total pro-
cessing time excluding α is measured to be 21ms on aver-
age. The detection accuracy improves when a high-resolution
image is input into the face detection network. However, the
detection accuracy increases with the resolution improvement
as a log function, in which the improvement range becomes
extremely small beyond a certain resolution threshold. There-
fore, the face position was detected by down-sampling the
image to the minimum resolution that would allow the face
position to be verified, and the detected region was extracted
from a high-resolution image in the subsequent step to ensure
highly accurate identification.

FIGURE 6. Examples of three different methods for facial recognition in
videos: (A) Individual frame prediction, (B) Prediction of frame batch
captured at a certain time interval, (C) Prediction of detected and tracked
face object.

C. APPEARANCE RECOGNITION SYSTEM
In general, video data consists of multiple static images cap-
tured within a certain time interval. In other words, video
data comprises a set of images sampled at discrete times. The
following prediction procedure may be followed to recognize
the face of a person in the video data. First, based on the
output image recognition results for each frame, there is a
high possibility for the prediction results to be overturned
for the same face instance unless the identification accuracy
of the model is extremely high. The problem of prediction
being overturned is more likely when the prediction accuracy
is lower owing to the image quality, low lighting, or imaging
distance. Second, a prediction method for frame batch is
used. A recurrent neural network architecture such as a long
short-term memory or 3D CNN can be used for this method.
This method encounters the problem of determining the size
of a unit set to allow inferences to be obtained in situations
where images are continuously input in real-time. Further-
more, the confidence level differs depending on whether the
inference is being made for a case with the face lying on
the border of the prediction unit versus at the center of the
prediction unit.

Accordingly, the following two conditions are imposed on
our system.

1) The prediction results should not be overturned.
2) The prediction confidence for a face instance should

not be affected by where the face appears.

To satisfy both of the aforementioned conditions, a method
is proposed in which the data being analyzed are grouped
according to the tracked face object ID, and then prediction
results are output at the group level. Object tracking in general

VOLUME 11, 2023 56073



H.-B. Kim et al.: Surveillance System for Real-Time High-Precision Recognition

is a technique where detection continues even when the
region of interest is divided and deformation, occlusion, and
position changes occur; various techniques including frame
differencing, optical flow, and background subtraction can be
used. These methods entail a unique object detection process
for each tracking technique. The goal of object tracking is to
assign the same ID to the face bounding boxes of the same
person. In this context, the previously explained methods
are not applicable, as they do not handle the bounding box
detection format. The procedure starts with the face detection
process, and then the intersection-over-union (IoU) distance
between face regions detected in nearby frames is calculated
to assign the same ID to a pair of face regions within a certain
IoU distance. If this process is repeated for each frame, the
tracked objects can be grouped according to their IDs.

Figure 6 illustrates three prediction approaches for a given
video frame. In each prediction, the red and yellow rectangles
represent the prediction targets, and the green border is the
unit of each prediction. The blue arrows represent the cumu-
lative sequence of predictions until the score is exceeded, and
the gray arrow indicates face tracking after the prediction
result is output. As shown in Figure 6, the facial regions
are identified in each frame, and the identification results
for the tracked facial objects are accumulated by their IDs.
When the accumulated prediction score exceeds a threshold,
the final prediction result is output as shown in case (C).
This method has the advantage that the prediction results for
facial object IDs are never reversed. To output the correct
prediction results, we also provide a method for calculating
the confidence level of the accumulated prediction results.
This will be explained in detail in Section III-D.
The object detector based on the bounding box applied to

the system is based on the SORT. Because the time interval
between frames in normal 30 FPS images is approximately
33.33 ms, the probability P of overlap between the bounding
boxes of a face in two consecutive frames of videos captured
at a fixed camera position is very high. The detected face
regions must be expressed as bounding boxes. If the IoU
distance between the face bounding boxes in two consecutive
frames is calculated, the probability P denotes the probability
that two bounding boxes with the minimum IoU distance
show the faces of the same person. The computation time can
be considerably reduced if the Hungarian algorithm is applied
because the process of finding overlapping bounding boxes is
1:1 when matching the elements of the two sets. In addition,
tracking can be continued even if faces cannot be detected
in certain frames (e.g., because of occlusion or deformation)
by calculating the moving acceleration of the bounding boxes
based on a Kalman filter.

D. WEIGHTING THE PREDICTION CONFIDENCE
When the tracked face objects are predicted as a group unit as
explained in Section III-C (3.C), the results may not be output
if the face never disappears in the videos. Therefore, the
appropriate timing for outputting the accumulated identifica-
tion results must be determined to solve such problems. In this

FIGURE 7. Illustration of how vector distances become denser as the
number of faces for comparison increases in a restricted vector space.
Blue dots show encoded facial embedding vector samples in the
database, while red dots show detected facial embedding samples during
system execution.

section, the operational scheme of the process corresponding
to the score dictionary in Figure 2 is explained.

This system employs the method proposed in FaceNet
as the baseline technique for face identification, as follows.
First, embedding vectors with the feature information of the
face images are extracted through the encoder. The Euclidean
distance between the face embedding extracted from the
videos and that in the criminal face DB is calculated to
deduce identification when the distance less than the thresh-
old is the same as the distance of the closest embedding.
This distance metric-based identification technique is sim-
ple and intuitive. However, the distance metric cannot be
the only source of confidence when the system is being
applied to real tasks, because other issues may arise depend-
ing on the number of criminals in the DB. The distance
between embeddings becomes closer in the embedding fea-
ture space as the number of criminals increases. The principle
of the distance metric-based embedding identification can be
explained as shown in Figure 7, where a face is detected
when an embedding is input and positioned within the iden-
tification induction range of a circle having the distance
threshold as a radius. As the distance threshold is fixed,
a decreasing distance between embeddings indicates that the
intersection of the identification induction range increases;
the intersection area ratio also increases. Here, if the absolute
face distance values are the same when the face embed-
ding is within one embedding identification induction range
and when located at the intersection of multiple embedding
identification induction ranges, the confidence level varies.
Therefore, the z-score of the distance score shown in the
equation is used to discern reliable identification results with-
out modifying the threshold. That is, the z-score is used to
discriminate between ambiguous face embeddings. In addi-
tion, the more the face is head-on-photographed, and the
clearer the face, the higher the reliability of the identification
result. The confidence score for each bounding box resulting
from the face detection process tends to have a higher value,
as the face part is clearer and the face is photographed from
the front. Therefore, we retain the confidence score from the
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detection process up to the identification process and add it
to the final identification result. Finally, we calculate a reli-
able frame-by-frame identification score by joining the three
indicators as shown in Equation (11). The detection network
and post-processing operations are commonly referred to as
fdet (x) and b∗i,j, respectively. fdet (x) outputs the coordinates
of the bounding box detected at x i of the down-sampled
i-th frame and detection confidence tconf . The coordinates are
converted to accommodate the resolution of the image used in
the identification process. The respective areas are cropped,
as each coordinate is predicted with a normalized coordinate.
As shown in Equation (6), fe

(
xi,j

)
expresses a d-dimension

feature vector extracted from a cropped image patch at the
original resolution at the position of each bounding box j by
the encoder fe. The down-sampled input image and related
results are marked with the ∗ symbol. In this section, the
⃝-series operators ⊖, ⊙, and ⊘ signify operations between
corresponding elements, such as the Hadamard product ⊙.

b∗i,j :=
{
t∗x , t
∗
y , t
∗
w, t∗h , tconf

}
i,j
∈ fdet

(
x∗i

)
(3)

bi,j =
(
t∗x t∗y
t∗w t∗h

)
i,j
⊙

(
sw sh
sh sh

)
(4)

xi,j = (xi)tx :tx+tw,ty:ty+tw (5)

fe
(
xi,j

)
∈ Rd (6)

In the above, fe (x) is a function for encoding specific face
images. The face image xi,j is received from the origi-
nal high-resolution image as input. The encoder fe (x) is
expressed as a d-dimensional set of real numbers. It is
assumed that the system encodes the face images of a crim-
inal list before the operation, and the set Y in Equation (7)
represents this encoded face image list.

The Euclidean distance D
(
xi,j

)
from all criminal face vec-

tors is calculated and then the face similarity score S
(
xi,j

)
is

calculated fromD
(
xi,j

)
with a maximum embedding distance

criteria τ ; closer distances are converted to higher scores as
shown in Equation (8). The criteria τ is set to 0.6 which is
borrowed from [37]. Then, the standard score (z-score) set
Sz

(
xi,j

)
is calculated using S

(
xi,j

)
.

D
(
xi,j

)
=

{∣∣fe (yk)− fe
(
xi,j

)∣∣2
2 |∀yk ∈ Y

}
(7)

S
(
xi,j

)
= τ ⊖ D

(
xi,j

)
(8)

SZ
(
xi,j

)
=

(
S

(
xi,j

)
⊖ µS

(
xi,j

))
σS

(
xi,j

) (9)

The z-score of the face embeddings represents the relative
similarity of each embedding, whereas the face distance rep-
resents the absolute embedding distance. When the z-score
is used alone, faces captured as too small or sideways fail
to display the minimum amount of information necessary
for identification. The confidence score is output through the
SoftMax function during the face detection process, and then
the detection score and z-score are combined in consideration
of the influences of the sizes and directions of the captured
images on the confidence score. Furthermore, the embedding

distance is also applied as an important metric for identifi-
cation, and therefore, it is converted to a distance score to
be summed. The final score stot

(
xi,j

)
is calculated as shown

below in Equations (10) and (11).

p = argmax
(
SZ

(
xi,j

))
(10)

stot
(
xi,j

)
= tconf i,j + S

(
xi,j

)
p + SZ

(
xi,j

)
p (11)

The proposed system outputs the prediction results at
the appropriate time by accumulating the total identifica-
tion score for every tracked face. The score dictionary (with
multiple tracking IDs) works as a key by adding the scores
from the same identification results and subtracting the scores
from different identification results. If the score dictionary
value falls below 0, the face ID of the respective tracking
ID is changed to the face ID of the last identified embed-
ding. Therefore, the identification results are confirmed even
with a relatively low cumulative number when a higher total
identification score is assigned to the same face ID, but this
can be easily ignored if a low total identification score is
assigned to a specific face ID. The identification results are
confirmed when the accumulated total identification scores
exceed an arbitrary threshold β; thus, the threshold β works
as a factor for determining how sensitive the system is in
recognizing the data. It is difficult to determine the sensi-
tivity of the system that would ensure the best predictions
for all situations happening in the real world. As such, the
threshold value with the highest possible prediction accu-
racy can be determined through an experiment on a specific
dataset. A preliminary experiment was conducted to deter-
mine the appropriate threshold β and the result is provided in
Section IV-C.
The total identification score stot

(
xi,j

)
for each face images

on a single frame is calculated by summing the detection
confidence, z-score, and embedding distance score as shown
in Equation (11). However, the discrimination effect is low
when this value is simply accumulated, as the data are dis-
tributed around a specific value. A concentrated distribution
can be dispersed by applying activation functions. An acti-
vation function that works as an exponentiation of a natural
constant only disperses the data concentrated on high values.
A sigmoid function has a dispersion effect but only disperses
the data positioned at the center, and thus cannot be applied
because the data contributing to the total identification score
are not necessarily concentrated at the center. Therefore,
the activation is performed by dispersing the score distribu-
tion through normalization and exponentiation. Equation (12)
expands the score distribution from the criteria α via a cubic
activation.

sscaled
(
xi,j

)
=

(
stot

(
xi,j

)
− α)+ 1

)3
+ (α − 1) (12)

A preliminary experiment was conducted to identify the
score value with the most distributions to set it as the mean
value, and the result is provided in Section IV-C. The data
distribution was adjusted to set the mean value as 1; then,
the scores are restored to criteria α to disperse the data
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Algorithm 1 Real-Time Criminal Face Recognition
INPUT: Face detector fdet, Face encoder fe,

Down-sampling ratio sw, sh,
Target face image set Y

1 dictionary T

2 i← 0
3 while true do
4 xi← GETFRAMEIMAGE (i)
5 if xi is empty then
6 /* terminate process */

7 break
8 end if

9 x∗i ← DOWNSCALE
(
xi, { 1sw , 1

sh
}

)
10 B∗i ← fdet

(
x∗i

)
11 Bi← {bi,j ⊙ {sw, sh, sw, sh, 1}|bi,j ∈ Bi}

12 for bi,j ∈ Bi do
13 xi,j← CROP(xi,bi,j,:−1)
14 /*target face embedding fe (yk) is

pre-encoded*/

15 calculate Sz
(
xi,j

)
16 face id p← argmax

(
SZ

(
xi,j

))
17 tracking id t ← SORT(bi,j,:−1)
18 calculate stot

(
xi,j

)
19 sscaled

(
xi,j

)
←

(
stot

(
xi,j

)
− α)+ 1

)3
20 if t /∈ T.keys() then
21 T.item (t)← {sscaled

(
xi,j

)
, p}

22 else than
23 c, q← T.item (t)
24 if q = p then
25 T.item (t)← {c+ sscaled

(
xi,j

)
, q}

26 else if c− stot
(
xi,j

)
< 0 then

27
∣∣ T.item (t)← {sscaled

(
xi,j

)
− c, p}

28 else then
29

∣∣ T.item (t)← {c− sscaled
(
xi,j

)
, p}

30 end if
31 end if
32 if T.item (t)0 > β then
33 REPORTRESULT

(
xi,j,bi,j,:−1, T.item (t)

)
34 end if
35 end for
36 i← i+ 1
37 end while

distribution and output more accurate prediction results more
quickly.

The overall score calculation and accumulation steps
of the proposed system is summarized in Algorithm 1.
The procedure iterates while the video is being input
in real-time. Therefore, if a criminal face exceeding the
threshold β is recognized, the result is reported to the
streaming process with on-memory DB and this iteration
continues.

E. PREPROCESSING FOR FACE IDENTIFICATION
Face identification (regardless of technique) entails a unique
face alignment process. Face alignment refers to an image
processingmethod for refining images so that parts other than
a face do not interfere with the feature extraction from the
detected face region. Several studies have been conducted
on face alignment techniques for enabling face poses or
viewpoints to be identified using facial landmark detection
and 3D face restoration techniques based on deep neural
networks (which have drastically advanced in recent years).
Fundamentally, a precise facial landmark or segmented mask
must be acquired, as a face boundary needs to be estimated
to perform face alignment. Most face identification processes
are trained based on unique face alignment processes; hence,
a verified identification performance can be reenacted only
if the feature extraction network used for identification is
used along with the face identification process applied for
training. In the face detection process D of the system config-
uration proposed in this study, multitasking can be conducted
to simultaneously predict both the face bounding box and
landmark. However, the verified performance of the relevant
techniques cannot be easily reenacted, because the feature
extraction network for the identification process, I is not
trained based on the landmarks of the detection process D.
The multitasking in the detection process D is applied dur-
ing the training process of the proposed system to improve
the detection performance; only the bounding box output
is obtained without using landmarks among the detection
results, as the computation efficiency is not degraded by the
multitasking. The face region images are aligned by sepa-
rately conducting the unique facial landmark detection of
the FaceNet method, which is the basis of the identification
process I. There are two methods for outputting landmarks: a
68-coordinate detection method and a five-coordinate detec-
tion method. An experiment showed that using five
coordinates for detection demonstrated better identification
performance while improving the processing speed by elim-
inating unnecessary operations. When the region required by
the face alignment process differs from the face region pre-
dicted in the detection process D, normal face alignment is not
performed, and the identification performance is degraded.
This problem can be resolved by slightly expanding the
detected face region before the identification process. The
face region expansion is performed by adjusting the width
and height of the bounding box at an arbitrary ratio. The min-
imum expansion ratio for face alignment and identification
performance in the proposed system was measured through
an experiment, resulting in an expansion ratio of 1.3.

IV. EXPERIMENTAL RESULTS
A series of experiments were performed to measure the
effects of the method proposed herein. In particular, the
recognition accuracy in actual situations was reenacted
by simulating situations where specific targets were cap-
tured with minimum latency in an environment where
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high-resolution videos are input. Each process constituting
the system complied with a conventional input/output for-
mat, and therefore, various face detection or identification
methods could easily be applied. Accordingly, comparison
results between the method proposed in this study and major
facial recognition methods that are more easily applied are
presented below.

A. DATASET FOR EVALUATION
For measuring the effects of the proposed system, a test
dataset had to be configured to determine whether the dataset
was appropriate for the intended use. In general, the systems
for detecting objects in video data are typically evaluated by
measuring the classification accuracy for each video. How-
ever, the classification accuracy for individual videos cannot
fully explain the operation performance in real-life situations,
as the process of catching criminals through crime-prevention
surveillance cameras must consider how the videos are input
regularly over a long period of time. First, sampling must
be performed by setting an arbitrary sample size, as the size
of T in RGBT data is not limited. This can lead to one
of the most serious issues, i.e., being unable to define the
answer label whenmultiple persons are caught in the sampled
individual video. The video datasets in [38] and [39] can be
used for evaluating real-time facial recognition performance,
but they are not appropriate for simulating the task targeted
in this study, because details such as the imaging format
or face size vary significantly. The majority of datasets are
composed of fragmentary and discontinuous images; there
are some datasets of videos, but it is difficult to conduct a
matching experiment with mug shots captured and processed
in a fixed environment. In addition, the resolution of the
video data included in such datasets are extremely low or
not uniform. As such, an experiment needs to be conducted
under fixed input conditions at FHD resolution to verify
whether the system can handle real-time processing. More-
over, the appropriate datasets vary depending on the specific
purpose, such as face detection, identification, or recogni-
tion. The purpose of this study was to examine the facial
recognition performance in a situation closely resembling an
actual application environment. Data annotated in as detailed
a manner as possible were required for evaluating the over-
all performance. The research team generated a dataset for
directly evaluating the system performance in the experiment.
Specifically, 17 experiment participants were instructed to
move in three different directions, and their movements were
captured by two cameras at fixed locations to collect video
data.

In addition, the dataset was configured with a total of
105 short FHD videos by adding video data captured in
different environments. Regarding the data for evaluating the
generalization performance of deep learning-based computer
vision systems, it is recommended that the dataset be config-
ured by including environmental factors that may happen in
real life. However, certain issues are difficult to solve when
using FHD video data; in particular, in this case, the data

are created from surveillance footage, such that unspecified
individuals may appear unexpectedly in an evaluation dataset.
Other issues are that (1) an extremely high labor cost is
required for data labeling, and (2) ethical issues are involved
in capturing a large number of unspecified individuals. Sev-
eral large-scale open datasets are already available for the
training and evaluation of face detection and identification
systems, and therefore, it was not necessary to build a new
dataset to prove the generalization performance of each pro-
cess constituting the overall system. However, a new dataset
was constructed for the experiment, as it was conducted in an
environment similar to real life. The focus was on experimen-
tally proving the following performances using this dataset:

1) Processing speed of FHD resolution videos
2) Conclusive facial recognition performance through

face tracking
3) Measuring the effects of face detection information on

identification performance

When a dataset was captured, the viewpoint was moved
vertically while the subjects faced left, right, and front to
ensure that a certain level of deformation did not occur.
In addition, the subjects were instructed to walk forward to
measure the correlation between the identification accuracy
and the resolution of the bounding boxes of the detected faces.

B. IMPLEMENTATION DETAILS
All of the comparison models and the proposed RTCDS
systemwere implemented usingNVIDIAGeForce RTX3090
GPU in Python 3.8, and PyTorch 1.8.1 for the experiment.
The RetinaFace framework was selected as the baseline for
the experiment, and certain post-processing operations were
vectorized for real-time processing. ResNet50 was mostly
used as the feature extraction network for face detection.
The face detection region adjustment ratio was empirically
set to 1.3. Pre-trained weights provided in the literature and
suggested for the respective frameworks or systemswere used
in all same deep neural networks. In general, the task of iden-
tifying faces in real life must guarantee the performance of
correctlymatching hundreds of detection targets (such asmug
shots) images with actual subjects. The front-face captured
images of the K-face dataset were used in the experiment,
as hundreds of face images playing the role of detection
targets were needed in addition to participants of the dataset
generation. The individuals to be included in the detection
target group were randomly selected by including the face
images of the participants captured by the research team in
the K-face dataset for fair experimental results.

C. APPEARANCE RECOGNITION MODULE
The experimental results under all conditions of the experi-
mental systems were evaluated using metrics (including the
accuracy and F-1 score) by creating a prediction confusion
matrix for the ground truth. Table 1 presents the recognition
results according to the conditions of the proposed system
for the dataset created by our team. The proposed system

VOLUME 11, 2023 56077



H.-B. Kim et al.: Surveillance System for Real-Time High-Precision Recognition

TABLE 1. Performance according to scaled total score by thresholds.

tracks face objects and predicts scores at each frame unit, and
then outputs results when the identification results based on
the accumulated scores for each face object are convincing.
Therefore, the overall operational performance of the system
is determined by aggregating the scores for each face object
unit.

Our preliminary experimental results for obtaining the
optimal α and β values are shown in Figure 8. The final
result was not determined until a face detected in a captured
video disappeared from the video, thereby being aggregated
as a false negative. In contrast, a false positive aggregation
occurred if the system predicted a different person or object
than that corresponding to the detected face. In Table 1, α

indicates the reference score used when polarizing scores
before the cumulative summing with the total score. As the
value of α vincreases, only the prediction results for higher
confidence levels are selected for accumulation, resulting in
higher precision.

As the results are output and aggregated if the accumulated
score exceeds β, the threshold β is also directly related to the
precision. These two parameters can be adjusted depending
on the size of the identification target list or identification
method.

D. COMPARISON OF PROPOSED INSTANCE-LEVEL
METHOD WITH EXISTING FRAME-LEVEL METHODS
In this paper, we proposed the tracked instance-level face
identification method which generates and tracks an instance
for a detected face and then outputs cumulative identification
result. This method is very suitable for video input data in
comparison to existing frame-level identification methods
including FaceNet [33], SphereFace [40], CosFace [41], and
ArcFace [42]. We performed experiments to compare the per-
formance of the proposed method with existing frame-level
methods on our video dataset which captured a pedestrian
approaching the camera. Each video is shot from various
angles from which the front of the face can be seen. Our
dataset consists of 105 videos shot at 30 FPS for approxi-
mately 10 s, with each video featuring only one person.

FIGURE 8. Heatmap of accuracy and f1-score according to α, β.

For real-time detection, we aim to minimize the
trade-off between performance and speed in the existing
RetinaFace-based face detection process. Many face detec-
tors that deal with the scale variation problem adopt FPN.
In our work, we also needed a Scale Invariant Detector, and
many detectors do not meet real-time processing require-
ments. RetinaFace can perform real-time processing on a
single GPU while adopting the ResNet 50 network as the
backbone. Strictly speaking, the standard for real-time pro-
cessing may vary depending on the FLOPS of the GPU
model or specific conditions, making it difficult to objectively
compare processing speed and performance with other meth-
ods. We ensured sufficient real-time processing speed and
performance while fixing detection conditions and presented
the degree of performance improvement using the tracking
and score accumulationmethod proposed in our experimental
results.

The first experiment is to evaluate the performance of
existing frame-level methods when they are directly applied
to our video dataset. Table 2 shows both the average accuracy
and average F-1 scoremeasured per frame of the video dataset
based on the prediction result at the frame level. All the results
are insufficient because the existing methods were designed
for image/frame-level input, not for video input.

On the other hand, the second experiment is to evaluate the
performance of the proposed instance-level method by using
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TABLE 2. Detection and identification performance evaluations per
frame.

TABLE 3. Detection and identification system performance evaluations
per video.

TABLE 4. Comparison of performance between frame-level and
tracking-level prediction.

existing methods as a tool for frame-level face detection and
identification. Table 3 shows both the accuracy and F-1 score
of the proposed method when using each existing method,
i.e., FaceNet, SphereFace, and CosFace as a tool. The eval-
uation results show a noticeable performance improvement
in the proposed tracked instance-level face identification
method, in comparison to those of Table 2. By accumulating
the information about a person appearing in a series of frames
in each tracking instance, the confusion about the prediction
occurring in each frame is eliminated. This high accuracy
and F-1 score enable the proposed method to be applied to
tasks requiring real-time recognition of a person appearing in
a video.

Wemade somemodifications to our dataset in order to pro-
vide a more objective performance evaluation. Specifically,
the dataset used for the performance evaluation in Tables 2
and 3 does not include false samples in the ground truth. As a
result, measuring Precision is meaningless. To more accu-
rately compare performance, we experimentally assigned

FIGURE 9. Confusion matrix of evaluation result shown in Table 4.

false labels to half of the existing true data labels, in order
to see how well the faces are distinguished. The results of
this experiment are shown in Table 4. Method in Table 4 used
the same FaceNet-based method as listed in Tables 2 and 3.
Although the absolute performance values, including accu-
racy, have decreased, the performance is still superior to
frame-based prediction methods. Figure 9 shows a visual-
ization of the performance evaluation results in Table 4 as
a Confusion matrix. The numbers written in each cell of
the confusion matrix represent the number of predicted unit
samples in the dataset.

E. IMPLEMENTATION OF THE PROTOTYPE APPLICATION
The prototype shown in Figure 10 was implemented and
tested to verify and confirm the operation of the model,
as well as the platform proposed in this study. The prototype
included a server computer equipped with a deep learning
model connected to a surveillance camera, web server, and
web page for an administrator.

The prototype could inspect the images of the currently
connected surveillance camera, as shown in Figure 10-(1).
The mug shot of the face of a detected criminal in a certain
section and the detected time are shown in Figure 10-(2).
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FIGURE 10. Web execution screen of the proposed system prototype.

Detailed information, such as the address and personal details
of the detected criminal, are shown in Figure 10-(3). Further-
more, the prototype includes a push notification feature to
notify the relevant institutions and personnel of the detected
criminal faces.

V. CONCLUSION
Currently, there are too many surveillance cameras for the
dedicated staff of the Safety Management Centre to visually
check. As a result, crimes are not immediately identified, and
much of the recorded footage is discarded without being put
to any useful use. Existing studies using surveillance cameras
have shown that the awareness of the presence of cameras can
induce impulsive criminal behavior, but it is difficult to show
a direct preventive effect. There are also limitations in analyz-
ing the recorded images through artificial intelligence, such
as not being able to use them for post-mortem investigations
or performing real-time identification. This paper proposes
a system that detects the appearance of high-risk individuals
in real-time based on surveillance video analysis of installed
surveillance cameras and expansion of recorded information
and includes an application that notifies identification infor-
mation to public safety agencies through a data pipeline and
confirms the person’s identity information in real-time.

The proposed system analyzes video footage captured by
surveillance cameras in real-time. By using amethod that iter-
atively detects and identifies faces in each frame, the footage
can be analyzed immediately without storing it. By propos-
ing a face recognition method that uses down-sampling to

identify face positions and utilizes them in the original quality
image, the performance of face detection and identification
can be improved on the same hardware to enable real-time
detection. It contributes to improving the precision of object
tracking by storing the location of the detected face in the
video and the identification information predicted by the sys-
tem. The face tracking ID unit also compensates for the prob-
lems of the prediction unit when performing face recognition
in video data. The face tracking ID unit minimizes the pre-
diction flipping problem caused by the congested embedding
problem due to the large size of the embedding DB through
the identification score accumulation method. The threshold
value used in the identification score accumulation method
was detected through experiments to find the optimal thresh-
old. In addition, a dataset was created for evaluation and
measurement in the overall experiment. Since the proposed
system uses the input and output formats of common face
detection and identification systems, it ensures freedom of
tuning, which allows practical users to easily apply different
models suitable for specific domains. This is evidenced by
the improvement in accuracy and F-1 score during migration
in the experiments according to the identification method in
Tables 2 and 3. In addition, two parameters can be utilized
to derive the final score for the tracked object, allowing a
high precision or recall to be selected. In our experiments,
we obtained an accuracy of 0.900 and an F-1 score of
0.943 for (α = 4.5, β = 15).
The proposed system is a security monitoring system for

detecting certain categories of people by analyzing the videos
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recorded by video security devices such as surveillance cam-
eras in real-time without missing anything through deep
learning. This effectively complements the blind spots of the
existing visual monitoring system by detecting and recog-
nizing criminals in crime-prone areas and notifying relevant
agencies and monitoring personnel in real-time. The main
contribution of the proposed system is that it shows higher
performance on the same performance hardware through
downsampling of the shooting video to ensure real-time
processing. In addition, high identification and recognition
rates are achieved through the face tracking ID unit and the
identification score accumulation method. We expect that
the proposed system will complement the blind spots of the
existing surveillance system, leading to rapid response for
incident and accident prevention through national projects
such as identification of criminal access, location search for
missing children and criminals, and protection of national
facilities.
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