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ABSTRACT With advancements in computer and communication technologies, the production, utilization
and applications of digital images is at an unprecedented rate. Recent applications include military com-
munications, remote sensing, novel engineering designs storage and communications, as well as medical
imaging. In most cases, such images convey highly sensitive or confidential information, which creates a
strong need for the design of secure and robust color image cryptosystems. Recent literature has shown that
fractional-order functions exhibit improved performance over their corresponding integer-order versions.
This is especially true in their use in image processing applications. In this research work, we make use
of a four-dimensional (4D) hyperchaotic Chen map of fractional-order, in conjunction with a sine chaotic
map and a novel hybrid DNA coding algorithm. A thorough numerical analysis is presented, showcasing the
security performance and efficiency of the proposed color image cryptosystem. Performance is gauged in
terms of resilience against visual, histogram, statistical, entropy, differential, as well as brute-force attacks.
Mean values of the metrics computed are as follows. MSE of 9396, PSNR of 8.27 dB, information entropy
of 7.997, adjacent pixel correlation coefficient of 0, NPCR of 99.62%, UACI of 33, MAE of 80.57, and a
very large key space of 2744. The proposed image cryptosystem exhibits low computational complexity, as it
encrypts images at a rate of 4.369 Mbps. Furthermore, it passes the NIST SP 800 suite of tests successfully.
Comparison of the computed metrics of the proposed image cryptosystem against those reported in the state-
of-the-art by counterpart algorithms show that the proposed cryptosystem exhibits comparable or superior
values.

INDEX TERMS Chaos theory, chen hyperchaotic map, DNA coding, fractional-order, image cryptosystem,
image encryption.

I. INTRODUCTION
In a parallel manner to the massive advances and com-
plexity of modern wireless communication networks [14],
[15] and big data applications [42], security issues have
become of paramount importance [49]. Thus, developing
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and implementing protective data measures, such as cryp-
tography [18], steganography [7], [20], watermarking [8],
as well as their combinations [4], [58] has become at the core
of current research efforts. Over the years, well-established
cryptosystems were designed and deployed to protect all
sorts of private and sensitive data. The Data Encryption
System (DES), Triple DES, and Advanced Encryption Stan-
dard (AES) were among the most utilized and trusted
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cryptographic algorithms. Nevertheless, it became apparent
over the years that not all cryptosystems are suitable for
multimedia like 2D and 3D images and videos. In essence,
because images and videos have large amounts of data, high
redundancy, and significant pixel cross-correlation. Thus, the
field of image and video encryption has seen an expansive
outburst in the literature of recent years. This literature on
image encryption algorithms repeatedly shows the utilization
of mathematical operations and constructs originating from
chaos theory [5], [34], [37], [60], cellular automata [6], [22],
DNA encoding [28], [44], [53], [54] and electric circuits
[12], [38].

For the most part, techniques for encrypting color images
follow Shannon’s ideas of data security, carrying out con-
fusion and diffusion of pixels. Confusion is the process of
altering the arrangement of pixels without altering their value.
On its own, this process does not produce adequate encryp-
tion results. Recent literature shows a typical scenario, where
bit-confusion is paired with a bit-diffusion process, which
modifies the pixel values based on particular mathematical
operations to enhance security. A confusion stage causes each
bit in an encrypted image to depend on many sections of the
key, thus concealing the relationship between the two [47].
However, a diffusion stage adds an avalanche effect, in which
a change of a single bit in the plain input image results in a
change of approximately half of all the bits in its encrypted
version. The goal of diffusion is to eradicate any statistical
association between a plain input image and its encrypted
version. Chaotic functions come into play during the con-
struction of these 2 stages of encryption. Primarily, because a
number of inherent qualities of chaotic functions make their
application desirable in relation to communication and data
security. These features include, among others, sensitivity
to initial conditions, ergodicity, pseudo-randomness, control
parameters, and periodicity [35]. In addition, the key space
created by the many chaotic systems is vast. Because of
their ability to enhance the effectiveness of encryption tech-
niques, several chaotic systems are frequently found to be
used in color image encryption literature. In principle, chaotic
functions are categorized as either low-dimensional (LD) or
high-dimensional (HD). The selection of one class of chaotic
functions over the other for use in image cryptosystems
is always a compromise between complexity and security.
Low-dimensional chaotic functions offer simple software and
hardware implementations with an adequate level of security.
This makes them an optimum choice for applications requir-
ing real-time image encryption efficiency. High-dimensional
chaotic functions, on the other hand, provide enhanced
security at the expense of more complex designs and
implementations [23].

To a great extent, cryptosystems designed utilizing LD
chaotic functions employ multiple such functions, in a con-
catenated or iterated fashion. For example, the authors of [52]
combine the 3 principal channels, Red, Green, and Blue,
to convert a color image into a single bit-level image. The

resulting image was then distorted using a skew tent map.
A chaotic coupled-sine map was developed by the authors
of [59]. Their proposed map is employed to scramble col-
ored images. But since LD chaotic systems are characterized
by a basic structure, their key space is limited, resulting in
a comparatively poor level of security. To overcome this,
in [19], the authors propose utilizing a number of enhanced
one-dimensional chaotic maps, including the logistic map,
the sine map, and the Chebyshev map in conjunction with an
improved Hill cipher, for the encryption of both grayscale and
RGB images. Such an idea of designing cryptosystems that
can handle different image types was also proposed in [31]
for medical images, whereby the proposed algorithm is based
on image blocks and the logistic chaotic map.

On the other hand, HD chaotic functions are distinguished
by structures that are more complex, as well as having inher-
ently numerous parameters. Such characteristics allow HD
chaotic functions to overcome the shortcomings of LD func-
tions. The authors of [38] carry out color image encryption
with dynamic DNA and four-dimensional (4D) memristive
hyper-chaos. In [62], a novel color image cryptosystem based
on dynamic DNA coding, a six-dimensional (6D) hyper-
chaotic system, and image hashing is proposed. While the
authors of [32] proposed a minimax differential evolution-
based seven-dimensional (7D) hyperchaotic map to carry
out color image encryption. The authors of [45] designed
a novel three-dimensional (3D) chaotic map by combining
piece-wise and logistic chaotic maps, which they employ in
numerous applications of information security. An interesting
work is proposed in [66], where chaos theory, in terms of a
five-dimensional (5D) hyperchaotic system, is made use of
in conjunction with quantum theory. The literature clearly
shows a reliance on chaos theory for designing secure and
robust image cryptosystems. However, it is also clear that for
the most part, chaos theory is combined with one or more
mathematical constructs, for improved security performance.

DNA cryptography utilizes both biological and computa-
tional features to offer additional confidentiality over stan-
dard cryptographic algorithms while encrypting data [46].
Traditional image encryption algorithms frequently provide
one layer of security, and it is possible that their secrecy
is destroyed as the underlying computational procedures are
made public. On the contrary, DNA cryptography exploits the
self-assembling characteristics of DNA bases in tandem with
a cryptographic technique to offer various security measures
that boost the degree of achieved data secrecy [28]. Using
amino acid tables, for instance, the authors of [44] translate
ciphertext to a genomic form. The tables’ protein sequence
composition add to the ciphertext’s level of uncertainty.
In [53], the authors present a DNA encoding technique that
is based on a distinctive string matrix data structure yielding
distinctive DNA sequences. They apply these sequences to
encode plaintext as DNA sequences. Some scholars have
also made use of DNA sequences in the design of S-boxes
for image cryptosystems, such as in [3] and [46]. The next
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paragraph discusses the importance of an S-box as a building
block in image cryptosystems.

S-boxes are a fundamental component of modern block
image encryption algorithms. An S-box facilitates the conver-
sion of any given plaintext to ciphertext. Shannon’s confusion
property is provided by adding an S-box to a cryptosystem,
which results in a non-linear translation between input and
output data [47], as well as the removal of fixed points (thus,
resisting any cryptanalysis efforts). The more uncertainty and
variability provided by an S-box, the more secure it is. For
many block image encryption algorithms, the level of security
provided by one or more S-boxes correlates closely with their
resistance to attacks. Although such algorithms may include
multiple stages, an S-box is often the only non-linear stage
that improves the security of confidential data. For an S-box
to be acceptable for real-time data encryption, its design
must be efficient and simple. Recent publications provide
numerous examples of the design and implementation of
S-boxes in image cryptosystems. For instance, the authors
of [37] presented an S-box employing a nonlinear digital filter
of the third order. Using a unique optimization strategy, its
nonlinearity was improved. The authors of [51] proposed an
optimization algorithm for a chaos-based entropy source to
design their S-box. In [3], a DNA based S-box is constructed
and utilized as part of AES. The conducted NIST analy-
sis showcases its robustness and achieved level of security.
A similar NIST analysis was conducted by the authors of [39]
to gauge the robustness of their proposed S-box design.
In [39], the design is based on a chaotic affine transforma-
tion. This involves the utilization of the nonlinear trajectories
of the Logistic map to generate rotational matrices for the
S-box generation. The authors of [40] propose a novel chaotic
map, which they prove its chaotic behavior through various
bifurcation and Lyapunov exponent plots, then utilize it to
generate a robust S-box for image encryption.

To guarantee protection against known plaintext attacks,
the literature provides multiple examples of image cryp-
tosystems with several encryption stages [10], such that an
S-box is always adopted as one of the inner stages, to ensure
satisfying Shannon’s concepts of confusion and diffusion.
The authors of [21] propose one such instance of a 3-stage
cryptosystem. In their proposed work, an S-box is the core
stage, sandwiched between the application of 2 encryption
keys. The first key is a Mersenne Twister-based pseudo-
random number generator (PRNG), while the second key
is a tan variant of the logistic map. The authors of [17]
employ a similar strategy, constructing a PRNG-based S-box
using Wolfram Mathematica® and employing the Rossler
system and the Recaman’s sequence for each encryption key.
In [22], the first encryption stage involves the product of a
plain image’s pixel values with PRNG values, followed by an
S-box application, and finally an XOR operation with a cel-
lular automata generated key.

The integration of DNA cryptography with chaotic func-
tions and S-boxes in image cryptosystems has attracted the

interest of scientists and engineers in an effort to achieve
better performance [67], either in terms of enhanced secu-
rity or reduced computational complexity (thereby reducing
encryption and decryption times). Based on a combination
of chaotic maps and DNA sequences, the authors of [57]
proposed a color image encryption algorithm that is shown
to be highly resistant to statistical and brute force attacks.
The authors of [13] proposed an image cryptosystem which
combines the utilization of a 2D Henon-Sine map, DNA
coding and an S-box. Their S-box is generated through ran-
dom DNA coding operations. Parallel compressive sensing,
chaos theory, and DNA encoding are jointly employed in an
algorithm proposed in [54]. An iterative approach is utilized
by the authors of [29] who provide a grayscale image encryp-
tion algorithm combining a 4D chaotic system with the hash
algorithm SHA-2, DNA encoding, and the randommovement
of the Castle chess piece. A more advanced hashing protocol
(SHA-512) is employed by the authors of [43], in conjunction
with DNA encoding and numerous hyperchaotic maps.More-
over, their proposed algorithm also employs a logistic-tan
map and a Zaslavskii map based pixel-shifting technique.
A solid research work is presented in [46], where its authors
proposed a novel S-box design that is based onDNAencoding
and a 4D hyperchaotic system. In [23], the authors make
use of a tan variation of the logistic map to carry out DNA
encoding in the first encryption stage. Their second stage
employs the numerical solution of the Lorenz chaotic system
of differential equations, in conjunction with a linear descent
algorithm to build an S-box. In their last stage, the logistic
map in its original form is utilized to make a low-complexity
encryption key.

Very recent literature on image processing in general, and
on image cryptosystems more specifically, points out to the
fact that the performance of fractional-order polynomials and
functions is superior to their integer-order counterparts. This
is discussed in [11], where the authors showcase better bac-
terial species recognition, in [33] where the authors describe
improved plant disease recognition, as well as in [16] where
the authors provide details of machine learning image-based
COVID-19 diagnosis. More specifically, the authors of [27],
propose an image cryptosystem that makes use of a 4D
hyperchaotic Chen system of fractional-order combined with
a Fibonacci Q-matrix. Their proposed algorithm is shown to
exhibit exceptional security and robustness features, in addi-
tion to a large key space.

The previous paragraphs have attempted to summarize the
importance and need for image cryptosystems, as well as pro-
vided a short and recent literature review on the topic. From
this literature review, it can be summarized that recently pro-
posed image encryption algorithms are characterized by: a)
the utilization of bit-confusion or bit-diffusion stages, instead
of both; b) A focus on increasing an algorithm’s security at the
expense of its efficiency, thus sacrificing its ability for real-
time applications; and c) Mostly utilize integer-order instead
of fractional-order hyperchaotic maps. In this research work,
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FIGURE 1. First 100 elements in the recursive sequence produced by (1) for different X0 and µ values.

the contributions of the proposed image cryptosystem are as
follows:

1) A multistage RGB image cryptosystem is proposed.
The first stage utilizes a simple Sine chaotic map. The
second stage utilizes a 4D Chen hyperchaotic map of
fractional-order, and the third stage utilizes a novel
hybrid DNA coding algorithm.

2) The proposed cryptosystem is highly robust and secure,
capitalizing on both security ideas of Shannon, bit-
confusion and bit-diffusion [47].

3) The proposed cryptosystem is thoroughly tested against
a plethora of visual, entropy, differential, statistical,
known plain text and brute-force attacks, to gauge its
performance in terms of security, efficiency, robustness
and overall resilience against cryptanalysis.

4) Being built on multiple stages that in total utilize
14 variables, the key space is enlarged to 2744 effec-
tively resisting brute-force attacks.

5) It is an efficient and fast encryption scheme, encrypting
images in only 0.032 s for an image of dimensions of
256 × 256, achieving an average encryption rate of
4.369 Mbps.

6) The proposed image cryptosystem is shown to succeed
at passing the NIST SP 800 full suite of randomness
tests.

The rest of this research work is organized as follows.
In Section II, we provide the preliminary mathematical con-
structs utilized in the proposed cryptosystem. In Section III,
we describe the sequence of the proposed cryptosystem.
In Section IV, we compute multiple performance evalua-
tion metrics and present the results of the computations
with respect to various visual and mathematical analyses. In
Section V, we draw the conclusions of this research work and
suggest a couple of future research directions.

II. PRELIMINARY OF THE PROPOSED IMAGE
ENCRYPTION ALGORITHM
The proposed image cryptosystem is based on a LD and HD
chaotic maps, as well as a hybrid form of DNA cryptography.
These are presented next.

A. THE SINE CHAOTIC MAP FOR KEY GENERATION
The sine chaotic map is a recursive map with a single dimen-
sion which generates sequences with chaotic behaviour [24].
The recursive formula for the sine chaotic map is given by the
expression

Xn+1 = µ sin(πXn). (1)

As a recursive definition, it comes as an inherited property
that a generated sequence is highly affected by the scale factor
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FIGURE 2. Bifurcation diagram of the Sine chaotic map.

FIGURE 3. Lyapunov exponent diagram of the Sine chaotic map.

present in the definition, and the initial value. In the case of
this definition, the scale factor, namely µ, should be assigned
a value greater than 1. Accordingly, the initial value X0 is to
be assigned a value within the range [−µ, µ]. Fig. 1 shows
some examples for the first 100 iterations of the sine map
given different values for µ, and X0.
In addition to the previously demonstrated examples, fur-

ther confirmations are performed through plotting the bifur-
cation diagram and the Lyapunov exponent, as shown in
Fig. 2 and Fig. 3, respectively. It is worth noting that the
shape and bifurcation behavior is rather similar to that of the
Logistic map, both in its original form, as well as in its tan
variant (that is utilized in [23]).

Considered to be a LD chaotic system, as previously estab-
lished, such a system comes with a small key space, which
is resulting from having only 2 control variables, µ and
X0. In order to compensate for this drawback, as demon-
strated later in more detail, the other components (used in
other stages forming the overall proposed encryption tech-
nique) contribute to yielding a large key space as a result of
using more control parameters. However, as such a system
relies only on a single dimension producing well-evaluated

chaotic sequences (as discussed above), it proves to be
advantageous to produce such sequences (performing a full
stage in the encryption technique) in a low cost manner.
In other words, since the calculation of a sequence relies on
a single-dimension recursive definition, the time and space
complexities for such a process are linear with respect to the
size of the sequence needed. Such linear correlation proves
to be useful as the demanded sequence is of the same size
of an image’s bit-stream size, which is usually considerably
large (1, 572, 864 bits for an RGB image of dimensions
256 × 256) [55].

B. THE 4D HYPERCHAOTIC CHEN SYSTEM OF
FRACTIONAL-ORDER FOR S-BOX GENERATION
As confusion is demanded in any image encryption proce-
dure, the involvement of an S-box comes as a natural step.
Beside confusion, in this work, this step is accompanied
by an additional improvement to the quality of the overall
encryption technique. Such improvement comes in terms
of increasing the key space of the encryption as a whole.
Hence, a seed-based randomly generated S-box using the 4D
hyperchaotic Chen System of a fractional order is utilized.
Since chaotic functions are preferred for creating PRNG
sequences (later transformed into an S-box), hyperchaotic
functions are a logical next step of evolution. This is evident
as hyperchaotic systems are typically characterized as chaotic
systems with more than one positive Lyapunov exponent.
Beside that, the fractional order 4D Chen system introduces
the involvement of many control variables, serving the target
of increasing the key space. Moreover, the Chen system
allows for a good balance in terms of possessing a high ergod-
icity and an improved distribution in phase space, while still
exhibiting an acceptable computational complexity. These
qualities become very clear upon comparing the Chen sys-
tem to, for example, the Lorenz system [6] which possesses
a comparatively poor ergodicity, or even the hyperchaotic
memristor circuit with its transcendental non-linearities and
complexity in terms of software implementations [41].

The hyperchaotic fractional order 4D Chen system is
equated as per the following four equations (for x, y, z, and u
respectively) [26]:

Dαx = a(y− x) + u (2)

Dαy = γ x−xz+ cy (3)

Dαz = xy−bz (4)

Dαu = yz+ du (5)

In (2), (3), (4), and (5), the control variables are divided
into 3 groups. The first group, the initial values for x, y, z,
and u, (or x0, y0, z0, and u0), are the start values assigned
to each axis separately. The second group, a, b, c, γ , and d ,
are the scale coefficients for the equations. Finally, α is the
differential order. These 3 groups combined introduce a total
of 10 variables. For demonstration, Fig. 4 shows an example
plot for the fractional order 4D Chen system. Moreover, the
system’s hyperchaotic behavior may be analyzed by visually
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FIGURE 4. 3D plots for the fractional order 4D Chen system over different combinations of axes where {x, y, z, u} = 0.3, a = 35, b = 3, c = 12,
γ = 28, d = 0.5, and α = 0.97 (the system is calculated in the 4D space, hence initial values are needed for the four axes. However, for plotting
purposes, one axis is ignored in each illustration).
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FIGURE 5. Bifonal order 4D Chen system for x, y, z and u against b.

Algorithm 1 Generate S-Box Given S and L
1) L = [0 − 255]
2) n = 0
3) i = Sn%Length(L)
4) append L[i] to S-box
5) delete L[i] from L
6) n = n+ 1
7) if n <= 256 : GoTo(2)

examining its corresponding bifurcation plots against differ-
ent parameters, as respectively shown in Fig. 5 and Fig. 6,
for b and c. Furthermore, the 4 Lyapunov characteristic expo-
nents (LCEs) are plotted in Fig. 7. These showcase the rate of
exponential divergence from perturbed initial conditions.

Towards generating an S-box given a set of 10 keys,
the fractional order 4D Chen system is numerically solved,
resulting in a 4D geometry, as demonstrated in Fig. 4. Next,
the x, y, z, and u coordinates of each point in the solution are
flattened into a single 1D array as follows:

{{x0, y0, z0, u0}, {x1, y1, z1, u1}, {x2, y2, z2, u2}, . . .}

→ {x0, y0, z0, u0, x1, y1, z1, u1, x2, y2, z2, u2, . . .}. (6)

Given this flattened sequence, the median is calculated,
which is then used to turn the sequence into a bit-stream by
using:

bitStreami =

{
1, if sequencei ≥ median
0, otherwise

(7)

Using a set of 2048 bits, each 8-bits are used to form a decimal
number in the range [0, 255], forming a list of size equal to
256. Given a list L of 256 numbers (unsorted and containing
repeated numbers), alongside a sorted set S {0 − 255}, the
S-box is constructed in constant time using the procedures
of Algorithm 1. For example, using the keys {x, y, z, u} =

0.3, a = 35, b = 3, c = 12, γ = 28, d = 0.5, and
α = 0.97, the first 8 bits in our generated bit stream are given
by {0, 0, 0, 0, 1, 1, 1, 0}. On converting them into a decimal
number, we get 14, which is the first entry in the S-box, shown
in Table 1.
As an example, given seed values of {x, y, z, u} = 0.3, a =

35, b = 3, c = 12, γ = 28, d = 0.5, and α = 0.97, the
generated S-box is as shown in Table 1.

As a 4D system, it is expected that the computation cost of
such a system would be high in terms of time and required
memory allocation [55]. In the scope of this work, this is
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FIGURE 6. Bifurcation plots of the fractional order 4D Chen system for x, y, z and u against c .

TABLE 1. 4D hyperchaotic Chen system of fractional-order based S-Box using the keys {x, y, z, u} = 0.3, a = 35, b = 3, c = 12, γ = 28, d = 0.5, and
α = 0.97.

not the case, as it is used to generate a fixed-size set of bits
(precisely, 2048 bits). Accordingly, the computation of such
a step comes at a constant cost. On the other hand, the main
advantage presented by this representation of the S-box is
the addition of 10 keys, which in turn vastly improves the
key space of the overall image cryptosystem. A full security
analysis of the proposedChen system based S-box is provided

in detail in Section IV-M, alongside a comparison with state-
of-the-art S-boxes.

C. HYBRID-OPERATIONAL DNA CODING
Research on DNA computing, in which DNA is used as
an information carrier, gave rise to the innovative field of
DNA cryptography. Within the DNA domain, the image will
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FIGURE 7. A plot of the 4 Lyapunov characteristic exponents of the
fractional order 4D Chen system.

TABLE 2. DNA to bit pairs assignment permutations.

TABLE 3. Simple arithmetic and logical operations on DNA bases (here,
{Addition, Subtraction, XOR, XNOR}).

be altered (in a reversible way) in order to get a variant
encryption domain, other than the bit level [2]. In order to
perform that, each pair of succeeding bits is joined during
the DNA encoding of an image, which produces a different
representation than the bit-stream. Afterwards, the diffusion
process is performed in that domain. Given the output, the
diffusion activity carried out would appear to be performed as
a bit-level operation, however, it is not traceable back using
bit-level analyses. Fig. 8 displays a 3D plot of a DNA strand,
to provide context.

DNA encoding is performed (in most cases) in a sequence
of steps. First, creating a DNA sequence from bit-stream
sequences by merging every 2 bits into a single DNA base.
Given 4 DNA bases (A, T, C, and G), and 4 permutations of
pairs of bits (00, 01, 10, 11), beside the lack of binding con-
straints between DNA bases and bit pairs, there are 24 pos-
sible permutations of which only 8 are possible, as listed
in Table 2. In this work, permutation 1 is used, as per the
following relation:

{(00 → A), (01 → T ), (10 → C), (11 → G)}. (8)

Second, being provided a key as a DNA sequence (of the
same size as the DNA sequence of the image), a DNA-level
(reversible) operation is to be performed. (A DNA sequence
is produced be converging a PRNG bit-stream into a DNA
sequence using one of the permutations in Table 2.) For

Algorithm 2 Encryption: Image I Given SeedD and SeedO
1) ID = toDNA(I )
2) KD = toDNA(PRNG[0−1](SeedD))
3) KO = PRNG[0−2](SeedO)

4) I ′D(i) =


Add(ID(i),KD(i)), if KO(i) = 0
XOR(ID(i),KD(i)), if KO(i) = 1
XNOR(ID(i),KD(i)), otherwise

5) result = toBits(I ′D)

Algorithm 3 Decryption: Image I ′ Given SeedD and SeedO
1) I ′D = toDNA(I ′)
2) KD = toDNA(PRNG[0−1](SeedD))
3) KO = PRNG[0−2](SeedO)

4) ID(i) =


Sub(I ′D(i),KD(i)), if KO(i) = 0
XOR(I ′D(i),KD(i)), if KO(i) = 1
XNOR(I ′D(i),KD(i)), otherwise

5) result = toBits(ID)

FIGURE 8. 3D plot of a DNA strand.

the implementation of a hybrid approach, instead of using
a single operation, 2 operations will be applied in an inter-
leaved manner. For the first reversible operation, addition and
subtraction (as reverses of one another) are the operations
of choice, while the second operation is DNA XOR (or
XNOR). DNA addition, subtraction, XOR, and XNOR are
performed according to Table 3. As a last step, the formed
DNA sequence is turned back into a bit-stream.

In more detail, for this process to be performed, 2 keys
(PRNG seeds) are needed. The first is used to generate a
bit-stream which is equal in size to the image bit-stream,
(where both bit-streams are converted into DNA sequences
afterwards). The second seed is used to generate a sequence
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FIGURE 9. Flowchart of the encryption algorithm of the proposed image cryptosystem.

FIGURE 10. Flow chart of the decryption algorithm of the proposed image cryptosystem.

of size equal to the DNA sequence of the image (half the size
of its bit-stream), such that this sequence is within the range

[0, 2], which is used as an operation selection criterion. As per
that, the encryption process is performed as per Algorithm 2,
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FIGURE 11. Plain and encrypted versions of the Lena image, and their respective histogram plots.

and the decryption is performed as per Algorithm 3. Accord-
ingly, at a small cost of run-time, there are 2 added benefits.
The first being is the increase in the key space as an extra key
is needed (for the operation selection). Second, the confusion
of operations assures the difficulty of the traceability of the
process.

III. METHODOLOGY OF THE PROPOSED COLOR
IMAGE CRYPTOSYSTEM
A. THE ENCRYPTION PROCESS
There are 3 stages to the encryption process. Each stage
depicts how the input image interacts with the seed-based
key used to produce the final output, which is the encrypted
image. Additionally, each stage is carried out in a number of
phases. This process can be broken down into the following
steps for clarification:

1) Stage 1: Sine Chaotic Map.

a) First, the input color image, I , of dimensions
M × N , is converted into a 1D bit-stream to
produce I1D, alongside calculating the length of
this bit-stream:

BitStreamLength = M × N × 24 (9)

b) Given a seed for the sine chaotic map Seedsin =

X0, µ, a sequence of numbers is generated
(Seqsin) using (1), which is equal in length to the
bit-stream length.

c) Forming the Keysin, the median (mid) of the
sequence is generated, and each element is com-
pared against this median value, converting the
sequence into a bit-stream. The main target
behind comparing to the median value ensures
that the bit-stream will produce an equal number
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FIGURE 12. Plain and encrypted versions of the Mandrill image, and their respective histogram plots.

of 0s and 1s without compromising the PRNG
component. This step is performed as per the
following equations:

C(n) =

{
1, n > mid
0, otherwise

(10)

Keysin =

BitStreamLength⋃
i=0

C(Seqsin) (11)

d) Both bit-streams I1D andKeysin are given as inputs
to the XOR operation as follows:

I1D,sin = I1D ⊕ Keysin. (12)

2) Stage 2: 4D Chen S-box Application.
a) Given a seed for the S-box, which consists of the

4DChen system inputs (the 10 keys), a solution of
the Chen system is computed, then converted into

a 1D sequence of length 2048 (to form 256 num-
bers, 8 bits each).

b) As performed with the sin sequence, the median
value will be utilized in combination with (10)
in order to convert the Chen 1D sequence into a
bit-stream. Next, each 8 bits are further converted
into decimal, resulting in a list S ∈ [0, 255], and
|S| = 256.

c) List S is provided as input to Algorithm 1, produc-
ing the S-box. Finally, the S-box is applied as:

I1D,sin,S−box = S − box(I1D,sin). (13)

3) Stage 3: Hybrid DNA Encoding.

a) Given a seed for the hybrid DNA encoding, which
consists of values for both SeedDNA and SeedOp,
2 sequences of numbers are generated, the first,
KeyDNA which is a PRNG bit-stream equal in size
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FIGURE 13. Plain and encrypted versions of the Peppers image, and their respective histogram plots.

to the bit-stream of the image, and the second,
KeyOp, which is a PRNG sequence of 0s, 1s and
2s, of half the size of the KeyDNA (as it is used to
control operations on the DNA level, which is half
the size of the bit-level).

b) Both bit-streams I1D,sin,S−box and KeyDNA are
converted into DNA-streams using (8). Alongside
KeyOp, the 3 sequences are passed to Algorithm 2
forming I1D,sin,S−box,DNA.

After performing the 3 stages, reshaping I1D,sin,S−box,DNA
back into a 2D image (of dimensions M × N ) results in the
encrypted image I ′. Fig. 9 demonstrates a flow chart for the
encryption procedure.

B. THE DECRYPTION PROCESS
Decryption, which is the opposite of encryption, is the
process of removing the encryption layers in order to

recover the original image. Therefore, it is necessary to
carry out the aforementioned processes in reverse (as a
series of stages), and in a regressive order (as inverse of
each performed process). Therefore, the decryption pro-
cess starts with the encrypted image I ′, alongside the
seeds (Seedsin, SeedS−box and SeedDNA). Since the pro-
cess of generating keys out of seeds is performed exactly
the same way as in the encryption process, the decryp-
tion steps elaborated next are demonstrated in terms
of keys instead of seeds. The decryption procedure as
follows:

1) Stage 3: Hybrid DNA Decoding.
a) Image I ′ of dimensionsM × N , is converted into

a 1D bit-stream to reproduce I1D,sin,S−box,DNA.
b) Given I1D,sin,S−box,DNA, KeyDNA, and KeyOp,

to retrieve I1D,sin,S−box , Algorithm 3 is
performed.
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FIGURE 14. Plain and encrypted versions of the F16 image, and their respective histogram plots.

2) Stage 2: 4D Chen S-box Application.
a) Given S − box, the inverse S − box is calculated,

namely S − box−1.
b) The inverse S-box is applied as:

I1D,sin = S − box−1(I1D,sin,S−box). (14)

3) Stage 1: Sine Chaotic Map.
a) The XOR operation is performed on the bit-

stream I1D,sin, and Keysin in order to retrieve I1D.
Finally, I1D is to be reshaped back into a 2D image (of
dimensionsM ×N ) resulting in the input image I . Figure 10
demonstrates a flow chart for the decryption procedure.

IV. SECURITY ANALYSIS AND NUMERICAL RESULTS
In this section, the performance of the proposed cryptosystem
is gauged. This is carried out in terms of computing a number
of metrics that are commonly utilized in the image encryption

literature, as well as relatively novel ones. Next, appropriate
commenting is provided on each computed metric, as well
as comparison to counterpart algorithms from the litera-
ture. Images popular in the image processing community are
employed, all having dimensions 256×256, unless otherwise
stated. The performed tests and computed metrics are:

• Visual and Histogram Analyses (Section IV-A)
• Mean Squared Error (Section IV-B)
• Peak Signal-to-Noise Ratio (Section IV-C)
• Information Entropy (Section IV-D)
• Correlation Coefficient (Section IV-E)
• Fourier Transformation Analysis (Section IV-F)
• Histogram Dependency Tests (Section IV-G)
• Differential Attack Analysis (Section IV-H)
• Mean Absolute Error (Section IV-I)
• Key Space Analysis (Section IV-J)
• Execution Time Analysis (Section IV-K)
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FIGURE 15. Plain and encrypted versions of the Girl image, and their respective histogram plots.

• The National Institute of Standards and Technology
Analysis (Section IV-L)

• S-Box Performance Analysis (Section IV-M)

A. VISUAL AND HISTOGRAM ANALYSES
The simplest measure of how well an image cryptosystem
performs is evaluation by the human visual system (HVS).
Subfigures (a) and (b) in Fig. 11–Fig. 19, provide plain and
encrypted image versions of Lena, Mandrill, Peppers, F16,
Girl, House, House2, Sailboat, Tree, respectively. On visually
comparing each of the plain and encrypted versions of the
same image, one can find absolutely no visual symmetry or
correlation whatsoever.

An image histogram is another metric that involves the
HVS in addition to its statistical nature. Simply put, the his-
togram of an image provides information on the probability

density function of its pixels. Unlike the histogram of a plain
image which can take on any form, that of an encrypted image
should be as uniform as possible. On examining Subfigures
(c) and (d) in Fig. 11–Fig. 19, which show the histogram
plots of the plain and encrypted versions of Lena, Mandrill,
Peppers, F16, Girl, House, House2, Sailboat, Tree, respec-
tively, one easily sees that the statistical pixel properties of
each of the plain images are completely lost in their encrypted
counterparts.

B. MEAN SQUARED ERROR
To evaluate the reliability of an image cryptosystem, themean
squared error (MSE) is one of most utilized metrics in the
literature. It is expressed as follows:

MSE =

∑M−1
i=0

∑N−1
j=0 (P(i,j) − E(i,j))2

M × N
, (15)

54942 VOLUME 11, 2023



W. Alexan et al.: Color Image Cryptosystem

FIGURE 16. Plain and encrypted versions of the House image, and their respective histogram plots.

where P(i,j) and E(i,j) are pixels from the plain and encrypted
images, respectively, at location (i, j), in an image of dimen-
sionsM ×N . The larger the computed MSE value between a
plain image and its encrypted image, the better is the perfor-
mance of an image cryptosystem, as this would reflect bet-
ter resilience against statistical attacks. Table 4 displays the
computedMSE values for the proposed cryptosystem, as well
provides a comparison with those achieved by counterpart
algorithms from the literature. It is clear that the achieved
MSE values are comparable to those found in the literature.

C. PEAK SIGNAL-TO-NOISE RATIO
The Peak Signal-to-Noise Ratio (PSNR) is a basic metric
for evaluating image cryptosystems. Its calculation is based
on the log value of the ratio between the square of the
maximum pixel value Imax to the MSE. It is mathematically

expressed as

PSNR = 10 log
( I2max
MSE

)
, (16)

where Imax is the maximum gray scale intensity, having a
value of 255. Because of the inverse proportionality between
PSNR and MSE, lower values of PSNR reflect improved
encryption. Table 5 displays the computed PSNR values for
the proposed cryptosystem, as well as provides a comparison
with those achieved by counterpart algorithms from the litera-
ture. It is clear that the achieved PSNR values are comparable
to those found in the literature.

Table 5 shows the computed PSNR values of our proposed
image cryptosystem, alongside those reported for counterpart
algorithms from the literature. It is clear that our computed
values are comparable to the literature and even superior at
times (much better than those of [60]).
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FIGURE 17. Plain and encrypted versions of the House2 image, and their respective histogram plots.

TABLE 4. MSE values comparison of different images.

D. INFORMATION ENTROPY
In order to evaluate the extent of the randomness of the
distribution of the gray pixels in each of the 3 color channels
of an image, the information entropy is the right metric to

TABLE 5. PSNR values comparison of different images.

utilize. Its calculation is expressed as follows:

H (m) =

M∑
i=1

p(mi) log2
1

p(mi)
, (17)
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FIGURE 18. Plain and encrypted versions of the Sailboat image, and their respective histogram plots.

where p(mi) represents the probability of occurrence of each
symbol m in the total number of M symbols in an image.
The ideal entropy value of a well-encrypted RGB image
is 8 [63]. Table 6 displays the computed entropy values for
each color channel of a number of images. It is clear that the
achieved values are all higher than 7.99, close enough to the
ideal value of 8, indicating that the proposed cryptosystem
is resistant to entropy attacks. Furthermore, upon comparing
the computed entropy value for the encrypted Lena image
of the proposed cryptosystem with counterparts algorithms
from the literature, in Table 7 and Table 8, it is shown to
exhibit comparable performance.

E. CORRELATION COEFFICIENT ANALYSIS
The analysis of the correlation coefficient, r , is a cru-
cial indicator for assessing the effectiveness of any image

cryptosystem. In this analysis, the correlation between 2 adja-
cent pixels in 3 dimensions, horizontal (H), vertical (V) and
diagonal (D), is computed. This is mathematically carried
out using (18) to (21) in the following manner. First off,
(21) is used to calculate the mean average of the distribution
of pixels in each image. Next, (20) is used to calculate the
dispersion (or level of uncertainty of the distribution) in each
image. This is then followed by the utilization of (19) to
calculate the linear direction similarity (i.e. the covariance)
in each of the images’ distributions. Finally, (18) calculates
the correlation coefficient, r . For a well-encrypted image,
the resulting r value should be as close to zero as possible,
to indicate the absence of any sort of pixel correlation. On the
other hand, r values close to ±1 would indicate a strong
positive or negative pixel correlation, a characteristic of plain
images where adjacent pixels are often of the same color.
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FIGURE 19. Plain and encrypted versions of the Sailboat image, and their respective histogram plots.

The ability of a robust image cryptosystem to eradicate any
pixel correlation directly translates into eradicating statistical
attacks by cryptanalysts.

rxy =
cov(x, y)

√
D(x)

√
D(y)

, (18)

where

cov(x, y) =
1
N

N∑
i=1

(xi − E(x))(yi − E(y)), (19)

D(x) =
1
N

N∑
i=1

(xi − E(x))2, (20)

and

E(x) =
1
N

N∑
i=1

(xi). (21)

where x and y are 2 images, while N is the length of the
bitstream representing their pixels. For example, for RGB
images each of dimensions 256 × 256, N would be 256 ×

256 × 3 × 8 = 1572864.
Tables 9 and Table 10 display r values for various plain

and encrypted images, respectively. It is clear that values
in Table 9 exhibit a high correlation among adjacent pixels,
in the various directions, where most of the computed values
are higher than 0.9. On the other hand, the values computed
and displayed in Table 10 are close to 0, signifying no correla-
tion among adjacent pixels, which is the desired situation for
encrypted images. Additionally, these differences are visually
more apparent in the Fig. 20, where sub-figures (a), (b) and (c)
depict typical pixel behavior of plain images, and appear as a
cluster of points taking on the form of a diagonal line. This is
unlike the scattered plot shown in sub-figures (d), (e) and (f),
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FIGURE 20. Correlation coefficient diagrams of the plain and encrypted Lena images.

which is typical of encrypted images having no correlation
among their adjacent pixels. Similar plots are generated and
displayed in Fig. 21, Fig. 22 and Fig. 23, for the red, green
and blue color channels of the Lena image, respectively.
Furthermore, 3D plots of the correlation coefficient matrices
of the plain and encrypted Lena images are displayed in
Fig. 24. The same diagonal behavior can be seen in the case of
the plain Lena image (Fig. 24a), while a random distribution
of values is seen for its encrypted version (24b).

Table 11 and Table 12 display the computed correlation
coefficient values in comparison with those reported by coun-
terpart algorithms from the literature. It is clear that a compa-
rable performance is exhibited by all the shown algorithms.

F. FOURIER TRANSFORMATION ANALYSIS
While the loss of correlation among adjacent pixels is usually
gauged through the correlation coefficient, r , described in
Section IV-E, there is however another interesting measure
for that same property. By comparing the Discrete Fourier
Transform (DFT) of the plain and encrypted version of the
same image, one can assess whether an image cryptosys-
tem is really successful at eradicating any correlation among

adjacent pixels. Mathematically, the DFT of an N ×N image
f (i, j) into the frequency domain is expressed as follows

F(k, l) =

N−1∑
i=0

N−1∑
j=0

f (i, j)e−i2π(
ki
N +

li
N ), (22)

where f (a, b) is the image representation in the spatial
domain, such that the exponential term is the basis function
that matches to every point F(k, l) in the Fourier space.
In (22), the basis functions are trigonometric waves with
increasing frequencies. Ultimately, this means that F(0, 0)
is the DC-component of the image and therefore translates
into average brightness. On the other hand, F(N − 1,N − 1)
translates into the highest frequency.

Fig. 25 displays the application of the Fourier Transform
to plain and encrypted versions of the Mandrill image. It is
easily seen in Fig. 25 that at the image’s center represents pix-
els with high correlation. This is observed in the appearance
of a plus-sign feature in the image’s center, with decreasing
brightness levels as we move away radially from the cen-
ter. A plain image has special features, including edges and
corners, and such features can be recognized in the Fourier
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FIGURE 21. Correlation coefficient diagram of the plain and encrypted red channel of Lena image.

Transform. However, on applying the Fourier Transform to
the encrypted image of Mandrill, as in Fig. 25a, we observe
a rather uniform distribution of values. This is because no
special features are available in an encrypted image. All edges
and corners are lost upon encrypting the image, signifying the
eradication of any correlation among adjacent pixels.

G. HISTOGRAM DEPENDENCY TESTS
To showcase the absence of any correlation between the plain
and the encrypted images, linear dependency between the
histograms of images before and after encryption is evalu-
ated using various methods [23]. The dependency level is an
effective encryptionmethod should be asminimal as possible.
As a result, it is preferable for the dependency coefficient
to be as near to 0 as feasible when calculated as a value in
the range [−1, 1]. In such evaluation perspective, 1 means
strong dependency, −1 means strong inverse dependency,
and 0 means no present dependency. Five different linear
correlation evaluation techniques are applied: Blomqvist β,
Goodman-Kruskal γ , Kendall τ , Spearman ρ, and Pearson
correlation r .

Blomqvist assesses the correlation between two histogram
distributions (X and Y ) as a medial correlation coefficient (for
medians x and y). Blomqvist correlation is equated as follows:

β = {(X − x)(Y − y) > 0} − {(X − x)(Y − y) < 0}. (23)

The evaluation of the Goodman-Kruskal pairwise measure
of monotonic association is based on the relative order of
subsequent elements in the 2 histogram. When comparing
two pairs after combining the 2 histograms into a single set
of pairs in a 1 to 1 construction, they are either promoting or
inhibiting the linear correlation. Goodman-Kruskal correla-
tion is equated as:

γ =
nc − nd
nc + nd

. (24)

Kendall assesses correlation in relation to sample size
using the same idea of concordant pairs and discordant pairs,
equating the correlation as:

τ =
nc − nd
n(n−1)

2

. (25)
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FIGURE 22. Correlation coefficient diagram of the plain and encrypted green channel of Lena image.

When conducting a rank-based correlation test, the Spear-
man rank correlation test compares the position of the ele-
ment in the sorted list of elements forming the histogram to
the mean rank value. Spearman rank correlation is equated
as:

ρ =

∑
(Rix − Rx)(Riy − Ry)√∑

(Rix − Rx)2
∑

(Riy − Ry)2
. (26)

Conclusively, the most common and straightforward
correlation method, Pearson correlation, simply connects
components of the distributions to their mean averages.
An equivalent of Pearson correlation is:

r =

∑
(Xi − X )(Yi − Y )√∑

(Xi − X )2
∑

(Yi − Y )2
. (27)

The outcome of applying the 5 tests to various test images
are displayed in Table 13. There is very little dependence
between the input and encrypted counterparts of images in
terms of histograms across all color channels since all scores
are getting very close to 0.

H. DIFFERENTIAL ATTACK ANALYSIS
Differential attacks are performed by making minute modi-
fications to a plain image and then retrieving the matching
encrypted image, both before and after the alteration. Next,
an effort is made to calculate the key via cryptanalysis. This
means that a secure image cryptosystem should let even
the smallest modifications to the plain image to result in a
substantial alteration of the encrypted image. The Number
of Pixel Changing Rate (NPCR) and the Unified Average
Change Intensity (UACI) are the 2 measures most useful for
determining an image cryptosystem’s resilience to differen-
tial attacks. The NPCR is mathematically expressed as

NPCR =

∑
i,jDi,j

M × N
× 100, (28)

where Di,j is given by

Di,j =

{
0 C1(i,j) = C2(i,j)

1 C1(i,j) ̸= C2(i,j).
(29)

Simply put, the NPCR is a computation resulting in the
number of differing pixels between a plain image and its
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FIGURE 23. Correlation coefficient diagram of the plain and encrypted blue channel of Lena image.

encrypted version. The UACI is mathematically expressed as

UACI =
1

M × N

∑
i,j

C1(i,j) − C2(i,j)

255
, (30)

where C1(i,j) and C2(i,j) are 2 images of dimensions M × N .
The UACI is a computation resulting in the difference in the
average intensity between a plain image and its encrypted ver-
sion. The computed NPCR and UACI of the proposed image
cryptosystem for the Lena image are provided in Table 14 and
Table 15, respectively. It is clear that the computed NPCR
values are all above 99%, being very close to the ideal value.
On the other hand, the computed UACI values are close
enough to the ideal value of 33.35%, but not exactly reaching
it. Furthermore, it is clear that the computed values are com-
parable to those of counterpart image encryption algorithms
reported in the literature.

I. MEAN ABSOLUTE ERROR
A third metric that can also be utilized to measure the strength
and robustness of an image cryptosystem against differential
attacks is the Mean Absolute Error (MAE). In essence, the
MAE attempts to compute the average difference between a

pixel of the plain image P(i,j) and that of its encrypted version
E(i,j) for allM×N pixels in an image. Its calculation is based
on the following formula

MAE =
1

M × N

M−1∑
i=0

N−1∑
j=0

P(i,j) − E(i,j). (31)

Of course, the larger the computed MAE value, the better
indication of the robustness of an image cryptosystem against
attacks of differential nature. The computed values of our
proposed image cryptosystem are provided in Table 16, along
with the reported values of those of counterpart algorithms
from the literature. For the various tested images, the com-
puted MAE values are in close agreement with the others.

J. KEY SPACE ANALYSIS
The proposed image cryptosystem is comprised of 3 stages,
with 2, 10 and 2 variables for the keys used in each stage,
respectively. For a machine precision of 10−16, this means
that the proposed image cryptosystem has an effective key
space of 1014×16

= 10224 ≈ 2744, effectively rendering it
robust against brute-force attacks according to [36]. Table 17
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TABLE 6. Entropy values of the RGB channels of various encrypted
images.

TABLE 7. Comparison of entropy values of the Lena image RGB channels.

TABLE 8. Comparison of the entropy values of the Lena image of the
proposed cryptosystem and various algorithms from the literature.

TABLE 9. Correlation coefficients of adjacent pixels in plain images.
Shown here in 3 directions, horizontal, diagonal and vertical.

provides a comparison among the achieved key space values
of the proposed image cryptosystem and its counterparts from
the literature. With the exception of the image cryptosystem

TABLE 10. Correlation coefficients of adjacent pixels in encrypted
images. Shown here in 3 directions, horizontal, diagonal and vertical.

FIGURE 24. 3D plots of the correlation coefficient matrix of the plain and
encrypted Lena image.

of [30], reportedly having a key space of (2 × 1015)3 ×

102 × 25665,536×3
≈ ∞, our proposed image cryptosystem

is shown to have a superior key space in comparison to its
counterparts from the literature.

K. ENCRYPTION TIME ANALYSIS
In order for an image cryptosystem to be suitable for real-time
applications and usage on portable wireless devices, its
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TABLE 11. Correlation coefficient comparison of plain and encrypted Lena image color channels with the literature.

TABLE 12. Correlation coefficient comparison between plain and
encrypted Lena images.

execution time needs to be relatively low. This is the case for
the proposed cryptosystem, which carries out image encryp-
tion at an average of 4.369 Mbps. Table 18 displays the
execution times needed for the proposed image cryptosystem
at various image dimensions. For practical usage on portable
devices, an image of dimensions 256×256 needs needs about
one-third of a second to be encrypted or decrypted. Further-
more, upon comparing the execution time of the proposed
cryptosystem with counterparts algorithms from the litera-
ture, Table 19 clearly showcases the superior real-time per-
formance of the proposed image cryptosystem, as compared
to counterpart algorithms from the literature. It is important
to note that the measured and reported encryption times of
the various algorithms are not solely due to an algorithm’s
inherent complexity, but they are in fact also functions of the
characteristics of the machine on which the algorithm is pro-
cessed, in terms of its processing power and available random
access memory (RAM), as well as the software package or
programming language on which the algorithm runs.

L. THE NATIONAL INSTITUTE OF STANDARDS AND
TECHNOLOGY ANALYSIS
The National Institute of Standards and Technology’s (NIST)
SP 800 analysis is a reliable method for measuring the ran-
domness of encrypted images. It comprises a series of tests
performed on a bitstream to evaluate its performance as a
PRNG. To pass any of the tests, a bitstream’s probability,
or p−value, must be larger than 0.01. For our proposed
image cryptosystem, we demonstrate that a long sequence of
bits formed by concatenating the rows of a large encrypted
image passes the NIST examination. Table 20 displays the
results of a NIST analysis performed on each of the RGB
color channels of a 256-by-256-pixel Mandrill image for
illustrative purposes. All of the computed values in Table 20
are clearly more than 0.01, demonstrating that the proposed
image cryptosystem passes the NIST examination.

FIGURE 25. Fourier transform of the plain and encrypted Mandrill images.

M. S-BOX PERFORMANCE ANALYSIS
As a consistent element that is nearly always at the heart of
any image cryptosystem, and as it is responsible for applying
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TABLE 13. Histogram dependency tests for various images.

TABLE 14. NPCR values for the RGB channels of the Lena image.

TABLE 15. UACI values for the RGB channels of the Lena image.

TABLE 16. MAE values comparison of various images.

Shannon’s property of confusion, an S-box should be
assessed independently of thewhole cryptosystem. In order to
assess the confusion capabilities of an S-box, 5 tests are often

TABLE 17. Key space values comparison.

TABLE 18. Execution time of the proposed image cryptosystem, shown
here in as encryption time, decryption time, and their added values, for
the Lena image at various dimensions.

administered [39]. The first test is nonlinearity (NL), which
is the number of bits in a Boolean function’s truth table that
must be altered to approach the nearest affine function. The
second test is the linear approximation probability (LAP),
which determines the likelihood of bias for a certain S-box.
The third test is the differential approximation probability
(DAP), which measures the effect of certain changes in
inputs on the output. The fourth test is the bit independence
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TABLE 19. Encryption time comparison of the Lena image of dimensions
256 × 256.

TABLE 20. NIST analysis on the RGB color channels of an encrypted
Mandrill image.

TABLE 21. Evaluation metrics for the S-box generated using the 4D
hyperchaotic Chen system of fractional-order (shown in Table 1). The
values used for the keys are {x, y, z, u} = 0.3, a = 35, b = 3, c = 12,
γ = 28, d = 0.5, and α = 0.97.

criterion (BIC), which assesses the relationship between the
encryption technique and repeating patterns in the resulting
encrypted output. The fifth test is the strict avalanche criteria
(SAC), which assesses the rate of change in the encrypted
output relative to the rate of change in the input on a bit-by-
bit basis.

The proposed S-box, which is generated utilizing a 4D
hyperchaotic Chen system of fractional-order with the keys
{x, y, z, u} = 0.3, a = 35, b = 3, c = 12, γ = 28, d = 0.5,
and α = 0.97, is evaluated employing the 5 aforementioned
tests, and the results are shown in Table 21. It is clear that not
all optimal values were met. Our achieved DAP value is con-
gruent with the optimal DAP score of 0.0156. This is followed
by the NL and SAC, where both are in close proximity to the
optimal scores of 112 and 0.5, respectively. However, a clear
deviation from the optimal scores is noted for the BIC and
LAP, with their optimal scores being 112 and 0.0625, while
our achieved scores are 68 and 0.234375. Such a shortcoming
in 2 out of 5 testing criteria can be explained as follows.
In the design and development of our S-box, we make use of
a hyperchaotic function which results in pseudo-randomness.

TABLE 22. Comparison between the proposed S-box (generated using
keys {x, y, z, u} = 0.3, a = 35, b = 3, c = 12, γ = 28, d = 0.5, and
α = 0.97.) and those provided in the literature.

This is indeed one way to generate an S-box, however, it does
not inherently take into consideration the 5 tests of S-box
design. On the other side though, the utilization of this hyper-
chaotic system leads to the introduction of 7 keys, and thus
an increase in the key space by 2372, effectively contributing
to the overall robustness and resilience of the proposed image
cryptosystem against cryptanalysis.

V. CONCLUSION AND FUTURE WORK
In this research work, we proposed an image cryptosystem
that is based on 3 stages. In the first stage, the data bits of
a plain image are XORed with a secret key that is based
on the Sine chaotic map. In the second stage, a 4D Chen
hyperchaotic map of fractional order is used to generate an
S-box and apply it to the output of the first encryption stage.
In the third stage, a hybrid form of DNA coding is utilized,
whereby different logical operations could be applied to the
output of the second encryption stage. Finally, this results in
an encrypted output image. We have subjected a number of
such encrypted images from the image processing commu-
nity to a plethora of tests to gauge the security and robustness
performance of our proposed image cryptosystem. Those
included computation and comparison with the state of the
art algorithms in terms of visual checks, histogram checks,
MSE, PSNR, information entropy, correlation coefficients,
Fourier transformation, histogram dependency tests, differ-
ential attack analyses, key space analysis, execution time
analysis, a NIST analysis, and finally an S-box performance
analysis. The various conducted analyses showcase excel-
lent encryption performance that is comparable and some-
times superior to counterpart algorithms from the literature.
A future work could attempt to employ a HD chaotic map
could be employed in the first stage of encryption, instead of
the LD sine map. While this would improve the security and
robustness of the proposed image cryptosystem even further,
it would however invariably introduce more complexity in the
design, and thus more complexity in software and hardware
implementations.
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