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ABSTRACT Sentiment analysis is an active research domain of the current era, thanks to its vast applications.
The main objective is to classify the polarity of the given text as negative, positive, or neutral. Thus,
researchers’ focus shifted towards the aspect or feature-based sentiment analysis because overall polarity
does not determine the people’s views towards certain features. Therefore, Aspect-Based Sentiment Analysis
(ABSA) helps us to identify the sentiments about various aspects of different services and products. However,
their accurate identification and extraction are still challenging for the research community due to the
complex nature of natural languages. This paper presents a method named Attention-based Multi-Channel
Gated Recurrent Neural Network (Att-MC-GRU), which extracts aspects and analyzes textual reviews to
predict or classify their sentiments. It introduces the hybrid approach by combining word embedding, part of
speech (POS) tags, and contextual position information. Themain novelty lies in proposal of aMulti-Channel
Gated Recurrent Neural Network (MC-GRU), in contrast to the existing studies that consider Recurrent
Neural Networks (RNN) comprising only a single input channel. In addition, word embedding, POS tags,
and contextual position information collectively improve the identification and prediction accuracy of aspects
and their associated sentiments. Due to the application of the filtering by the attentionmechanism that figured
out first the significant words, which helps to determine entities’ aspects related to the sentiment expressed.
The empirical analysis proves the proposed approach’s effectiveness compared to the existing techniques
in the relevant literature using standard datasets. According to the empirical analysis, the proposed model
performs better in the F1-measure, with an overall achievement of 94% in the task of aspect extraction and
93% in the classification of sentiment.

INDEX TERMS Attention mechanism, aspect extraction, contextual position information, deep learning
multi-channel, gated recurrent unit, part of speech, sentiment analysis, word embedding.

I. INTRODUCTION
As the social web provides content generation facility to
common people, its users share their views, experiences,
and interact with other people around the globe using social
media networks such as online forums, blogs, and social
communities. In addition, the technological advancement of
this modern era facilitates its users to share their feedback
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and reviews about various topics, products, events, political
issues, etc.While articulating their opinions, the users are free
to discuss different merits and demerits of topics or entities
under discussion. Under these circumstances, social media
platforms become a massive source of excessive increase in
user-generated content. In the meantime, the most contribut-
ing facets which cause such content’s gigantic production and
sharing incorporate opinionated text and reviews regarding
products and services. According to the satisfaction of con-
sumers, these textual reviews, and comments exhibit users’
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thoughts, behavior, and views polarity as positive, negative,
and neutral. The significance of these opinionated texts ana-
lyzes by the fact that roughly 91% of people around the
globe periodically or regularly read online reviews, of which
approximately 84% prefer these reviews as compared the
personal recommendation [1]. The exploration of sentiments
from such opinionated data is advantageous for the individ-
uals, social institutions, organizations, and business policy
makers that revise their decisions from the users’ perspective
while assessing their reputation in the market. An unbiased
automatic examination of these bulky textual contents that
assist people in responding to people’s reflections requires
a system that collectively uses Natural Language Process-
ing (NLP), linguistically computation, and text retrieval to
classify feelings and their expressed sentiments. Thus, the
analysis that utilizes NLP and its linguistic computations for
subjectivity extraction from a textual context is known as
Sentiment Analysis (SA) [2], [3]. It can also describe as a
web-based unstructured textual content computational anal-
ysis, which can analyze the attitude, behavior, and thoughts
criteria belonging to a person about a specific entity. In addi-
tion, it is a common practice to assign positive or negative
opinions about various aspects of a topic during a single post,
which makes traditional SA impractical because they express
an opinion as a whole and cannot resolve such scenarios.
However, a type of analysis that determines the relationship
among opinionated targets and assigns it the corresponding
polarity value is known as ABSA, which expresses opinions
regarding each aspect identified during each post [4]. This
task accomplishes in two parts. The first one identifies the
potential aspects, whereas the other assigns the polarity of
opinions corresponding to all extracted aspects [5]. These
aspects are of two types. These aspects are either implicit,
not prominently mentioned in textual reviews or explicit,
clearly defined in the textual content. The relevant litera-
ture depicts various mechanisms and techniques of the past
which perform the extraction and identification of aspects
with their associating sentiment. This paper explains such
contributions’ opportunities and obstacles only belonging to
explicit aspects because the implicit aspects are not in the
scope of this paper.

In the literature, methodologies such as lexicon-based,
topic modeling, and syntactic relation-based or rule-based
approaches accomplish the task of explicit Aspect Term
Extraction (ATE) and Sentiment Classification (SC). Mean-
while, the syntactic pattern techniques that extract aspects
and their sentiment while utilizing language and grammati-
cal dependent rules perform well in ABSA. However, most
people do not care about following the syntactic pattern
rules when producing their feedback. Furthermore, while
sharing posts, feedback, and reviews by users, some websites
ignore these rules, which influences the performance of these
methodologies. In addition, their time complexity constraint
and reliance on specialists for the creation of rules and lex-
icons become the cause of discouraging these approaches,

which restricts them to a specific domain or language [6],
[7]. On the other hand, machine learning-based supervised
methodologies provide domain and language independence,
which never demand any specialist to generate rules and
lexicons during aspect identification and classification. Irre-
spective of these benefits, their reliance upon large vol-
ume labeled and annotated data expresses a bottleneck of
supervised machine learning approaches [8], [9]. Therefore,
the semi-supervised methodologies demand less labeled data
during training while their complex mechanism for feature
selection is time-consuming, which becomes the cause of
declining such techniques. In the meantime, the manual fea-
ture engineering mechanism is a critical component of unsu-
pervised methods. As a result, their extracted aspects and
predicted sentiment quality are heavily reliant on manual
feature engineering mechanisms, which affects their abil-
ity to adapt to a variety of real-life scenarios [10], [11].
Despite these approaches, there is another prominent branch
of machine learning named Deep Learning (DL), which
comprises an end-to-end method and performs an automatic
feature selection without any manual intervention. These
abilities improve their models’ efficiency from the traditional
preceding methods such as machine learning-based, lin-
guistically rule/pattern based and lexicon-based procedures,
whereas to some extent match the performance of human
abilities.

Traditionally, extraction of aspects and prediction of senti-
ment from user reviews through manual annotation and rule
creation strategies makes these tasks highly challenging and
domain- and task-dependent. Therefore, PM-G&D [12] pro-
posed amethod to extract these targeted aspects automatically
using a Convolutional Neural Network (CNN) along with two
embedding layers based on GloVe. One of these embeddings
is generally pre-trained, while the training of the second layer
accomplishes according to a specific domain. Nowadays,
DL algorithms that perform NLP tasks are massively depen-
dent on either the word or character corresponding vector
representations. In this regard, the MCNN [13] presented
a Multi-Channel Convolutional Neural Network (MC-CNN)
that merges three vector representations to perform the task
of ABSA. Among them, the first two channels possess word
embeddings based on GloVe and word2vec, while the last one
includes the representation in the form of a one-hot character
vector. In another contribution, MCNN+WV2+POS [14]
proposed a methodology comprised of MC-CNN, which uti-
lizes POS tags and word embedding as textual features. This
approach comprises two channels for input. The first one
takes word2vec embedding based upon Google-news pre-
trainedmodel as input.Meanwhile, the other channel receives
POS tags as a one-hot-vector representation. The convolu-
tional layer utilizes the knowledge of word embedding and
sequences labeling information for predicting the potential
terms as aspects.

On the other side, a deficiency detected in CNN while
accomplishing the task of ABSA is the non-consideration
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of semantically localized features. As a result,
Li et al. (III-A2) [15] proposed a novel approach for ATE,
which utilizes a summary of opinion and aspect history
for their detection. Their procedure has based on two
Long-Short Term Memory Networks (LSTMs) for taking
semantically localized and sequential information regard-
ing aspect and opinion representations. HEA-LSTM [16]
is another attention-based LSTM approach that extracts all
highly potential features from the textual content based on
their corresponding hints. In addition, existingmethodologies
lack insights into syntactic relations among aspects and
opinion terms, which degrades their prediction ability of
aspect-related opinions. Therefore, GMTCMLA [17] pro-
posed a Gated Recurrent Unit (GRU) based multi-task learn-
ing method. It determines the implicit syntactic rules between
the aspect and opinion terms then explicit syntactic rules have
modelled with the help of global inference for predicting
aspect and opinion terms. In the meantime, Wu et al. [18]
presented a unsupervised hybrid methodology that combines
a rules-based approach to train the GRU model for extracting
targeted aspects from textual reviews.

ABSA is a fine-grain and unique genre of SA. Therefore,
their algorithms should be capable enough that understands
the complex and in-depth relations between aspect and opin-
ion words. Among the DL algorithms, Recurrent Neural
Networks (RNN) and CNN are the two most well-reputed
algorithms. CNNs are famous for requiring fewer resources
and parameters for extracting localized and position-invariant
features from textual data with remarkable performance.
In addition, long-term dependencies and sequence infor-
mation handling raised difficulties within these algorithms.
On the other side, the RNN variants such as LSTMs and
GRUs are famous for handling long-term and semantic
dependencies of sequential context. GRU’s internal gating
architecture is less complicated as compared to LSTM.
Therefore, they are computationally inexpensive and faster
to tune compared to LSTMs. In the meantime, the attention
mechanism uses widely with GRUs for inferring high-level
representations and capturing syntactic and semantic facts of
sequential contexts. In the meanwhile, the attention mech-
anism enhances the algorithm’s ability to determine the
contribution of each word or phrase toward the associated
sentiment. Therefore, the proposed methodology considers
an attention mechanism with GRU to enhance the accuracy
of ATE and SC.

In the relevant literature and best to our knowledge,
RNN’s family, such as LSTMs and GRUs, are observed
with single-channel for input. Conversely, CNN discovers
mostly along with multi-channels in literature, including our
baseline techniques, which comprises multiple channels for
input parameters. According to our knowledge, the proposed
approach is the first to use the Multi-Channel Gated Recur-
rent Neural Network (MC-GRU) and a combination of novel
features for identifying aspects and classifying their predicted
sentiments. In addition, different positions of words pos-
sess variant influences in the context of the sentence. These

influences describe through the contextual position infor-
mation vectors, which ignores massively in the literature.
The proposed model considers the attention mechanism and
contextual position information to highlight the potential fea-
tures along their sentiments. These fundamental facts become
the cause of the proposed approach distinction compared to
existing methodologies.

The aim of the proposed approach is to extract aspects
and classify their sentiments from the textual reviews using
MC-GRU, which uses three channels for input. Among them,
the first channel utilizes Google News dataset pre-trained
word2vec embedding to encode the words’ syntactic and
semantic information. In the meantime, the second channel
supports sequential tagging through POS tag embedding. Fur-
thermore, the implementation of position information depicts
its importance with performance enhancement while accom-
plishing various NLP tasks. These inspirations motivate the
proposed method to use the contextual position information
vectors. Therefore, the proposed approach introduces a third
and last channel, which acquires contextual position informa-
tion embedding as position-information vectors. These three
embeddings are then provided to GRU layers separately, and
their outcome is then combined and delivered towards atten-
tion mechanism. The attention layer highlights and empha-
sizes the potential terms in the light of syntactic, semantic,
contextual position information, and sequential information,
which highly achieves the focus of the entire contextual infor-
mation and then passes them towards the activation function
for identifying aspects and classifying their sentiments. The
proposed method evaluates through the publicly available
standard datasets for ABSA tasks comprising SemEval and
Twitter because these are vibrantly used datasets in literature.
Below is a summary of the main contribution of this paper:

1) The deep learning algorithms consider word
embedding due to preserving the semantic, syntactic
meaning, and contextual information at reduced size
vectors. Meanwhile, POS tags utilize for preserving
the sequential information and depicting the role of
each word within context. Furthermore, contextual
information illustrates the impact of each position in
relation to its surroundings. Therefore, the proposed
approach proposes and analyzes the word2vec embed-
ding, contextual position information vector, and POS
tags’ collaboration effect on the deep learning-based
algorithm such as MC-GRU performance while iden-
tifying aspects and their classifying their associated
sentiment.

2) The proposed approach delivers these syntactic, seman-
tic, sequential information, and contextual position
information of contextual phrases to the attention
mechanism, which inclusively enhances its ability to
determine, filter, and highlight the most prominent and
influenced terms of context with their accurate place-
ment knowledge.

3) The proposed approach utilizes a Multi-Channel Gated
Recurrent Neural Network (MC-GRU), which is the
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novelty of the proposed technique, along with an
attention mechanism, the proposed model, simulta-
neously uses various deep features for the accurate
extraction of aspects and their predicted sentiments
classification.

4) The evaluationmetrics, such as precision, recall, and F1
measure, demonstrate significant performance of the
proposed approach on standardized datasets containing
Twitter and SemEval. Consequently, the F1 indicates
94% performance for the proposed approach in the task
of ATE and 93% in the SC.

As a whole, the paper follows the following structure. The
analysis of related literature regarding ATE and SC describes
as ‘‘Related Work’’ in section II. This section describes the
issues and challenges discovered within the existing contri-
butions and becomes the cause of motivation while conduct-
ing this approach. While section III expresses the proposed
methodology and its detail as the ‘‘Proposed Methodology’’.
The experimental arrangement utilized to develop this model
is described in Section IV as ‘‘Experimental Arrangement’’.
In section V, ‘‘Results and Discussions’’, the performance
comparisons of this model are discussed. The final section,
known as section VI, sums up the whole approach with a
discussion of its future directions as ‘‘Conclusion’’.

II. RELATED WORK
During the current era, the advancements in social media
platforms (e.g., LinkedIn, Twitter, Instagram, and Facebook)
and E-commerce websites (e.g., Amazon, Flipkart, eBay,
and Alibaba) enable users to share their self-experience-
based opinions and reviews. Thus, they elaborate their
views regarding a tour trip, movie viewing experience in
a Cineplex, product utilization, and hotel service experi-
ences. Consequently, they became the cause of producing a
large volume of unstructured data available on E-commerce
websites and social media [19]. On the other side, various
industries, firms and businesses’ analysts broadly relies on
customer-generated opinions while forecasting about future
earnings of their corporations. Therefore, analyzing such
unstructured data because of the disambiguation nature of
natural languages becomes a crucial challenge for these
organizations and industries. Hence, they demand an auto-
mated method that can summarize the users’ and consumers’
necessities, performs the purification of unessential data,
and extracts appropriate data to make their organizational
decision significant, practical, and according to the voice of
people [20]. Therefore, the ability to automatically analyze or
process online textual content available on social media plat-
forms, such as microblogs and collaborative media, holds on
to SA [21]. The mechanism of such analysis can classify the
targeted textual contents as negative, positive, or neutral and
assign the level of polarity as high, moderate, or low based
upon the contextual analysis of feedback or reviews [22].

Two well-known types of sentiment analysis are
document- and sentence-level sentiment analysis. These
types focus only on an entire document or sentence-based

opinion mining, which makes them inappropriate for daily
life circumstances because the user is sometimes interested in
a specific product or service’s feature and wants to compare
it with rivals effortlessly. Moreover, people want to enhance
their purchase decisions based on the opinions of those users
who have already experienced them earlier. In addition,
daily life’s textual review’s single sentence may comprise
the opinion about multiple entities or the multiple aspects
of a single entity, which do not lie in the scope of the
sentence and document-level sentiment analysis. Therefore,
both before-mentioned SA types can never survive in those
situations. They also never express liked and disliked aspects
of an entity, whereas they emphasize the summarization of
sentiments as positive, negative, and neutral. In this situation,
ABSA fulfils this gap and handles these scenarios with
enough ability which expresses the liked and disliked features
of a targeted entity. It associates the sentiment polarity with
specific aspects or features of any targeted entity [2], [21].

ABSA expresses user attitudes towards different aspects
of an entity. Therefore, this task accomplishes in two phases.
The first phase performs the identification and extraction
task of potential features of the targeting entity. When all
aspects are available, the second phase determines senti-
ment polarities. These sentiment polarities are then asso-
ciated with the aspects corresponding to those sentiments.
As the result of these two phases, ABSA conceives the
overall sentiments corresponding to each aspect [5]. In the
meantime, the accuracy of identified attributes of an entity
and predicting their associated polarities is still an active
area of research. It still demands the research community’s
attention. According to the literature, in the earlier days
of ABSA, these aspects extract through handicraft features.
These are complicated, laborious, and time-consuming tech-
niques which demand a lot of effort from analysts [12],
[14], [23], [24], [25]. Moreover, the feature extraction task
accomplishes through machine learning approaches such as
supervised [26], [27], semi-supervised [28], [29], and unsu-
pervised [30], lexicons-based methods, e.g., SentiWordNet
and domain-based lexicons [2], [31], [32], [33], [34], rule-
based or pattern-based approaches [7], [35], [36], [37], [38],
[39], [40], [41], topic modelling based techniques [42], [43],
[44], and tree or graph-based approaches [45], [46]. In the
present day, DL methods are known for ABSA tasks. How-
ever, future researchers will need to explore the possibility
of incorporating reasoning, such as that of the human brain.
In contrast tomachine learningmethods, DL algorithms never
rely on manual procedures such as linguistically and experts’
knowledge-based resources for identifying potential features.
On the contrary, their models rely on a strategy named back-
propagation. It utilizes the weights updating technique based
on learning features and loss optimization mechanism, which
enabled their automatic end-to-end training and enhanced
their performance with bulky datasets.

Currently, the most of tasks of NLP accomplish using DL
algorithms, which primarily rely on word or character-level
embeddings. Therefore, MCNN [13] presented an approach
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comprising MC-CNN that merges three vector representa-
tions to perform the task of ABSA. These incorporate GloVe,
word2vec, and a one-hot character-based embedding. During
identifying aspects and their sentiments classification, the
model performs remarkably. However, their approach relies
only on syntactic, semantic and word co-occurrence informa-
tion. In the meantime, the inclusion of prominent word posi-
tion, contextual sequence, and inspirational terms knowledge
can enhance the performance of their proposed methodology.
In another contribution, A. Da’u and N. Salim [14] proposed
a two input channel based MC-CNN model that utilizes
POS tags and word embedding as textual features. There-
fore, one of the channels takes word embedding, whereas
the second one takes POS as input while identifying the
potential features as aspects. It collectively utilizes word2vec
embedding and POS representation, which enhances its per-
formance while identifying targeted terms. In addition, their
approach excluded the knowledge of long-term dependency
and the significance of position information. The neglection
of excluded features becomes the cause of effecting model
prediction ability during aspect terms identification and
extraction. In traditional approaches, contextual words and
the relationship between aspect terms and contextual phrases
are not considered. Therefore, Huang et al. [47] developed
the CPA-SA approach, which performs ABSA while consid-
ering aspect-specific contextual location information. Their
designed function adjusted context words’ weights based on
potential terms’ positions to eliminate inference of potential
terms on either side of conceivable terms and predict their
polarity. Meanwhile, this technique involved no syntactic or
semantic influence throughout the process of accomplishing
this task. Consequence the above-discussed contributions,
we analyze that CNN-based approaches work widely with
multi-channels for input. As a result, these algorithms better
analyze the under-discussed scenarios, which improves their
ability to predict.

In the domain of NLP, RNNs’ family LSTMs and GRUs
are the most widely utilized algorithm because of their
intrinsic ability to learn from sequential inputs. In addi-
tion, their ability to handle long-term and semantic depen-
dencies of sequential data makes these algorithms more
immaculate for ABSA task. Therefore, Li et al. [15] pre-
sented a framework for aspect terms extraction that com-
prises a summary of opinion and aspect history for their
detection. This approach incorporates two LSTMs with a
single channel for taking sequential information regarding
aspect and opinion representations. However, they rely only
on word2vec embedding while excluding the inclusion of
contextual word position, contextual sequence, and inspi-
rational terms knowledge can improve the performance of
their approach. In another contribution, GMTCMLA [17]
proposed a Bi-LSTM-based multi-task learning method with
a single channel that determines the implicit syntactic rules
among the opinion and aspect terms. Then explicit syntactic
rules are derived with the help of global inference among

opinion and aspect terms extraction. Their approach uses the
rules for the extraction of possible terms. The creation of
these rules makes this approach task-dependent, language-
dependent and domain-specific. In addition, they rely only
onword2vec embedding, whereas position invariance neglec-
tion reduces the performance of their proposed methodol-
ogy. Therefore Chen et al. [48] proposed a novel technique
named UniASTE that comprises BiLSTMwith a single chan-
nel, which identifies aspects and their sentiments using the
sentence’s contextual information. It decomposes the entire
task into three subtasks, which perform opinion, target, and
sentiment tagging. The target and opinion tagging use BIO
tags to detect the opinion expressions and targets. In addition,
sentiment tagging determines potential opinion words and
allocates them the sentimental tags. These factors improve the
model’s performance while predicting conceivable features.
The proposed approach considers the context-based contex-
tual information, whereas the consideration of contextual
position influence is out of its extent. In addition, summariz-
ing the above-discussed techniques, this study explores that
RNN-based approaches widely contain a single channel for
input. Meanwhile, they disregarded the multi-channel config-
uration, which enhances the algorithms’ prediction capability
within the relevant literature.

Additionally, in the relevant literature on SA, diverse
hybrid approaches combine different algorithms of DL, such
as CNN and RNN variants, to accomplish their respective
analyses. They combine them either in a sequential or par-
allel manner. Furthermore, the relevant literature on SA also
depicts contributions that utilize the combination of both
methods. Thus, GU et al. [49] presented a hybrid methodol-
ogy named MBGCV to enhance DL methods’ performance
while accomplishing the task of SA. MBGCV collectively
utilizes both CNN and multi-channel BiGRU (that uses only
word embedding) in a serialized manner, where the output of
multi-channel BiGRU is provided to CNN to perform the SA
task. On the other side, their approach is equipped with a vari-
ational information bottleneck and activation functions such
as Maxout to reduce the vanishing gradient and over-fitting
impact while training their model. They achieve good results
with their model, but they lose beneficial information when
they combine BiGRU andCNN in a serial manner. Regardless
of the benefits of multi-channel configuration, it relies only
on word embedding and has excluded other input features
such as POS representation and the importance of contextual
position information. In addition, online reviews and feed-
back, which express people’s thoughts, opinions, and feelings
about specific products and events, are sometimes accompa-
nied by negative connotations. Therefore, Kanekar and God-
bole [50] proposed a hybrid approach, which incorporates
multi-channel CNN that integrates with BiGRU in a serial-
ized manner. They utilize negation words and morphological
GloVe-based word embedding as input for analyzing negated
phrases. However, their method performs significantly, but
the serialized integration becomes the cause of valuable
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contextual information loss and increases the model com-
plexity. In addition, CNN is well known for capturing local
feature information but faces difficulty handling long-term
dependency information. In addition, the utilization of dif-
ferent features-based inputs can enhance further the accuracy
of their method. In another parallel study, Cheng et al. [51]
proposed a model consisting of attention-based Bi-GRU and
attention-based MC-CNN that analyzes text sentiment. This
framework utilizes only attention-based word2vec embed-
dings as input parameters for its algorithms (MCCNN
and Bi-GRU). When accomplishing the classification, they
ignore contextual positional information, dependent rela-
tions, and POS representation. The reference to these features
can improve the prescribed framework’s performance and
accuracy. Moreover, CNN comprised multi-channels while
Bi-GRU comprised only a single input channel which under-
utilizes the abilities of Bi-GRU.

According to the relevant literature, while extracting
aspects and predicting sentiments, a fact about contextual
words has analyzed that all their positions within textual
context are not contributing equally. In addition, another fact
observed in the literature is regarding the DL approaches,
such as RNN-based methods while determining the asso-
ciation among variant aspects and sentiments, they always
capture irrelevant information. That is due to the ability of
DL algorithms to assign higher weight to upcoming terms
of context, which causes them to extract inessential facts.
Addressing this situation attention mechanism is provided as
a solution. It can capture the effect of each word place of
the sentence that influences the sentiments depicted within
it. In addition, it also demonstrates them in the form of a
dense vector, which represents theweight of eachwordwithin
context. Besides, within this mechanism, instead of encoding
information as a fixed-length vector, the algorithm revisits
each part of the sentence to identify the most impactful
contextual term [52], [53], [54], [55].

Summarizing the above-expressed discussions, we con-
clude that accurate extraction of aspects along their senti-
ments is the primary objective of the ABSA. Additionally,
various techniques have been presented in the literature to
accurately extract features through syntactic, semantic, POS,
and attention-based mechanisms. In the meanwhile, fewer
contributions address and recognizes the importance of uti-
lizing contextual position information. Furthermore, a lack
of those techniques observes in the relevant literature that
uses all discussed parameters cumulatively within a sin-
gle method in parallel. As a result, precise identification
of aspects and their sentiment is still an issue for research
contributions. DL methodologies proved their performance
in NLP tasks. According to the literature, CNN is used in
a multi-channel fashion to accomplish the task of ABSA.
However, RNN’s use in ABSA is lacking with multi-channels
as a single-algorithm-based approach to perform these tasks.
These inspirations motivate the study to propose an approach
that comprises the GRU with three channels for input in par-
allel. These multi-channels for input comprise the word2vec

embedding for semantic and syntactic information, POS tags
embedding for sequential information, and contextual posi-
tion information. However, the attention layer utilizes for
the filtration of identified potential terms. The consideration
of collective utilization of novel deep features and atten-
tion mechanism makes the proposed GRU-based model a
comprehensive and novel approach which differentiates it
from the previous contributions. The novelty of the proposed
approach is that it presents a single-algorithm-centered pro-
cedure that addresses the field of ABSA. It utilizes GRUwith
multi-channels that collectively use parallel deep features
such as word2vec, POS, and contextual position information
provided on separate channels. As a result of these inputs,
the proposed approach develops a comprehensive under-
standing of targeted contextual information to identify poten-
tial aspects and their expressed sentiments. The combined
use of GRU with multiple channels equipped with various
input deep features highlights the main novelty of the novel
approach. In the meantime, integrating that algorithm with
an attention mechanism to filter out unnecessary terms is a
subpart of that novelty.

III. PROPOSED METHODOLOGY
The proposed approach aims to extract aspects and their
sentiments from the textual reviews using MC-GRU, which
comprises three channels for input. According to relevant
literature, the existing methods have widely utilized CNN
with multiple input channels. On the contrary, GRU-based
models contain a single channel for input. In addition, CNN-
based models use variant input features in the associa-
tion of word2vec embedding. These models mainly com-
prise two input channels, which often disregard attention
mechanisms and contextual positional information. In the
meantime, this becomes the cause of losing valuable infor-
mation about aspect identification and SC. All these causes
motivate this proposed approach to utilize the Attention-
based Multi-Channel GRU (Att-MC-GRU) involving mul-
tiple deep-novel features comprised of contextual position
information, word2vec and POS tags in parallel. According
to the relevant literature, word2vec embedding alone cannot
handle the rich contextual knowledge of the targeted con-
text [13]. Therefore, to improve the effectiveness of word2vec
embedding, additional features, such as POS representations
and contextual position information, have been combined
with these vectors. Each DL algorithm has distinct capabili-
ties. Therefore, these input feature selections are based on the
abilities of the targeted DL algorithms to perform a specific
task. Therefore, the first channel uses word2vec embedding
to preserve the semantic and syntactic information of the
context, whereas the second channel uses POS tagging to
encode the context-based sequential information. In addi-
tion, the words’ contextual position along their associated
positional weights performed significantly in the tasks of
NLP that encourages the proposed approach to add position
information vectors within the Att-MC-GRU. Hence, the Att-
MC-GRU introduces the third and last channel that uses
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FIGURE 1. A framework of attention-based MC-GRU’s for accomplishing the tasks of ABSA.

contextual position information. These three embeddings are
provided towards the GRU layer, whereas their output is
combined and delivered toward the attention layer. It high-
lights and emphasizes those terms that depict the focus of the
whole context in the light of word2vec embedding, contextual
position information, and POS tags and then assign them to
the softmax activation function, which identifies aspects and
classifies their sentiments.

Word embedding provides the semantic and syntactic
information of the targeted sentence, whereas POS tags pro-
vide the sequential information for identifying the potential
terms as aspects. Different positions of words possess variant
influences in the context of the sentence. The contextual posi-
tion information vectors depict these influences. Collectively
such significant information has been provided to MC-GRU.
According to the relevant literature, previous techniques are
insufficient to utilize these novel features while identifying
potential terms with GRU. In the meanwhile, RNNs’ fam-
ily is famous for handling long-term dependencies. In the

meantime, the provision of multidimensional inputs provides
sufficient facts to GRU that assists the model while predicting
the possible terms based on these long-term dependencies.
These distinctions make the approach novel and significant
compared to those which provide a single feature as input
to GRU, which is the main contribution of the proposed
approach. In addition, these learned features reinforce the
attention mechanism while identifying the highly effective
terms of the targeted sentence. Then has classified the tar-
geted features and their associated sentiments as positive,
negative, and neutral. Thus, the classification process cate-
gorizes the attributes’ sentiment into their associated polarity.
The detailed description of the proposed methodology frame-
work has given in Fig.1.

A. DETAILED DESCRIPTION OF PROPOSED MODEL
Initially, GRU came to the fore in the year 2014. Their main
objective is to apprehend the time-based variations and over-
come the vanishing and exploding gradient issues. Generally,

54414 VOLUME 11, 2023



W. Ahmad et al.: Att-MC-GRUs: A Novel Feature-Centric Approach for ABSA

TABLE 1. Utilized symbols in the procedure.

the GRUs and LSTMs are identical in functionality, whereas
they differ only in the number of utilized gates. Thus, the
GRU comprises only two types of gates. Those named as
update gate Z and reset gate R. The update gate Z updates the
hidden state h, which assists the decision-making process that
indicates the previous state’s influence ratio on the current
state while the updates occur. In the meantime, the reset gate
R helps the model to decide the forgotten percentage of the
past state’s information within the current state. These gated
units, such as the update and reset gates, are merged into a
single gate unit named forget gate in a minimal gated version.
Consequently, GRU utilizes a fewer number of parameters
compared to LSTM, which reduces the computation time
and computational complexity. The following equation set
(01-04) [56], [57] demonstrates the functionality of the GRU
layer with parameters. The symbols we used to elaborate our
procedure are shown in Table 1.

Zt = f (Wzht + Uzht−1 + bz) (01)

Rt = f (Wrht + Urht−1 + br ) (02)

ĥt = f (Wtht + Ut (Rt ⊙ ht−1) + bt ) (03)

ht = (1 − Zt) ⊙ ht−1 + Zt ⊙ ĥt (04)

In the above-expressed equations, bothW and U represent
the weight matrix. While f and ⊙ represent the activation
function (such as Sigmoid, ReLU, Leaky ReLU, and Tanh)
and element-wise multiplication, respectively. The term Zt
expresses the update vector, which defines the degree of
influence of the previous state during the calculation of the
current state. These are inherited gating mechanisms from
their predecessors, such as LSTM. However, GRU modifies
them and merges both the input and forget gates into a single
unit named the update gate. Therefore, it becomes the cause of
reducing the time complexity and improves the convergence
during training and testing. These modifications lead to the
described algorithm being the most well-known recurrent
model among its siblings. Meanwhile, Rt expresses the reset
gate and is parametrically similar to the Zt gate. However,
the ĥt represents the previously hidden state, whereas the ht
describes the current state of the GRU model, and b is a bise
term.

1) PRE-PROCESSING FOR DATA
Pre-processing steps are performed in the initial phases of
Att-MC-GRU to filter data and transform it into a processable
form. In subsequent sections, we will discuss specifics about
these pre-processing steps and data acquisitions.

2) MULTI-CHANNEL GATED RECURRENT UNIT
In multi-dimensional vector space, word embeddings, such as
GloVe and word2vec, have been utilized, which express the
vocabulary words as real-valued vectors [13]. Word embed-
ding has proven its paranormal abilities while extracting word
regularities through semantic and syntactic constraints in
machine learning and its subsidiaries. This inspiration has
forced the proposed method strategy to consider such a pro-
cedure while extracting targeted aspects and their associated
sentiments. As a result, the first channel utilizes word2vec
embedding to preserve the semantic and syntactic informa-
tion of the words and phrases. Hence, pre-trained word2vec
embedding on Google News dataset, which contains three
hundred dimensional vectors, is used. In addition, padding
applies to acquire a constant length of sentences. Therefore,
zero-padding is utilized and mapped to each word’s cor-
responding n-dimensional embedding. Meanwhile, equation
(05) expresses the semantic feature sl of length l related to
each sentence S.

lim
1→l

S =
(
s1,s2, . . . . . . . . . . . . ..sl

)
(05)

Here S is the targeted sentence, sl is the semantic feature,
and l is the length of each semantic feature sl . A feature-based
weightmatrixWWE utilizes for word embedding. Afterwards,
the following equations (06-09) use to identify and extract
potential features.

ZWE = f (WWExt + Uz−1hWE−1 + bz) (06)

RWE = f (WWExt + Ur−1hWE−1 + br ) (07)

ĥWE = f (WWExt + UWE−1 (RWE ⊙ hWE−1) + bh) (08)

hWE = (1 − ZWE ) ⊙ hWE−1 + ZWE ⊙ ĥWE (09)

Here, the symbol f depicts the activation function. Thus,
as an activation function Leaky ReLU uses in equations
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(06-07). In the meantime, equation (08) utilizes Tanh. The
rest of the parameters in equation (06-09) are identical as
described in equation (01-04). In addition, multiple existing
contributions from NLP highly rely on word2vec embedding,
which becomes unsuccessful during the seizure of sequential
relations among the words. On the other side, POS tags
demonstrate their abilities while producing parse trees to map
targeted terms to corresponding source words and capturing
sequential relations among the combination of words. Thus
this tagging method assigns tags to each word based on their
contextual details. In the meantime, based on words’ utiliza-
tion and placement in context, a single word may possess
multiple tags, which makes the task more challenging and
critical. According to the relevant literature on ABSA, POS
tags such as nouns and noun phrases are those parts of context
primarily anticipated as potential aspect terms. In addition,
verbs, adverbs, and adjectives have expected as conceivable
sentiment terms [22], [58]. Therefore, the proposed approach
utilizes these tags as authentic evidence for identifying and
extracting potential aspect terms and their sentiments.

In the state of thesemotivations, the proposedmethodology
considers POS tag embeddings, as input, upon the second
input channel to handle the context sequential information.
Hence, the POS tagging process accomplishes through the
Stanford tagger and a weight matrix WPOS utilizes for related
terms. Furthermore, a one-hot-vector mechanism uses to
transform these tagged sentences into n-dimensional vec-
tors. Subsequently, the proposed approach uses the following
equations (10-13) that identify and extract potential features
and their sentiments. These equations (10-13) are equivalent
to equations (01-04) in relations of their comprised function-
ality and elements, which has provided as under:

ZPOS = f (WPOSxt + Uz−1hPOS−1 + bz) (10)

RPOS = f (WPOSxt + Ur−1hPOS−1 + br ) (11)

ĥPOS = f (WPOSxt + UPOS−1 (RPOS ⊙ hPOS−1) + bh)
(12)

hPOS = (1 − ZPOS) ⊙ hPOS−1 + ZPOS ⊙ ĥPOS (13)

Here, the symbol f depicts the activation function. There-
fore, as activation functions, Leaky ReLU and Tanh use
within equations (10-11) and equation (12), respectively.
Leaky ReLU is a significant determinant of the inclusion
and exclusion of information within the reset and update
gates that reduces the impact of vanishing gradients and
dying ReLU during the decision process. As a result, when
calculating the final memory contents, Tanh significantly
regulates the selected information of current gates and the
previous state information. Hence, the proposed approach uti-
lizes these activation functions to gain a deeper understand-
ing of contextual information and identify potential terms.
The performance enhancement of NLP’s tasks illustrates the
significance of utilizing contextual position information. The
contextual position information represents the influence of
a targeted term within a sentence through vector represen-
tation. The following equation (14) [59] illustrates these

representations with the help of mathematical notation:

CPI i = lim
j→n

(
θj +

(
1 − θj

) (pj
n

))
, 0 ≤ θ ≤ 1, (14)

CPI i represents the vector representation of contextual
position information for the dataset’s ith sentence in equa-
tion (14). Furthermore, the term’s location-based presence
ratio, θj, is described in the [0, 1] range. It illustrates how the
place of the jth word’s occurrence affects its context. Addi-
tionally, pj indicates where a word is placed in the targeted
sentence, whereas n indicates sentence length. Equation (01)
determines their appropriate position-oriented influence if
the jth word is present in the vocabulary. If the term is not
available, then zero is added. As a result, the Att-MC-GRU
introduces the third and last channel comprises contextual
position information embedding as position-information vec-
tors. As a result, contextual positional information vectors are
delivered onto the third channel of the MC-GRU with their
respective weight matrix WCPI .The equations (14-17) iden-
tify and extracts targeted features with the help of position
information

ZCPI = f (WCPI xt + Uz−1hCPI−1 + bz) (15)

RCPI = f (WCPI xt + Ur−1hCPI−1 + br ) (16)

ĥCPI = f (WCPI xt + UCPI−1 (RCPI ⊙ hCPI−1) + bh) (17)

hCPI = (1 − ZCPI ) ⊙ hCPI−1 + ZPOS ⊙ ĥCPI (18)

Hence, in the above equations, the symbol f indicates
the activation function. In this way, in equations (15-16),
the Leaky ReLU is used as an activation function. In the
meantime, equation (17) uses Tanh as an activation function.
Additionally, equations (15-18) are composed of the same
elements listed in equations (01-04). The attention mech-
anism assigns the influential score regarding each targeted
word based on the interaction relations between targeted
and context words [60]. Another advantage of the attention
layer is the filtration of unrequired terms for improving the
accuracy of identified targeted terms. The methodology of
attention mechanism obtained these inspirations from the
human brain, which focuses only on the words of interest
while ignoring other terms while reading any text of an
article. As a result, the attention mechanism transforms the
whole targeted sentence or phrase into an equivalent real-
valued vector. These values depict the influence score of
each sentence’s term based on its context. The elementwise
multiplication of these scores with relevant terms indicates
the model’s most prominent influenced terms of the targeted
sentence [61].

3) ATTENTION LAYER
Additionally, based on the context of the sentence, differ-
ent words can have different influence scores. Recently,
NLP methods widely used attention mechanisms to highlight
prominent words and identify possible features. Based on
thorough critical analysis from the existing studies in the
relevant literature, attentionmechanisms improve themodel’s
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performance while filtering out irrelevant terms. Moreover,
we have compared attention with other machine learning
based approaches in our preliminary experimentation, and
attention provided better results, therefore, we consider that
mechanism.

Thus, to determine the highly effective terms in the tar-
geted sentence, the Att-MC-GRU has considered an atten-
tion mechanism. The Att-MC-GRU enhances the attention
mechanism while providing syntactic, sequential, semantic,
and contextual position information. These factors together
enhance its ability to determine the relationship between
aspects, sentiment, and contextual words. There are typically
two modules in the attention mechanism named Encoders
and Decoders. The encoder’s function is to convert the target
sentence into a real-valued, equal-length vector that contains
semantic details for each term. The decoder module’s purpose
is to produce output following an encoded vector transfor-
mation. Equations for the attention layer are presented in
(19-21) [62] as given below:

up = tanh
(
WpHp + bp

)
(19)

αp =

exp
(
uTp uw

)
∑

p exp
(
uTp uw

) (20)

Hp =

∑
p
αpHp (21)

The updated context vector is expressed as uw in the equa-
tions above. Meanwhile, up depicts the resultant vector that
comprises the hidden layer’s vectorsHp, bp, andWp. Whereas
bp andWp are the bias, andweight terms of the attention layer,
respectively. The final term, αp, denotes the sentence’s every
word attention score. Additionally, the terms hWE , hPOS , and
hCPI represent the output of the input channels obtained from
the equation (09),(13), and (18). After that, the Att-MC-
GRU applies attention-mechanism on these outputs to iden-
tify those terms that are highly noticeable in each sentence.
The attention-mechanism highlights them based onword2vec
embedding, POS tags, and contextual position information.
All sentences’ most noteworthy features are eventually fil-
tered out by the attention mechanism.

hAtt−WE = Attention(hWE ) (22)

hAtt−POS = Attention(hPOS ) (23)

hAtt−CPI = Attention(hCPI ) (24)

Here hWE , hPOS , and hCPI are, respectively, the out-
comes of word2vec-based, POS, and contextual position
information-based channels.

4) FEATURES CONCATENATION AND OUTPUT LAYER
As a final step, the output layers are concatenated into a final
layer H containing semantic, contextual position, syntactic,
and sequential information about the potential words. In addi-
tion, hAtt−WE , hAtt−POS , and hAtt−CPI are the attention-based
filtered features of hWE , hPOS , and hCPI , respectively. These

three outputs are combined using equation (25).

H = f (hAtt−WE , hAtt−POS , hAtt−CPI ) (25)

In the above equation, H is the combined finalized output
of preceding layers, whereas f is the function that combines
the outcome of equations (22-24). Then these highlighted
terms are given to the softmax function to identify and extract
the targeted aspects from textual reviews.

Predicted aspects = softmax (WH .H + bH ) (26)

Here H , WH , and b denote combined features, the term’s
weight, and the bias term’s representation, respectively. For
prediction and classification, these outcomes have been sub-
mitted to the softmax activation function. In this way, all
targeted terms are classified as either aspects or non-aspects.
As a consequence ofmanipulating equation (26) the predicted
aspects are categorized as aspects or non-aspects. Accord-
ingly, the aspect terms are admissible, but the non-aspect
terms are not. In the next step, AttMC-GRU determines the
polarity of the remaining terms as either positive, negative,
or neutral. Thus, their corresponding sentiments are deter-
mined by combining these aspects with their contexts. The
process is illustrated in equation (27).

Henceforth, the softmax obtains the filtered predicted
terms, in addition to the equation (25) resulting and cate-
gorizes them as negative, positive, or neutral based on their
sentiment. The mathematical notation of this procedure is
given in equation (28). Fig. 2 illustrates the proposed method
detailed architecture diagram.

S = (Predicted aspects,H ) (27)

Predicted sentiments = softmax(S) (28)

IV. EXPERIMENTAL SETUP
A description of the experimental environment is provided in
this section of the study. After that, the datasets used in these
experiments are described. Thereafter, pre-processing steps
are explained for filtering those datasets, and finally, base-
lines are expressed for comparison to the proposed approach.
Since precision, recall, and F1 measure metrics are most
extensively utilized metrics in the ABSA relevant literature,
these metrics are used in this study to evaluate that approach.

The Windows 07 operating system has been utilized as the
structured environment for conducting evaluations concern-
ing the Att-MC-GRU and assessing their performance. The
hardware consists of a GeForce GTX 1060 GPU, an Intel
Xeon W3530 2.8 GHz CPU, and 16GB of DDR3 RAM.
Additionally, the Keras 2.1.0, Python-based GPU Tensoflow
2.0, and the PyCharm IDE for Python 3.7 tool are used in the
implementation software.

A. DATASET
The seven standard datasets have been used to assess the
proposed model’s performance. SemEval organizers make
these test and training datasets publicly available. In the first
dataset, we have reviews from the restaurant domain and the
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FIGURE 2. Proposed model of attention-oriented multi-channel gated recurrent neural network.

laptop domain of SemEval-14 [63] dataset. The third and
fourth datasets are also related to laptops and restaurants of
SemEval-15 [64] dataset.

SemEval-16 [65] has the restaurant and the laptop domains
as its fifth and sixth datasets. In the last dataset, we have
the Airline Twitter Sentiment dataset, which is based on a
survey of leading U.S airlines. There are positive, negative,
and neutral tweets among this Twitter data [66], [67]. Since
2020, Crowd Flower has been making this dataset available
to the public. It was updated in the years of 2021 and 2022.
Twitter is the primary source of public opinion; thus, the
experimental study uses its dataset to analyze the effective-
ness of the proposed method. These underlying datasets are
summarized in Table 2.

B. PRE-PROCESSING
The proposed approach produces a clean and structured tex-
tual dataset by using various pre-processing steps on the
textual reviews. These preprocessing steps are as follows:

• All words in English sentences are converted to lower
case.

• The paragraphs of the textual reviews are broken down
into sentences by the full-stop symbol.

• White spaces are used to break all sentences into tokens.
• Removed all the punctuation words from textual sen-
tences.

• All alphanumeric words that are impure alphabets have
been removed from sentences.

• All stop words within phrases have been removed.
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TABLE 2. Datasets’ statistics.

• Special characters have been removed from sentences.
• All words with a length of one character or less have
been terminated.

These pre-processing techniques provide the proposed
model with an easy-to-understand and usable form of data
while filtering the unnecessary parts of data for determining
potential terms and analyzing their associated sentiments.
Meanwhile, incorporating these techniques in the initial
phases of the model pipeline yields accurate results.

C. BASELINES
The effectiveness of the proposed approach assesses with
the comparison to the following baseline models. We select
the baseline methods that addresses ABSA’s aspect extrac-
tion and sentiment classification task. While their evaluation
procedure uses same dataset and metrics as we use in our
methodology. Table 3 contains information regarding these
baseline models in tabular form.

V. RESULTS AND DISCUSSIONS
Based on the proposed methodology, we explore how parallel
word2vec embedding, sequential information of context, and
position information collectively enhance the precision of
identifying aspects and their SCs in experiments. The reason-
ing behind this is that the POS tagging process preserves the
sequence order information, the relationship between words,
and the role of each word within the context of targeted
sentences. These facts improve the model’s interpretation
of contextual acquaintance. In addition, word2vec embed-
ding conserves the targeted sentence semantic and syntactic
information. Additionally, position information in context
illustrates the impact of each term within its surroundings.
Therefore, these factors together improve the performance of
the proposed approach during experiments. Furthermore, the
filtration of prominent terms of context through the attention
mechanism becomes concise due to the combined effect of
these novel deep features. The empirical evaluation results of
F1-measure, precision, and recall metrics prove the collective

impact of novel features on models’ performance in the sub-
sequent sections.

The best performance and accuracy of NLP tasks highly
depend on word2vec embedding. In addition, pre-training
is considered a substantial performance factor of word2vec
embedding. Meanwhile, word2vec embedding achieves the
best pre-training through training on massive volume
datasets. Therefore, the proposed approach attains this pur-
pose while utilizing pre-trained word2vec embedding based
on the Google News dataset. In addition, POS tags provide
sequential detail, whereas contextual position information
indicates the impactful terms within context. Thus the com-
bined effect of these input parameters makes this approach
most robust and comprehensive. Meanwhile, incorporating
Twitter and SemEval datasets from the airline, restaurant, and
laptop domains, this study evaluates the significance of the
Att-MC-GRU. According to our knowledge, this methodol-
ogy is among the first to use MC-GRU for extracting aspects
and classifying sentiments. A maximum sentence length is
specified during the training phase of themodel for the textual
review, which assumes the review’s single sentence to have
the maximum possible length. There have been zero paddings
added to all sentences whose conceived size is under the
maximum length. In Table 4, the parameters of the proposed
model are described in detail.

The Att-MC-GRU thoroughly analyzed the baseline stud-
ies’ experimental arrangements. Accordingly, the Att-MC-
GRU determines which parameter configuration increases or
decreases performance. Therefore, the Att-MC-GRUdeduces
the appropriate parameter settings from a thorough analysis
of the baseline approaches, as depicted in Table 3, and the
parametric optimization technique. These parameter settings
have illustrated in Table 4. Henceforth, a F1 measure-
based comparison of the baseline approaches with the pro-
posed method while conducting the ATE task is shown in
Table 5, whereas Table 6 demonstrates their classification-
based performance. As evidenced by these tabular notations,
the Att-MC-GRU has indicated significant improvement in
all areas of interest when evaluated through standardized
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TABLE 3. The baseline methods’ summary.

TABLE 4. Parametric setting for proposed method.

datasets compared with the acquisition of baseline
approaches.

A. ASPECT TERM EXTRACTION PERFORMANCE
COMPARISON
The Att-MC-GRU expressed a significant performance
increase in the F1 measure on the SemEval-14L domain
dataset. Therefore, it achieves a reasonable margin
of success from all baseline approaches in F1 score

performance. Such as 25.31% from ESGCN, 13.37% from
MCNN+WV2+POS, 14.16% from MCNN+WV+POS,
13.43% from BiDTreeCRF, 16.42% from MIN, 24.86%
from MTMN, and 18.85% from WDEmb. This performance
improvement depicts graphically in Fig. 3(a).

The evaluation process of Att-MC-GRU, instead of
restricting to a single domain, comprises different domain
datasets. Thus the evaluation process estimates the accurate
performance of the proposed model in various domains
and scenarios. In these circumstances, the Att-MC-GRU
evaluates on SemEval-14R domain dataset against the men-
tioned baselines. As a result, the evaluation mechanism
observes remarkable performance in the F1 measure score.
Such as it achieves 14.78% from ESGCN, 6.31% from
MCNN+WV+POS, 4.11% from MCNN+WV2+POS,
6.17% from BiDTreeCRF, 5.71% from MIN, 17.74% from
MTMN, and 6.03% from WDEmb. The evaluation of the
Att-MC-GRU demonstrates its better performance on the
SemEval-14R domain dataset compared to the baseline
approaches. Its performance enhancement can observe in
Fig. 3(b).
The evaluation process of Att-MC-GRU does not depend

on a single dataset. Therefore, SemEval-15R’s domain
dataset utilizes to evaluate that approach. During the evalu-
ation, the Att-MC-GRU expresses a significant performance
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TABLE 5. The proposed approach performance comparison using F1 measure to the baseline approaches while extracting aspect terms.

TABLE 6. The proposed approach performance comparison using f1 measure to the baseline approaches while classifying sentiment polarities.

improvement against the baseline approaches in the F1
measure score. Hence the Att-MC-GRU attains a maxi-
mum F1 measure score of 92%, compared to baselines.
In this way, the Att-MC-GRU obtains a notable edge on
baselines. Such as 23.66% from ESGCN, 19.16% from
MCNN+WV+POS, 19.35% from MCNN+WV2+POS,
21.17% from BiDTreeCRF, 21.27% from MIN, 20.69%
from MTMN, and 22.27% from WDEmb. This performance
improvement depicts in Fig. 3(c).

B. PERFORMANCE COMPARISON WHILE CLASSIFYING
SENTIMENTS
The Att-MC-GRU achieves a notable performance of 86%
in the F1 measure score while classifying the identified
aspects of the SemEval-14L dataset. It achieves a signifi-
cant margin of success in F1 compared to all benchmarked
approaches. Accordingly, its performance gain is 15.13%,
14.5%, 17.06%, 16.89%, 13.09%, 25.59%, and 38.89% com-
pared to CPA-SAF, CPA-SAA, HPNet-S, HPNet-M, FAPN,
SSJE, and UniASTE, respectively. This strong performance
is due to the Att-MC-GRU’s ability to model the long-term
dependencies between words in a sentence and capture the
global semantic representation of the sentence. This helps
the model to identify the key aspects of a sentence and
accurately classify them. Fig. 4(a) shows these performance
improvements.

Meanwhile, the Att-MC-GRU gained a significant F1
measure score of 87% in categorizing the aspects identified in
the SemEval-14R dataset. Thus, it achieved 14.19%, 13.62%,
8.05%, 13.93%, 14.74%, and 24.27% compared to CPA-
SAF, CPA-SAA, HPNet-S, HPNet-M, FAPN, SSJE, and Uni-
ASTE, respectively.

Fig. 4(b) provides a pictorial representation of these per-
formance improvements over the baseline approaches.

In addition, when assessing the Att-MC-GRU performance
over the prescribed baselines based on the SemEval-15R
dataset, a 93% value of the F1 measure score has been
obtained. The Att-MC-GRU improves its performance over
CPA-SAF, CPA-SAA, HPNet-S, HPNet-M, FAPN, SSJE,
and UniASTE by 32.74, 32.85, 14.15, 14.06, 29.03, 27.95,
and 38.27, respectively, when evaluated against the base-
lines. The Att-MC-GRU performs better than all the base-
lines considered, which can be analyzed in Figure 4(c).
Moreover, the Att-MC-GRU obtained a 90% enhancement
in the SemEval-16R dataset in the F1 measure score. Hence,
it attains improvements of 18.53%, 17.57%, 11.07%, 16.97%,
11.16%, 18.62%, and 27.42% compared to CPA-SAF, CPA-
SAA, HPNet-S, HPNet-M, FAPN, SSJE, and UniASTE,
respectively. The inclusion of sequential facts, contextual
position information, and semantic and syntactic informa-
tion collectively for the identification of potential terms and
classifying their sentiments enhances the precision of the
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FIGURE 3. Model’s ATE performance compression with baseline approaches (a) Using SemEval-14L (b) Using SemEval-14R (c) Using SemEval-15R.

attention mechanism. This means that by combining all of
the different types of information, such as the context and
meaning of the text, the attention mechanism is able to more
accurately identify the terms and their sentiment, which leads
to a better overall understanding of the text. As shown in
Fig. 4(d), this performance gain is visible graphically.

C. PERFORMANCE COMPARISON OF PROPOSED
APPROACH BASED ON OTHER METRICS
In the meantime, the evaluation process of Att-MC-GRU is
not limited to a single metric. It includes various metrics
along different domains of standard datasets. Therefore, the
evaluation process analyzes the training performance of the
Att-MC-GRU using precision, recall, and F1 measures. Thus,
Att-MC-GRU’s ATE task obtains a maximum precision of
95%on the SemEval-14L dataset, and theminimumprecision
on the SemEval-16L dataset is 92%. On the other side, the
task of SC obtains maximum precision on the SemEval-15R
domain, which is 90%, whereas the minimum precision is
80%on the SemEval-16L domain dataset. Fig. 5(a) represents
precision-based observations of Att-MC-GRU experiments
on different domain datasets. However, while analyzing the

Att-MC-GRU training performance through the recall metric,
the ATE task gains the highest recall value of 91% on the
SemEval-14L dataset, and the minimal recall on the Twitter
Data-US Airline domain dataset is 85%. In the meantime,
SC’s maximum recall value is 94% on the dataset SemEval-
15R, whereas the recall minimum value is 85% on the
dataset SemEval-15L. Recall-based experimental observa-
tions of Att-MC-GRU on datasets from diverse domains have
shown in Fig. 5(b). During the evaluation, the performance
of Att-MC-GRU is also observed through the F1 measure
while performing ATE and SC tasks. Thus, the task of ATE
obtains the F1 measure’s maximum value of 93% on the
SemEval-14L dataset and its minimum value of 88% on the
Twitter Airline dataset. On the other side, the SC task gains
a maximum F1 measure score on SemEval-15R’s domain
dataset, which is 92%. In the meantime, its minimum F1
value on the datasets of SemEval-16L and SemEval-15L is
84%. Fig. 5(c) depicts the performance of Att-MC-GRU’s
F1 measure score analyzed through experiments on different
domains of datasets.

Consequently, the evaluation process analyzes the Att-
MC-GRU’s testing performance in terms of precision on
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FIGURE 4. Compression of Att-MC-GRU’s SC performance and baseline approaches (a) Using SemEval-14L
(b) Using SemEval-14R (c) Using SemEval-15R (d) Using SemEval-16R.

FIGURE 5. Model’s training performance on variant datasets(a) Precision-based experimental observations (b) Recall-based
experimental observations (c) F1 measure-based experimental observations.

standard datasets. In this manner, the maximum precision
gain of ATE’s task observed in the dataset of SemEval-14L
is 96%. Meanwhile, the minimum discovered precision on

the dataset of SemEval-16L is 93%. Subsequently, the task
of SC obtained a maximum precision value of 91% on the
dataset of SemEval-15R. On the dataset of SemEval-16L’s,
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FIGURE 6. Model’s performance on variant datasets (a) Precision-based experimental observations (b) Recall-based
experimental observations (c) F1 measure-based experimental observations.

its observed minimum precision value is 81%. On different
datasets, Fig. 6(a) shows precision-based observations of Att-
MC-GRU experiments.

Additionally, the performance of Att-MC-GRU is analyzed
through another metric named recall on different datasets
comprising various domains. Thus, the maximum recall score
of ATE’s task discovered in the dataset of SemEval-14L is
92%.Meanwhile, the minimum recall observed on the dataset
of Twitter Data-US Airlines is 86%. On the flip side, the
task of SC achieved a maximum recall value of 95% on
the dataset of SemEval-15R. Meanwhile, a minimum recall
value of 86% is observed on the dataset of SemEval-15L. The
recall-based experimental observations on diverse domains’
datasets regarding the Att-MC-GRU are depicted in Fig. 6(b).
The performance of Att-MC-GRU is also explored through
the F1 measure score on different datasets containing differ-
ent domains. Thus, the maximum F1 measure score of the
ATE task discovered in the dataset of SemEval-14L is 94%.
Meanwhile, the minimum F1 measure value observed in the
Twitter dataset of US Airlines is 89%. On the domain dataset
of SemEval-15R, SC’s task achieved a maximum F1 score of
93%. Meanwhile, the Att-MC-GRU’s minimum F1 measure
value on the datasets of SemEval-16L and SemEval-15L is
85%. A summary of the performance of Att-MC-GRU’s F1
measure score in all other datasets has presented in Fig. 6(c).
In addition, Att-MC-GRU uses a parallel combination of

word embedding, POS tags, and contextual position infor-
mation. Thus, this study also analyzes the performance of
each input channel separately and compares their effective-
ness with multi-channel GRU performance to discriminate

the advantages of the parallel fusion of various input novel
deep features. Furthermore, the experiments demonstrate that
multi-channel GRU outperforms single-feature utilization.
On the other hand, the hypothesis that contextual position
information improves word embedding and POS tag per-
formance also validates itself through experiments. Further-
more, the parallel use of novel deep features with GRU shows
the superiority of parallel-combined inputs when dealingwith
multimodal data. Experiments show that the parallel combi-
nation of contextual position information, word embedding,
and POS tags strengthens multi-channel GRU. In addition,
it examines that using multiple deep features produces better
results than single-feature utilization when dealing with mul-
timodal data. Based on Fig. 7, we observed that the parallel
fusion of novel deep features with GRU performs better than
using a single channel or relying on a single input feature.
The reason is that the parallel use of input parameters com-
bines the advantages of each input and uses their strengths
to capture multimodal data more accurately than either one
alone.

The Precision-Recall (PR) curve, a commonly used visual
tool, is used to assess how well proposed approaches
perform in terms of their ability to distinguish between
two classes. In order to measure how well the attention-
based multi-channel gated recurrent neural network distin-
guishes between several categories, it utilizes the PR curve.
The area under the curve shows the attention-based multi-
channel gated recurrent neural network’s substantial perfor-
mance when categorizing multi-class classification, as shown
in Fig. 8.
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FIGURE 7. Impact of single and multi-channels on proposed model.

FIGURE 8. Model’s precision-recall curve.

VI. CONCLUSION
The proposed method considers an attention-based
multi-channel gated recurrent neural network while extract-
ing targeted aspects from textual reviews and classifying
their associated sentiments. The utilization of contextual
position information and consideration of word embedding
and POS tags contribute to the remarkable capabilities of
the proposed methodology. A distinctive feature of the Att-
MC-GRU is that it identifies aspects rather than obtaining
them explicitly. Using these identified aspects, the proposed
method predicts their sentiment based on the context in
which they are encountered. Hence, we summarize the
overall performance of Att-MC-GRU on different domains
of standardized datasets during ATE and SC tasks from a
variety of metrics perspectives, including F1, precision, and
recall. Based on the results from all datasets, the frame-
work performs significantly better than baseline approaches.
According to this illustration, the Att-MC-GRU achieves a
better precision value when it performs the task of ATE,

while the SC task gains a higher recall value. According to
the F1 measure, their performance is mixed. Multiple input
channels for the GRU algorithm have been the reason for
the approach’s promising performance. Furthermore, word
embedding, POS tags, and positional information maximize
accuracy in filtering targeted aspects and their sentiments by
collaborating with attention mechanisms. This illustrates the
efficacy of deep feature collaboration and the significance
of multi-channel inputs in GRUs in empirical quantitative
studies. Further work on implicit polarity regarding targeted
aspects will be undertaken in the future.
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