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ABSTRACT Real-time deep learning faces the challenge of balancing accuracy and time, especially in cyber-
security where intrusion detection is crucial. Traditional deep learning techniques have been insufficient in
identifying network anomalies and intrusions. To address this, a Fully Streaming Big Data Framework based
on optimizedDeep Learning for cybersecurity (FSBDL)was proposed. The framework leverages two parallel
optimization algorithms, Adam and RMSprop, labeled Hyper-parallel optimization (HPO) techniques to
enhance efficiency and stability. The optimized CNN in the proposed framework achieves high accuracy
in real-time intrusion detection without compromising reliability. The CNN is customized to address
overfitting issues in recurrent connections by reducing the number of training parameters, using customized
activation functions and regularization techniques. The CNN is trained in parallel using Adam and RMSprop
optimization algorithms, resulting in significant accuracy improvements that surpass traditional methods
and current state-of-the-art approaches. The HPO is a crucial component of the proposed framework, as it
enables the system to detect intrusions in real-time, ensuring prompt response to potential cyber threats. The
six-layer FSBDL framework includes data pre-processing, feature selection, hyper-parallelism, a customized
CNN, a GUI layer for interpretation, and a detection-evaluation layer. The optimized CNN was designed to
detect intrusions in real-time without compromising accuracy or reliability. The proposed algorithms were
evaluated using various performance metrics, showing that the accuracy of the framework surpasses 99.9%,
indicating its superiority over other intrusion detection models. This novel intrusion detection model offers
promising prospects for cybersecurity, and its effectiveness and accuracy have been demonstrated through
experimentation.

INDEX TERMS Cyber security, streaming data, intrusion detection, deep learning, conventional neural
network (CNN), optimization.

I. INTRODUCTION
With the proliferation of streaming data and advanced
technical processing, the magnitude of network and traf-
fic complexity is on the rise. As a result, navigating and
managing these systems requires increasingly sophisticated
skills and strategies. Streaming data generated by computer
networks changes over time and arrives infinitely at high
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speeds. To this end, intelligent intrusion detection systems
must rapidly monitor and analyze this growing data stream
in real-time [1].

Recent research has classified real-time IDS into three
categories based on the method’s objective. The primary
objective of the initial selection technique is to reduce the
duration required to arrive at a verdict. The second focuses
on pattern matching for dedicated hardware to speed up
intruder detection, which often results in better real-time
performance. The third type is based on a combination of
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different big data techniques applied by machine learning
algorithms [2].

When considering IDS as a binary problem, the conduct
of the access network is classified as either non-malicious or
malicious. There are several kinds of attacks, and network
traffic is one of the lines that an attacker might penetrate. The
second perspective considers the network traffic segmented
into four distinct classes: Normal DoS (Denial of Service),
R2L (Root to Local), U2R (User to Root and Probe) [3], [4].

Many traditional machine learning techniques are used
to identify network anomalies, but due to their flat archi-
tecture and inability to handle larger datasets, they are not
suitable for big data environments and cannot detect intrud-
ers in real time [5]. The utilization of DL has become
increasingly widespread across a wide range of applica-
tions [6], [7], [8], [9], [10]. The effectiveness and accuracy
of DL frameworks can be greatly improved by selecting an
appropriate training algorithm and fine-tuning various factors
and percentage of false detections, and functions used for
training [11]. Furthermore, the performance of IDS can be
improved by choosing the best classification technique and
feature extraction method [12], [13].

Deep Learning (DL) methodologies such as Long
Short-Term Memory (LSTM) and Support Vector Machines
(SVM) have also been used for IDS [14], particularly
multi-layered Convolutional Neural Networks (CNNs), have
gained popularity in the field of Intrusion Detection Systems
(IDS).

The implementation of multi-layered CNN has been used
in the use of DL methodologies for IDS [15]. The proposed
model has limitations, such as relying heavily on labeled data
and being optimized for use in massive networks, which may
reduce its effectiveness in smaller networks or different use
cases. Despite this, CNNs in the model can classify and select
features in traffic data and even learn better features than
traditional feature selection algorithms. Additionally, the use
of similar convolutional kernels in CNNs reduces compu-
tational complexity and the number of parameters required
for training, making it easier to identify types of traffic data
attacks [16]. However, there are challenges in applying an
IDS in real-time [17]. including the need to anticipate changes
in attacker behavior patterns that may bypass the IDS, the
importance of data features in training the model, and the
need for performance evaluation to achieve high detection in
real-time.

Another crucial aspect that can influence the effectiveness
of a DL model is the choice of an optimizer. The optimizer
is crucial in adjusting the model’s weights and biases during
training influencing the model’s accuracy and efficiency.

As deep learning research has progressed, the development
of efficient optimization algorithms has become increasingly
important. Among the many optimization algorithms that
have been proposed, Adam and RMSprop have emerged as
popular choices for training deep neural networks.

Adam, which stands for Adaptive Moment Esti-
mation [18], is an optimization algorithm that uses

gradient-based first-order optimization and tracks the mean
of the parameters to determine a running estimate of the
second raw moment of the gradient; The adaptive learning
rate adjusts the learning rate. On the other hand, viewed from
another perspective, RMSprop is a gradient-based second-
order optimization algorithm that uses the average of the
squared gradients over time to determine an appropriate
learning rate for each parameter [19], [20].

By combining these two optimization algorithms, the
model can benefit from the fast convergence and adaptive
learning rate of Adam, as well as the stability and preci-
sion of RMSprop. This can lead to better performance and
accuracy in tasks related to cyber security, such as detecting
and classifying cyber threats or predicting vulnerabilities in
systems. The combination of Adam and RMSprop can also
help to prevent overfitting and improve generalization, which
is critical for effective cyber security applications.

II. MOTIVATIONS AND CONTRIBUTIONS OF THE STUDY
The purpose of this research is to improve the efficiency of
the Fully Streaming Big Data Framework for Cyber Security
(FSBDL) by integrating two parallel optimization algorithms,
Adam and RMSprop.

The motivation behind using these two parallel optimiza-
tion techniques is to enhance the optimization process’s
convergence and efficiency. These techniques use different
approaches to fine-tune the learning rate of the model, which
can help mitigate the issue of oscillation or divergence dur-
ing training. Using two parallel optimization techniques can
also provide a stronger optimization process, as the different
approaches may be more effective in different situations.

The objective ultimately is to identify the most suit-
able set of parameters for the model with maximum speed
and precision. The FSBDL model is based on six layers:
data processing, feature selection, extraction, Hyper paral-
lel optimization. data flow deep learning, GUI design, and
detection-evaluation. In this study, two parallel optimization
techniques Adam and RMSprop were integrated to optimize
the big data used in the FSBDL system and address the
issue of redundant data in the NSL-KDD dataset through a
hybrid solution [21]. We designed a GUI for real-time IDS.
Our ultimate goal is to enhance the FSBDL framework’s
performance concerning accuracy, precision, and sensitivity
and specificity compared to other schemes.

The main contributions of the paper are as follows:

• Propose a Fully Streaming Big Data Framework based
on optimized DL for cyber security (FSBDL) that
enhance the accuracy of real-time intrusion detection
systems.

• Proposed a parallel optimization technique that utilizes
both Adam and RMSprop algorithms to enhance the
model’s accuracy, stability, and generalization ability.

• Introduce techniques for optimizing CNN algorithms to
handle imbalanced NSL-KDD data.
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• Evaluate the performance of the deep learning algo-
rithms by assessing their accuracy, precision, specificity,
and sensitivity rankings.

• Implement a GUI to aid interaction and timely detect
network behavior.

• Compare the results of the proposed framework with
existing algorithms.

The paper’s roadmap is as follows: Section II discusses
the justification and significance of the study. Section III
provides a comprehensive examination of relevant litera-
ture, including a summary of CNNs and ID. Section IV
introduces the proposed FSBDL and the developed frame-
work. Section V analyses and discusses the results of the
experiments. Section VI. presents the study’s conclusion and
suggestions for future work.

III. OVERVIEW AND RELATED WORK
Big data has increased the number of cyber intrusion attacks,
as many studies have noted [16], [21], [22]. Attackers hide
activities, making it hard to configure IDS, especially for
zero-day attacks without prior knowledge [23].

Real-time intrusion detection systems are vital for prevent-
ing network attacks. Researchers identify three key issues:
reducing detection time, enhancing accuracywith filter-based
feature selection, and improving accuracy and reducing false
alarms with deep learning algorithms [24], [25].

Feature selection reduces dimensionality and enhances
computational efficiency of detection algorithms by identi-
fying significant features using statistical measures such as
correlation and mutual information. In [26], a novel feature
selection method for network IDS is proposed that employs
combinatorial optimization. The proposed approach aims to
improve the accuracy of IDS by identifying the most relevant
and meaningful features from large datasets.

The second category of real-time ID involves filter-based
feature selection methods that evaluate the relevance of
each feature independently of the classification algorithm.
These methods, which include chi-square testing, informa-
tion exchange, and correlation-based selection of features,
enhance detection accuracy and are appropriate for large fea-
ture spaces. In a recent study [22], The author suggested a new
fog-enabled IoT network attack detection system utilizing
filter-based feature selection approaches to improve attack
recognition accuracy by picking the most relevant features
from a vast dataset.

The third category of real-time intrusion detection involves
using deep learning algorithms to improve accuracy and
reduce false alarms. These algorithms can learn relevant
features from raw data and handle complex and nonlinear
relationships between input features and target variables.

Various deep learning models such as CNNs, RNNs, and
DBNs have been used for real-time detection in different
domains [23]. A new intrusion detection approach using
FHD-CNNwas proposed in [27], highlighting the limitations
of traditional systems and the need for carefully curated

training data and constant updates to adapt to evolving threats.
A method for assessing machine degradation was suggested
in [28] using DCNN and transfer learning techniques. In [20],
To increase accuracy, an optimized ANN-based technique
was developed by investigating alternative hyperparameters,
applying ensemble methods, and using larger and diverse
datasets. Deep learning techniques have been presented to
boost the accuracy of ID in a variety of domains. The paper
proposed in [29] suggests using a combination of DNN
and transfer learning to improve the performance of the
intrusion detection system in real-time. In [30], the authors
propose a new intrusion detection system that uses audio
signals and convolutional neural networks for classification.
Larger datasets and optimized hyperparameters can improve
the accuracy of the proposed system. The system proposed
in [31] utilizes deep reinforcement learning, feature selection,
and optimal hyperparameters to identify anomalous network
traffic patterns. In [32], DCNN are employed to enhance
the security of industrial IoT systems by training on net-
work traffic patterns. Possible improvements include adding
security features or a hybrid approach for better accuracy.
Other research aimed to enhance the accuracy of the sys-
tem by using hyper-optimization algorithms as in [33], The
study focused on enhancing the accuracy of network IDS
by combining traditional machine learning algorithms (SVM
and RF) with deep learning techniques (CNN and RNN). The
proposed hybrid model aims to improve the classification
effectiveness of intrusion detection systems by leveraging
the strengths of both machine learning and deep learning
techniques.

Table 1 presents an overview of studies on improv-
ing the accuracy of deep learning techniques for intrusion
detection systems (IDS). Each study is evaluated based on
its methods, dataset, optimization method, accuracy and
limitations.

The primary objective of FSBDL is to improve the accu-
racy and speed of detecting 23 different types of attacks in
high-speed networks, compared to traditional deep learning
algorithms. With the incorporation of Adam and RMSprop
algorithms, the framework’s performance is further elevated,
making it highly effective in identifying and preventing
cyber-attacks.

IV. THE PROPOSED FSBDL FRAMEWORK
The difficulty of this proposal is to perform at the highest
accuracy while minimizing processing time, expanding the
set of hidden layers in a NN can lead to higher accuracy
but also longer processing time. However, we can boost the
accuracy of the NN by using hyper parallel optimization tech-
niques. This approach allows us to strike a balance between
accuracy and efficiency, making the proposal more viable and
practical for real-world applications.

As depicted in Figure 1, the FSBDL framework is built
from six layers. The first layer involves data preparation,
followed by the second layer that performs feature selection.
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TABLE 1. Real-time intrusion detection system: A comprehensive review.

FIGURE 1. The Proposed FSBDL Framework.

The third layer is a hyper-parallel optimization layer aimed
at enhancing the accuracy of normalized data. The fourth
layer is a data flow deep learning layer that employs advanced
deep learning techniques. The fifth layer is dedicated to GUI

design. output is then fed into the GUI interface of the IDS.
The framework’s effectiveness in decision-making for the
IDS is evaluated in the final layer, referred to as the detection-
evaluation layer.
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A. DATA PREPROCESSING LAYER
The NSL-KDD dataset, which is commonly used in IDS
evaluations, contains redundant samples due to its continu-
ous data streams. During the pre-processing stage, we first
normalize the data and then encode the features into a symbol
space to distinguish between raw data.

1) DATA NORMALIZATION
The first step in the data preparation phase involves cleaning
the data by removing any redundant information and filling
in any missing values. By selecting the most relevant and
meaningful features from the data stream, accuracy can be
improved and errors in traffic categorization can be reduced.
The processing phase involves transforming and standard-
izing the data, converting categorical values into numerical
values as required by the learning algorithm. Z- score normal-
ization is utilized in this phase to decrease variance in large
datasets and speed up the training process.

This method was tested on the NSL-KDD dataset to make
the training more efficient with cleaned and standardized data

z = (x − µ)/σ (1)

where z is the z-score normalization, x is the value, µ is
the mean of the sample and σ refers to the sample standard
deviation [34].

2) FEATURE MAPPING
Feature mapping is a process used to organize categorical
data [35], [36]. Hot encoding, also known as feature coding,
is a process used to prepare data sets for ML. The initial
stage is to pre-process the dataset, followed by identifying
the categorical variables that need to be hot-encoded, such as
‘‘flag,’’ ‘‘host login,’’ ‘‘login,’’ ‘‘protocol type,’’ ‘‘service,’’
and ‘‘ground.’’ In step two, a new column is created for each
category within each identified categorical variable. Such as,
if the ‘‘protocol type’’ variable has three categories (TCP,
UDP, and ICMP), three new columns would be created.

The NSL-KDD dataset, which includes 41 features for
23 types of attacks divided into persistent and token cat-
egories, is used in this process. In step three, the one-hot
method is used for symbolic features, resulting in a matrix
with regard to the number of instances and records in the
total dataset (494022 records), each case having 41 features.
However, the large amount of data may slow down system
execution, so the features are organized into an array. In step
four, symbolic properties are converted into a set of bits
representing the feature number, improving accuracy while
reducing execution time.

This involves encoding the token features and the 23 types
of attacks into numerical form, with each column represent-
ing a symbolic property of the database that is labelled and
then split intomultiple columns. In the final step, the values in
the columns are transformed into either 1s or 0s based on their
presence. Continuous-type features need to be transformed
to a common scale [0, 1] range using the default scaler. This

hot encoding process allows for more efficient processing and
improved accuracy in identifying and categorizing the data.

B. FEATURE SELECTION PROCESS
To create a feature selection subset from the NSL-KDD
dataset, the first step is to perform a comprehensive analysis
of the dataset to identify the most important features for the
task at hand. This involves evaluating the impact of each char-
acteristic on the relation between the features and the target
variable., and assessing each feature’s impact on the overall
model performance. To determine the ideal set of features,
the model is trained and tested on various combinations of
features, and the results are compared to identify the most
accurate and efficient combination. The selected feature set is
then used to train a deep learning model, which is evaluated
on a separate test dataset to determine its overall accuracy
and identify areas for improvement. This rigorous process
ensures that only the most relevant features are utilized in
the model, leading to increased accuracy and efficiency in the
categorization of traffic within the data stream.

FIGURE 2. Hyper Parallel Optimization Block Diagram.

C. HYPER PARALLEL OPTIMIZATION (HPO)
The proposed framework’s novelty lies in the combination of
two powerful optimization techniques, Adam and RMSprop,
to handle big data stream problems efficiently. We use a com-
bination of optimizers in parallel to select the optimal feature
subset for feature extraction. Among them, Adam optimizer
adapts the learning rate for each parameter [37], [38] while
RMSprop helps prevent oscillations in the optimization pro-
cess [31], [39].

The FSBDL user subset generation process involves two
steps. First, a full search identifies the best combination of
features by considering all 2^N candidate subsets for each
data set with N features and allowing for the addition or
removal of features. In the second step, the evaluated subset is
measured using genetic techniques based on distance, infor-
mation gain, correlation, and similarity features until desired
criteria are met. Figure 2 illustrates the process flow.

The use of Hyper Parallel Optimization (HPO) aims
to achieve maximum precision and accuracy when train-
ing the ID framework. The process starts with inputting
the ID dataset, using this technique, the model is trained
and then evaluated. The NN model and the Adam and
RMSprop optimizers are initialized and configured with
respective hyperparameters. The model is trained in parallel
using both optimizers by dividing the dataset into two parts
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FIGURE 3. Hyper Parallel Optimization Block Diagram.

and simultaneously training with Adam and RMSprop. The
trainedmodel is evaluated on a validation dataset to determine
performance. The final model with the highest accuracy is
selected and evaluated on an unseen test dataset to assess its
performance on new data. Further improvements can bemade
by repeating the process with adjusted hyperparameters. The
resulting output is a model with high accuracy, ready to be
used in an IDS.

D. DATA FLOW DEEP LEARNING LAYER
The proposed FSBDL is a sequence of layers applied to a
deep CNN technique with batch normalization to optimize
performance. The arrangement of CNN components is impor-
tant, and SoftMax and ReLU are used as activation functions.
Batch normalization layers are used for a multi-class neural
network, allowing independent learning while normalizing
output for computation of the loss function.

The proposed CNN network module and its architecture
using DL, as well as the data flow DL network analyzer, are
shown in Figure 3. The network is symbolized by a Directed
Acyclic Graph (DAG) in Figure 3, which helps understand
the connectivity between layers, the purpose of activation
functions, and the effectiveness of learnable weights and
biases. The ‘‘o’’ symbol represents the layers of the object,
and the arrow ‘‘→-’’ shows the link between source and
destination points. The Graph layer enables configuration
and adjustment of the object’s layer plotting. The network
consists of 7 layers as shown in the DAG graph object. The
framework details are as follows:

1) LAYER 1: DATA INPUT LAYER
It provides 118 random features as an input for the deep neural
network framework.

2) LAYER-2 FULLY CONVOLUTION LAYER
The key role of the conventional layer is featuring extrac-
tion, the number of channels is 50, the size is 118(c)∗1(B),

where B1 is the n1- dimensional bias vector, and the bias
vector of 1 layer is used Increase degrees of freedom,
reduce the number of connections, and increase processing
power.

3) LAYER-3 BATCHNORM
By standardizing the input for each epoch, BN improves
the output of the last layer [43]. Our proposed framework
simplifies the network by reducing the 50- channel input to
a single layer. This not only normalizes the input but also
reduces the number of training epochs required. Applying
activations to this layer further decreases the number of direct
inputs to the previous layer, thereby improving the constancy
of the training process and the overall accuracy. With Batch
Normalization (BN), the input distribution is converted to a
standard distribution of normalitywithmean 0 and variance 1,
which avoids the gradient dispersion problem and increases
the size of the gradients. This leads to faster convergence
of deep neural networks, thereby speeding up the training
process.

4) LAYER 4: RECTIFIED LINEAR UNIT (RELU)
We use an activation function in our proposed data flow layer
to clearly differentiate the output as either positive or negative
representation [40], [41]. The ReLU layer activation function,
with weights 50(c)∗1(B), The threshold operation performed
by the system sets any negative values less than zero to zero,
as calculated in equation (2):

(x) = max(0, x) (2)

5) LAYER 5: FULLY-CONNECTED LAYER 2
The input is obtained from the preceding ReLU layer, and
the output of the classification layer is thoroughly analyzed.
This generates a unit corresponding to 23 traffic classes for
multi-class classification.
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6) LAYER 6: SOFTMAX
The SoftMax layer is an activation function that maps mul-
tiple scalars into a probability distribution with an output
range of 0 to 1. The activation function used by the SoftMax
layer, SoftMax, converts multiple scalars into a probability
distribution between 0 and 1.

7) CLASS OUTPUT
The proposed data flow deep learning algorithm is shown in
the following algorithm.

E. THE GRAPHIC USER INTERFACE (GUI) LAYER FOR
FULLY ID DEEP LEARNING
The IDS application with a GUI can analyze data behavior
and current attack features. It monitors network traffic and
analyses received data. An example of the IDS is shown in
Figure 4 to demonstrate how the proposed IDS works.

The GUI not only detects real-time data but also provides
an accuracy score and identifies the form of attack. In the
GUI, a dialog shown in Figure 4 allows the user to run
DL with HPO optimization. It displays a list of attacks and
consists of three tabs. The first is to ‘‘read’’ and upload
data, the second is to ‘‘run’’ the frame processing layer and
make decisions, and the last is to close the tab. The user
can select the algorithm type or all methods via checkboxes.
For example, in the GUI data case shown in the figure,
the user selects the algorithm for the judgment. When the
detection score is 100%, NID knows the payload is accurate
and displays 41 functions as data cases in the current function
box. However, the results may not be completely reliable as
the initial IDS results may contain errors.

The approach utilized produces a decision with a specific
level of accuracy, assessable through the accuracy percentage.
This enables identification of normal or attacked data and
determination of attack classification. The labeler displays
the predictions generated by leading CNN frameworks as a
reference for analysts discerning actual malicious payloads.

F. DETECTION-EVALUATION LAYER
This layer is for detection evaluation. It evaluates the behavior
of the data in real time and decides whether the behavior is
normal or indicates an intrusion. The system can also detect
the type of intrusion, resulting in a high accuracy and low
error rate, giving the system high credibility for intrusion
detection.

V. EXPERIMENTAL RESULTS AND DISCUSSION
To validate our proposed framework, we conducted ten com-
parative studies with recent algorithms. These comparisons
were made on a computer equipped with Windows 10 oper-
ating system, an NVIDIAGeForce RTX 3070 card with 6 GB
of graphics memory, and an Intel(R) Core (TM) i7-10700K
CPU@3.80GHz featuring 8 cores, as well as 32 GB of RAM.
The deep learning model was developed using MATLAB

Algorithm 1 ID Deep Learning Using HPO Optimization
Input:
Data stream with a feature input layer
Output: Optimized data set.
x = input_Stream;
t = targetExpanded( );
Start
1. Define network architecture
% Create a network with a feature input layer and specify the number
of features. 2. Set hiddenLayerSize = 10;
3. Set miniBatchSize = 1024;
4. Calculate net = CNN (hiddenLayerSize, trainFcn);
% Setup Division of Data for Training, Validation, Testing
5. Net.divideparam.trainratio = 0.7;
6. Net.divideparam.valratio = 0.15;
7. Net.divideparam.testratio = 0.15;
8. 2. Specify training options
9. Calaculate [net,tr] = trainNetwork(x, t, net.Layers, options);
10. [net,tr]=trainNetwork (x, t, net.Layers, options)
11. % Test the Network
12. y = net(x);
13. e = gsubtract(t, y);
14. Calculate performance = perform(net, t, y);
15. tind = vec2ind(t);
16. yind = vec2ind(y);
17. Calculate percentErrors = sum(tind ∼= yind)/numel(tind);
18. Y = round(y)’;
19. countAll = 0;
20. For i=1: length(targetExpanded)
21. if Y(i,:) == targetexpanded(i,:)
22. Countall = countall + 1;
23. Calculate accuracy;
24. Length(targetexpanded);
25. Countall = 0;
26. End if
27. End for
28. numFeatures = size(tbl,2) - 1;
29. numClasses = numel(classNames);
30. layers = [imageInputLayer([28 28 1]),
convolution2dLayer(5,20), reluLayer, maxPooling2dLayer(2,’Stride’,2),
convolution2dLayer(5,50), reluLayer, maxPooling2dLayer(2,’Stride’,2),
fullyConnectedLayer(500), reluLayer,
fullyConnectedLayer(numClasses), softmaxLayer, classificationLayer];

31. % Specify Training Options
32. options = trainingOptions(‘adam’, ‘MiniBatchSize’, miniBatchSize)
33. % Train Network
34. net = trainNetwork(tblTrain,
categorical(tblTrain.(labelName)), layers, options);

35. % Test ALL Network
36. YPred= classify(net, tbl(:,1:end-1), ‘MiniBatchSize’, miniBatchSize);
37. Calculate YTest = tbl{:,labelName};
38. Accuracy All = sum(YPred == YTest) ∗ 100 / numel(YTest);
39. For i=1 to numclass
40. Countclass = zeros (1, numclasses);
41. Countcorrectclass = zeros (1, numclasses);
42. For i = 1: numel (YPred)
43. Calculate idx = find(YPred(i) == classNames);
44. countClass(idx) = countClass(idx) + 1;
45. IF YPred(i) == YTest(i)
46. countCorrectClass(idx) = countCorrectClass(idx) + 1;
47. End For

48. End

programming language, and Tensor Flow-GPU library with
Keras was utilized for computation.
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FIGURE 4. Graphical User Interface application for IDS proposed algorithm.

TABLE 2. NSL-KDD classification attacker types.

A. NSL-KDD DATA SET
The NSL-KDD dataset was chosen as it is widely recognized
and widely used as a benchmark for evaluating intrusion
detection systems. It contains a large number of different
types of network attacks, making it suitable for evaluating
various ID approaches [42], [43]. Moreover, it has been used
in previous studies and provides a useful point of comparison
for our results. Other datasets such as CICID [44], were not
considered due to their inappropriateness for our research
question and methodology. The use of multiple datasets
would have increased the complexity and risk of overfitting
the model.

The dataset includes train, validation, and test data, consist-
ing of 23 attack types and common packet data types, divided
into four categories: DoS, Probe, U2R, and R2L. Table 2
provides details on the four attack categories and the type of
each attack.

Table 3 demonstrates that the NSL-KDD dataset comprises
vectors with 41 features and a single class label. Among
these, 33 are continuous while the remaining 7 are symbolic.
Feature reduction improves classification accuracy and saves
computing time. Encoding function understands new func-
tion from inputs, input layer is original set, hidden layer helps

understand for dimensionality reduction, and output layer
represents objective function.

B. PERFORMANCE EVALUATION OF THE FSBDL
FRAMEWORK ON STREAMING DATA
This proposal applies the IDS framework to test its effi-
ciency and compare its results with the latest seven recent
research studies. The confusion matrices produced by the
classification method have two values: true positives and
false positives [40]. The NSL-KDD dataset was categorized
into (DOS, R2L, U2R, and Prob), and 42 different subsets
were generated by adding and removing features. Each subset
is evaluated based on a specific criterion to determine the
optimal dataset from 494021 instances. The dataset attributes
are real-time multivariate, and the DL evaluation metrics are
TP, TN, FP, and FN. TP indicates a correct intrusion detec-
tion [45], [46], FP means normal behavior was mistakenly
classified as an intrusion, TN indicates normal behavior was
correctly classified as normal, and FN indicates an undetected
attack classified as normal. Common performance metrics,
including accuracy, Sensitivity, Specificity and precession are
typically used in studies to evaluate the performance of a
framework [47], [48].

In this study, we evaluate the framework’s performance
using four common validation metrics: accuracy, precision,
specificity, and sensitivity, outlined in [49]. The calculations
for these metrics are as follows:

1) ACCURACY
It describes the ratio of true predictions.

Accuracy = (TP+ TN )/(TP+ TN + FP+ FN ) (3)
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TABLE 3. NSL-KDD feature description.

FIGURE 5. Evaluation FSBDL training and testing data in Optimization learning curves after 30 epochs in NSL-KDD dataset.

VOLUME 11, 2023 65683



N. Hussen et al.: Fully Streaming Big Data Framework for Cyber Security Based on Optimized DL Algorithm

TABLE 4. FSBDL attack classification learning.

2) PRECISION
It represents the percentage of attack connections that are
correctly classified as intrusions versus the total number of
attack flows:

Precision = TP/(TP+ FP) (4)

3) SENSITIVITY
It is a parameter used to measure the proportion of positive
identifications that are correctly classified.

Sensitivity = TP/(TP+ FN ) (5)

4) SPECIFICITY
It is a parameter used to measure the proportion of negative
identifications that are correctly classified.

Specificity = TN/(TN + FP) (6)

C. ANALYSIS OF PARALLEL OPTIMIZATION TECHNIQUES
AND ON CYBER SECURITY FSBDL FRAMEWORK
The performance of the FSBDL framework was evaluated
by optimizing its training parameters and testing the network

shown in Figure 5. The validation accuracy, training iteration
by epoch, frequency, and learning rate time were confirmed.

The article highlights two challenges faced by classic IDS
deep learning algorithms. Firstly, they can be time-consuming
due to the flow of data in the dataset. This challenge
was addressed by reducing the total number of processes
using a large learning rate and utilizing 30 epochs of
the Adam-RMSProb parallel optimization algorithm’s pre-
training process.

Secondly, the NSL-KDD dataset can suffer from overfit-
ting, which can hinder real-time training data classification.
To tackle this issue, a GUI was developed to create a real-time
dataset solution that can detect intrusions promptly.

The FSBDL framework was developed using the
NSL-KDD data set and ReLU activation function on the
hidden layer. Binary cross-entropy loss function was used
for training. The bottleneck layer’s output served as input
for the DNN framework. During the generation of output by
the initial kernel, categorical cross-entropy function loss was
utilized.

The learning rate was set to 0.01, and the CNN had a
layer with no significant effect on IDS detection. The Adam
optimization algorithm is the best with one, two, or three
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TABLE 5. FSBDL framework output multi classification.

TABLE 6. FSBDL attack classification evaluation Metric.

VOLUME 11, 2023 65685



N. Hussen et al.: Fully Streaming Big Data Framework for Cyber Security Based on Optimized DL Algorithm

FIGURE 6. IDS implementation on FSBDL deep learning Confusion matrix (a) CM for all data (b) CM for train data (c) CM for validation (d)
CM for test data.

hidden layers. 0.01 is the best learning rate for NSL-KDD.
The batch-norm size should be 1024, and the learning rate
should be 0.01. The detailed results of NSL-KDD for DL
are shown in Table 4 in several cases, such as training,
validation, testing, and results of all data. The values in
table show that certain types of attackers are difficult to
predict, such as R2L, including FTP write, multihop, spy,
and imap, and U2R, including load modules, (rootkit, buffer
overflow, and Perl) attacks. Results are predictable traces
for each attack class (ftp-write, multihop, spy, imap, load
module, rootkit, buffer-overflow, and Perl attacks) After the
learning process, the small amount of training data from the
NSL KDD dataset caused (0.002, 0.002, 0.000, 0.002, 0.002,
0.0020.006, 0.001).

Table 5 explains the prediction process metrics for each
attack category to reveal the capabilities of the framework.
The detection rate was only 60.87 attacks were detected as
intruders, and the resulting prediction rate for each attack cat-
egory (ftp-write, multihop, spy, imap, load module, rootkit,
buffer-overflow, and Perl attacks) tracked, 0.25, 22. 2, 50,
83.33, 0.13, 20.00, 76.67, and 100.00. The ratio refers to
the high performance of the detection type according to each
total amount. Because modifying attacks to make them indis-
tinguishable from normal behavior is intentionally difficult,
it’s possible to detect modified attacks by comparing packet
activity against normal behavior. These are 8 out of 46 modi-
fied attacks against 46 normal labels during testing. During
data testing, 11 modified attacks against 46 labels were
detectable. Its implication means that the IDS framework
cannot generalize to U2R attacks. For the R2L attack class,
the predicted value from the training data is almost 71.50

TABLE 7. Comparison of the Proposed Framework and State-of-the-Art
Stream Data IDS Method.

(1611 out of 2253). However, for the test data, the NSL-
KDD test, train, and validation TPRs are only 20 and 48.25.
Respectively. Furthermore, the imbalanced factory is.80 for
all training data. It can be seen more clearly in the confusion
matrix that the R2L attack is detected as normal packets on
both the training and test data. Even with test data, a normal
packet represents approximately 60 of the 2,754 R2L attacks.
Confusion matrix (CM) in the Figure 6 (a. HPO Confusion
Matrix, b. Confusion Matrix for all predicted data, Confusion
Matrix Train, Test, and Validation appears the details.
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Figure 6 displays the attacker’s activity after data process-
ing training, validation, and testing phases. The attacker’s
behavior is observed in Figures 6a-d, with Figure 5a show-
ing their normal behavior during data processing. Tables 6
demonstrate the performance of a specific IDS implementa-
tion using the FSBDL framework. The Table shows an almost
100% detection rate for various types of attacks, including
perl, phf, and s/m, during training, validation, and testing
stages. However, some subclasses of attack may not be recog-
nized by the framework, resulting in slightly lower detection
rates during testing. It is believed that this frameworkmay not
be able to detect every attack within its classes.

Although an attack may belong to a single class, its pattern
may still exhibit significant variations based on other attacks
in the same class.Without any specific learning or training for
that particular attack, it is unlikely that the framework will be
able to detect it. Anomaly-based IDS systems detect unusual
behaviour in packets and compare that behaviour to that of a
normal packet.

D. COMPARATIVE ANALYSIS OF FSBDL AND
STATE-OF-THE-ART CYBER SECURITY FRAMEWORKS
BASED ON DEEP LEARNING ALGORITHM
The effectiveness of anomaly-based IDS systems is limited
when it comes to detecting stealthy attacks as these types
of attacks do not display unusual behavior. Stealthy attacks
are executed in a way that avoids detection by modifying the
normal protocol, including the execution, action and cleaning
processes. To avoid drawing attention, attackers spread out
the attack over multiple sessions and an extended period,
utilizing basic services to prevent unusual commands from
being detected as normal packages. The host-based IDS
system in use employs log data to identify abnormal network
activity.

In terms of accuracy, precision, sensitivity, and other met-
rics, we compared the results of our FSBDL framework
presented in section v.2 with ten recent studies that utilized
various DL techniques on the NSL-KDD dataset. As demon-
strated in Table 7, our approach outperforms the other studies.

VI. CONCLUSION AND FUTURE WORK
In the context of deep learning applications, achieving high
accuracy and fast running times can be challenging due to
the relationship between accuracy and the number of hidden
layers and implementation time. To address this issue, a pro-
posal suggests sacrificing one objective for the other by using
three phases.

Phase one involves feature selection using an HPO opti-
mizer to reduce the data volume. Phase two focuses on data
flow using a deep learning layer with CNN, batch normaliza-
tion, and soft-max activation. Finally, phase three introduces a
GUI that continuously monitors accuracy and time to achieve
the best combination of the two.

Additionally, the proposal introduces a GUI module
designed to allow the system to monitor network activity and
record what occurred during the training algorithm selection.

The proposed framework was tested against ten recent studies
and showed superior accuracy, precision, specificity, sensitiv-
ity, and F1 scores of 99.93%.

To further improve the effectiveness of intrusion detec-
tion systems, future work can investigate the explainability
and interpretability of deep learning models, evaluate per-
formance optimization techniques on unbalanced attack
datasets, and develop algorithms capable of detecting emer-
gency changes to network data and anomalies.

The proposed framework has numerous applications,
including drone identification and other areas where data
security is crucial. To further improve accuracy and effi-
ciency, transfer learning techniques will be explored, along
with integrating the framework with parallel optimization
algorithms like Adam and RMSprop Future research in these
areas is expected to result in substantial breakthroughs in the
realm of ID and information security, including protecting
sensitive customer information, preventing financial fraud,
and securing critical infrastructure.
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