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ABSTRACT In this paper, we aim at the traffic sign detection and recognition in complex road conditions.
We proposed a deep model for traffic sign detection and recognition. There are a few difficulties in traffic
sign detection task, such as, less recognizable, small target size, easily leading to detected failure and so on.
First, for the failure detection, we introduce Coordinate Attention (CA); second, to accelerate the regression
of prediction box, we introduce the angle loss into our objective function; third, for the overlapping and
occlusion phenomenon of ground truth, a dynamic label assignment strategy- simple Optimal Transport
Assignment (SimOTA) is utilized during label assignment; the last and the most important, for the target
size problem, we propose a feature fusion network, named hierarchical-path feature fusion network (H-
PFANet). Experiments were conducted on two public data sets, the results show that our improved model
performed better than YOLOv5s which is the base model and other popular algorithms on precision, recall
and mAP. For the difficult samples in data set CCTSDB-2021, the results show that compared to YOLOv5s,
the mAP@0.5 is improved by 6.3%, the mAP@0.5 : 0.95 is improved by 5.3%, and our method achieved
a detection speed of 91 FPS, with better robustness to changes in various traffic scenes, while maintaining
the volume of the original YOLOv5s model. On the whole CCTSDB-2021 data set, the precision of our
model reached 98.1%, the recall of our model reached 97.6% and the mAP@0.5 reached 98.8% with a
speed of 91 FPS. We also compared our method with other current detection algorithms on TT100K data
set, the results show that our proposed method performed better, and show the effectiveness of our method.

INDEX TERMS Attention mechanism, dynamic label assignment strategy, feature fusion, traffic sign
detection, YOLOv5.

I. INTRODUCTION
With the rapid development of social economy and informa-
tion technology, unmanned driving technology has also made
rapid progress. The core of the driverless system can be sum-
marized into three parts: perception, planning and control.
Perception is the first and the most important part, it mainly
refers to driverless system gathering information from the
environment, and then extracting related knowledge. During
the process, environmental awareness refers to the ability to
understand the environment, such as, obstacle identification,
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traffic sign detection and traffic signal recognition, pedestrian
and vehicle detection and so on.

As an important part of traffic system, traffic signs play
an important role in regulating, directing and controlling the
flow and direction of vehicles. They also prompt road con-
ditions, prevent traffic accidents, and play an important role
in ensuring people’s travel and vehicle driving safety. As an
important part of driverless system, traffic sign recognition
attracts more andmore attention from researchers. At present,
traffic sign detection methods are mainly divided into two
categories. One is the traditional detection method, which
mainly extracts information through color, edge information,
picture shape, etc., and then combines machine learning
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methods to detect. The other is the popular deep learning
detection method. Loy and Barnes [1] established possible
centroid position through image symmetry and edge infor-
mation to detect traffic signs. Its disadvantage is that it is
not applicable to all shapes and has poor generalization.
Bascon et al. [2] first segmented the pixel color in the image,
and then used the support vector machine to classify and
detect the shape. Although it can cover all colors and shapes,
it is inefficient. Those two methods belong to the first cate-
gory. In recent years, with the emergence of deep learning,
target detection task has made a major breakthrough. The
research is mainly divided into two directions, one is the two-
stage method, such as, R-CNN [3], Fast R-CNN [4], Faster
R-CNN [5] and so on. Those series methods are with high
recognition precision, but are slow for detection. Another cat-
egory is the one-stage method. Single Shot MultiBox Detec-
tor (SSD) [6] and You Only Look Once (YOLO) series [7],
[8] [9], [10] belong to this category. Those methods are fast,
but their recognition accuracy is a little lower than the two-
stage methods. With the development of deep model, more
efficient methods are proposed, such as YOLOv5. Those
methods are not only fast but also with good recognition
results. Wang et al. [11] proposed a cascade mask genera-
tion framework. The proposed framework takes multi-scale
images as input and processes them in ascending order of
the scale to deal with the detection of small objects with low
resolution.

For traffic sign detection, most of the research deals with
simple traffic scenes at present, which cannot meet the practi-
cal requirements. To our best knowledge, only a little research
is on the complex scene recognition, but it is for special scene,
and the ability of generalization is weak. Dong et al. [12] first
used the wavelet decomposition to reduce the influence of
rain and snow on recognition task, and then used the improved
YOLOv3 to recognize the traffic signs. In order to enhance
the detection effect in weak light scene, Zhao et al. [13] first
enhanced the brightness and contrast ratio of the original
image to increase the difference between the traffic signs and
the background, and then used the deep learning algorithm
for recognition. The detection effect is improved, but the time
complexity is a little high. Obviously, the methods mentioned
above cannot well adapt to various changes in natural scenes,
and the recognition accuracy and detection speed still need to
improve.

Complicate environment, for example, the bad weather,
illumination, occlusion, small target and so on, will cause low
recognition or undetection problems in traffic signs recog-
nition. In order to deal with those problems, we proposed
a traffic sign detection and recognition deep model based
on YOLOv5. The contribution of this manuscript mainly
includes four aspects:

• We introduced the Coordinate Attention (CA) at the end
of the backbone. This can deal with the other interfer-
ences in complex background and increase the attention
of the model to important features.

• We improved the regression loss function with the
introduction of the vector angle between the regression
boxes. In this way, it will reduce the freedom of the
prediction box in the process of convergence, accelerate
the network convergence, and improve the detection
effect.

• We also improved the label assignment strategy. The
dynamic label assignment strategy was used in positive
and negative sample selection. This can accelerate the
network optimization, alleviate the problems of dense
object distribution and serious occlusion in complex
environment.

• For the target size problem, we proposed a feature fusion
network named hierarchical-path feature aggregation
network (H-PFANet). Two different information fusion
strategies were designed and added between the back-
bone network and the deep network to alleviate the pixel
loss caused by small targets as the convolution deepens,
and increase the recognition ability of small targets in
complex background.

Section II shows the construction of the based YOLOv5
network; section III introduces our proposed network;
section IV shows the experiments and section V concludes
the paper.

II. INTRODUCTION OF OUR BASED YOLOv5
YOLOv5 is a new single-stage target detector opened by
Ultralytics inMay 2020. It integratesmany advanced achieve-
ments. What we used in this manuscript is the lasted vision
6.0. It consists of four parts, from the smallest to largest are:
YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x. YOLOv5s
is the smallest and YOLOv5x is the largest, the larger is the
model, the more are the parameters, the more complex is the
model and the higher is the precision. In this manuscript, our
goal is to develop a light model, so our model is based on
YOLOv5s.

The structure of YOLOv5s is shown in figure 1, it mainly
consists of four parts: input, backbone, neck and output.
Input mainly refers to the reprocessing, including Mosaic4
data enhancement, K-Means clustering to generate anchor
frame and image scaling and so on. Compared to the former
vision, there are some changes in the backbone in vision 6.0.
First, 6 × 6 convolution layer replaces the previous Focus
module on the first layer of the network for down-sampling
operation. Second, the previous SPP layer was replaced by
SPPF layer. The previous SPP layer consists of three pooling
layers with size 5 × 5, 9 × 9, 13 × 13 separately, which
are organized in parallel. The SPPF is organized by three
pooling layers with the same size 5 × 5, which are con-
nected in series. In this way, the SPPF can achieve the same
effect as SPP, but its speed is the twice of SPP. In addi-
tion, the CBS module and C3 1 module are included in the
backbone, where CBS module encapsulates the convolution
layer, batch processing layer and activation function. Neck
module is constructed based on PANnet feature fusion net in
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FIGURE 1. The construction of YOLOv5s.

FPN, which can strengthen information dissemination. The
difference between C3 2 module and C3 1 module is in the
Bottleneck. C3 1 module contains a residual link while C3 2
does not contain. The difference can be found in figure 1.
Finally, the output uses CIoU to compute regression loss of
bounding box, and predict for the three images’ feature with
different sizes.

III. THE LIGHTWEIGHT TRAFFIC SIGN DETECTION AND
RECOGNITION DEEP MODEL
In this section, we will introduce our traffic sign detection
and recognition deep model. First, subsection III-A will state
the coordinate attention (CA); subsection III-B describes
the loss function; subsection III-C shows the dynamic label
assignment strategy-simple Optimal Transport Assignment
(SimOTA); and the last subsection III-D introduces the
hierarchical-path feature fusion network (H-PFANet).

A. COORDINATE ATTENTION (CA)
Attention mechanism is a data processing method in machine
learning, which can significantly improve the feature extrac-
tion ability of neural network, and is widely used in various
types of machine learning tasks such as natural language
processing, computer vision and speech recognition.

Presently, the widely used attention are Squeeze-and-
Excitation attention (SE) [14] and Convolutional Block

Attention Module (CBAM) [15]. In SE, the channel weights
are only determined by the relationship between the chan-
nels, but the spatial structure and location information are
not considered. CBAM connected the channel attention and
spatial attention by series, and tried to decrease the number
of channels to extract the location information, but the local
information extracted by convolution does not offer long-
range dependence.

In order to deal with the weakness mentioned above,
coordinate attention (CA) is proposed in [16]. Because
2-dimension global pooling causes the loss of location infor-
mation, CA decomposes the channel attention into two
1-dimension feature code aggregated in different directions.
Then one direction can be used to retain the long term
information, and the other direction is used to capture the
location information. Then coding the image feature to obtain
direction and location sensitive image feature. In this way,
those information can be embedded into image feature to
enhance the interesting target representation.

As figure 2 shows, the process of coordination atten-
tion can be completed in two steps: coordinate information
embedding and coordinate attention generating.

(1) Coordination information embedding
In order to capture the remote spatial interaction with accu-

rate location information, the 2-dimension global pooling is
decomposed to equation (1), and converted to one to one
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FIGURE 2. The construction of coordinate attention.

coding operation.

Zc =
1

H ×W

H∑
i=1

∑
j=1

Wxc(i, j) (1)

For a given input, use the pooling kernel of size (H , 1) or
(1,W ) to coding every channel by horizontal and vertical
coordinates separately. Then capture the image feature of
height and width by equation (2) and (3).

Zhc (h) =
1
W

∑
0≤i≤W

Xc(h, i) (2)

Zwc (w) =
1
H

∑
0≤j≤H

Xc(j,w) (3)

The two transformations aggregate features along two spatial
directions, so the module can obtain long-range dependence
and accurate location information.

(2) Coordinate attention generating
Concatenate the result of equation (2) and (3), then trans-

form with a convolution function F1 and activate by δ, where
δ is a nonlinear activation function: f = δ(F1([zh, zw])). After
batch normalization and nonlinear transformation, decom-
pose f into two independent tensors along the spatial dimen-
sion to get f h and f w, then use two convolutions of size 1×1 to
sample them up r times and get:

gh = σ (Fh(f h))

gw = σ (Fw(f w))

Finally, the output of CA (figure 2) can be represented:
yc(i, j) = xc(i, j) × ghc(i) × gwc (j).
Experiments show that the introduced CA module

enhances the network’s ability to accurately locate the target,

increases the model’s attention to important features, and
significantly improves themodel detection effect. In addition,
the CA module has only a small number of parameters,
which is very lightweight, and hardly brings extra computing
overhead.

B. LOSS FUNCTION
The effectiveness of target detection depends largely on the
loss function. From IoU in the first generation of YOLO to
CIoU [17] in the latest version of YOLOv5, the frame regres-
sion loss has always been an important part of YOLO series
loss function. Based on IoU, GIoU [18] added non-crossing
area proportion and got the deviation trend measurement
capability. DIoU [17] added a penalty term of center point
distance proportion based on GIoU, so DIoU can better mea-
sure the distance between the center point of the predicted
border and the ground truth. CIoU added a penalty term of
aspect ratio on the basis of DIoU. When the center point of
the prediction border coincides with the ground truth, it has
a better effect on aspect fitting. To our best knowledge, the
present methods did not take into account the direction of
the mismatch between the required ground truth and the pre-
diction box. This weakness will lead to slower convergence
and lower efficiency, because the prediction boxmay ‘wander
around’ during the training process and eventually produce a
worse model.

In order to deal with the weakness, this manuscript replaces
CIoU in YOLOv5 with SIoU [19]. SIoU considers the vector
angle between the regression boxes and redefines the penalty.
The SIoU loss function consists of four parts: angle loss,
distance loss, shape loss and IoU loss.

1) ANGLE LOSS
The angle loss component attempts to bring the prediction
to X axis or Y axis (whichever is closer), so that the center
point of the prediction box and the ground truth are in the
same horizontal or vertical direction, and then continues to
converge along the relevant axis. To achieve this, the conver-
gence process needs to minimize α first if α < π

4 , otherwise
minimize β =

π
2 − α, where α is the angle between the

prediction center and the ground truth center (please refer
to figure 3 ). As figure 3 shows, σ is the Euclidean distance
between the prediction box center and the ground truth center,
ch is the absolute value of the difference between the two
centers along the vertical axis coordinates. The angle loss will
minimize the angle between the prediction box center and the
ground truth center, and the angle loss is defined as follows:

3 = 1 − 2sin2(arcsin(x) −
π

4
)

where

x =
ch
σ

= sin(α)

σ =

√
(bgtcx − bcx )2 + (bgtcy − bcy )2

ch = max(bgtcy , bcy ) − min(bgtcy , bcy )
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FIGURE 3. Angle Loss calculation.

FIGURE 4. Distance Loss calculation.

2) DISTANCE LOSS
Considering the introduced angle loss, the distance loss is
redefined as follows:

1 = 6t=x,y(1 − eγρt )

where ρx = ( b
gt
cx−bcx
cw

)2, ρy = (
bgtcy−bcy

ch
)2, γ = 2−3. As figure

4 shows, ch and cw are the height and width of the minimum
circumscribed rectangle of the ground truth and the prediction
box.1will be smaller when α goes to 0, then the contribution
of distance loss is greatly reduced. Otherwise, when α goes
to π

4 , 1 will be larger.

3) SHAPE LOSS
The shape loss is defined as: � = 6t=w,h(1 − e−ωt )θ , where
ωw =

|w−wgt |
max(w,wgt ) , ωh =

|h−hgt |
max(h,hgt ) ; θ is a hyper-parameter,

which is the weight of shape loss; w,wgt , h, hgt are the width
and height of the prediction box and ground truth respectively.
Compared to EIoU [20], SIoU does not need to calculate the
width and height of the minimum circumscribed rectangle of
the ground truth and the prediction box, and only needs the
width and height of the ground truth and the prediction box.

Finally, the loss of SIoU is defined as follows:

Lbox = 1 − IoU +
1 + �

2

where IoU =
|B

⋂
BGT |

|B
⋃
BGT |

.
The angle loss component added in SIoU effectively

reduces the degree of freedom of frame regression in the
training process, accelerates the network convergence, and
further improves the regression accuracy.

C. DYNAMIC LABEL ASSIGNMENT STRATEGY—SIMPLE
OPTIMAL TRANSPORT ASSIGNMENT (SimOTA)
In recent years, the search for more advanced tag allocation
strategies has become an important research direction in the
field of detection. In previous studies, researchers mostly
decide the fate of the prediction box based on a fixed thresh-
old (the intersection and combination ratio of the predic-
tion box and the ground truth), and discard all those below
the fixed threshold. This static label assignment strategy
may cause some useful prediction boxes to be unable to be
assigned to truth labels in some scenarios. For example, when
two positive samples overlap and occlude seriously, they may
only be assigned to one positive label. Optimal Transport
Assignment (OTA) algorithm published by Kuangsi Tech-
nology Team in CVPR in 2021 provides a new perspective
for optimizing label assignment [22]. In OTA, the authors
re-examined the label allocation from a global perspective,
creatively transformed it into an optimal transportation (OT)
problem in a linear programming problem, calculated the
transportation cost between ground truth and all prediction
boxes, and minimized the transportation cost by finding an
appropriate mapping relationship. In OTA, authors defined
the unit transportation cost between each demander (anchor
box) and supplier (ground truth) pair as the weighted sum of
their classification and regression losses, and converted the
search for the optimal allocation solution to the solution of the
optimal transportation plan with the minimum transportation
cost.

General linear programming problems can be solved in
polynomial time. However, in the problem of detection, the
generated linear programming is very large, involving the
characteristic size square of anchor points in all scales, and
the cost of training is high. So we adopt a simplified version
of OTA, named SimOTA (Simplify OTA). SimOTA omitted
the iterative solution process and instead simplified it to a
dynamic top-k strategy to obtain an approximate solution.
SimOTA algorithm can dynamically match the optimal label
through the prediction information output from the current
network, which can not only reduce the training time, but
also avoid additional hyper-parametric problems, and has the
similar accuracy as OTA. Please refer to table 1 for SimOTA
algorithm details.

D. HIERARCHICAL-PATH FEATURE FUSION
NETWORK (H-PFANet)
How to alleviate the degradation of detection effect caused
by the change of target scale has always been an impor-
tant research direction in the field of target detection. Early
detectors usually perform prediction directly based on the
pyramid feature hierarchy extracted from the backbone net-
work. Feature pyramid network (FPN) [21] proposed a classic
top-down fusion strategy to combine multi-scale features, i.e.
the VGG and other linear networks are further expanded from
the deep layer through convolution, up-sampling and other
operations, and then the features of the two paths are fused
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TABLE 1. SimOTA algorithm.

FIGURE 5. Feature fusion network structure.

together through pairwise addition, please refer to figure 5(a)
for details. PANet [23] has implemented path enhancement
and aggregation to improve performance. On the basis of
FPN, PANet added a bottom-up path to make it easier to
spread low-level information, please refer to figure 5(b). The
feature fusion network in Yolov5 is the PAN structure based
on FPN.

Recently, on the basis of PANet, Google team pro-
posed a weighted bidirectional feature pyramid network
(BiFPN) [24], please refer to figure 5(c) for details. A major
contribution of BiFPN is that it added a shortcut between the
same levels except the top and bottom levels, realized the
fusion of the original feature information of the backbone
feature extraction network and the deep information, and
reduced the deviation that may occur in deep learning of the
network.

Inspired by the shortcut on BiFPN, Qiu Tianheng, Wang
Pengfei et al. [25], [26] improved the PANet in YOLOv5.
However, restricted by the YOLOv5 structure, this connec-
tion can only be added between C4 and P4 levels, and one
connection often cannot improve the model performance.
So the two references both added a detection head to the

FIGURE 6. The structure of improved PANet.

original YOLOv5 structure, which deepens the original fea-
ture extraction network, so that the model can add two short-
cuts between C4 to P4 and C5 to P5 levels, please refer to
figure 6.

Experiments show that the added detector head and C6,
F6 and P6 layers in the above improvements will greatly
increase the complexity and calculation of the model. From
the point of view of keeping the model lightweight, aiming
at the existing YOLOv5 structure, we propose a new feature
fusion structure, named Hierarchical-Path Feature Aggrega-
tion Network (H-PFANet). H-PFANet contains two connec-
tion strategies. While retaining a C4 to P4 BiFPN normal
form connection (curve a in figure 7), it designs a special
connection between C3 and P3 (curve b in figure 7). A feature
fusion structure is added between C3 2 and CBS layer. C3
layer is the middle layer of the backbone network, which
contains important target location information and semantic
information. The new connection b in H-PFANet enables the
model to properly integrate the location signal and semantic
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FIGURE 7. The structure of improved PANet.

TABLE 2. Experimental environment.

information of the middle layer of the backbone network in
the learning process, which can greatly improve the model
detection effect. We conduct experiments to show the perfor-
mance of H-PFANet in subsection IV-E.

To sum up, we mainly improved four parts of the
YOLOv5s, that is, the condition mechanism, the loss func-
tion, the label assignment strategy and at last we proposed a
hierarchical-path feature fusion network. The structure of our
proposed method is shown in figure 8, and the red dash line
marks the main improved parts.

IV. EXPERIMENTS
A. EXPERIMENTAL ENVIRONMENT AND PARAMETER
SETTING
1. Experimental environment is shown in table 2. A regular
computer is used for experiment comparison.

2. Parameter setting.
In order to ensure the validity of the control experiment

results, all models adopt the same hyper-parameter. The input
image size is 640 × 640; the initial learning rate is 0.01;
the momentum parameter is 0.937; the final learning rate is
0.1, and the batchSize is 32. At the beginning, three rounds
of warm-up were carried out, and then the cosine annealing
strategy was used to update the learning rate. A total of
300 epochs were trained.

For SimOTA, in order to improve the matching efficiency
in the experiment, before using the SimOTAmethod to match
the positive and negative samples, we first found the sample
selection interval through the central prior method, screened
out the anchor points and used the boxes generated by these
anchor points as candidate boxes, calculated the IoU of this
candidate box and the real box and the classification and
regression losses respectively, got the IoU matrix and the
cost matrix between the anchor points and the ground truth,

and then took the smaller value between n and 10, set N =

min{10, n}. The strategy calculated the sum of the first N
largest IoU values in the sample selection range and round
down, and recorded as k. Finally, for each ground truth,
select the first k smallest cost candidate boxes as the positive
sample, others are determined as negative samples.

B. DATA SETS AND PREPARATION
We conduct experiments mainly on two data sets, i.e.
CCTSDB-2021 [29] and TT100K [30].

First, we conducted experiments with the 4000 difficult
samples in the China Traffic Scene Data Set (CCTSDB),
which is collected by professor Zhang Jianming’s team from
Changsha University of Technology [29]. In order to face
more realistic and comprehensive traffic scene images, the
latest open source CCTSDB-2021 data set added 4000 new
difficult samples to replace the simple samples in the previous
version. It not only includes a variety of road conditions
such as highways, cities and towns, but also has a variety
of complex weather and remote shooting pictures such as
rain, snow, fog, weak light at night, strong light at night and
day, which greatly increases the detection difficulty. The data
set has three categories: instruction, prohibition and warning.
During the experiment, 4000 pictures were split into training
set and test set in a 3:1 ratio, and the data set’s format is TXT.
The data enhancement used includes translation, left-right
rotation, hue, saturation, exposure and Mosaic4. The ratio
used of the first five enhancements are 0.5, 0.1, 0.015, 0.7,
0.4 respectively. Mosaic4 refers to randomly selecting four
images for splicing during training to enhance the detection
effect of small targets.

Second, we conducted experiments on the whole
CCTSDB-2021 data set with 17856 images. During the
experiment, 17856 pictures were split into training set and
testing set in a 8:2 ratio. We compared our model with some
popular traffic sign detection algorithms on this data set.

Third, we did experiments on TT100K data set. TT100K is
a Chinese traffic sign detection data set jointly collected and
organized by Tsinghua University and Tencent. It includes
more than 120 subcategories of Chinese traffic signs, includ-
ing warnings, prohibitions, and instructions. The image scene
is rich, covering changes in lighting and weather conditions.
In the experiments, the total 9738 images were used. They
were split into training set and testing set randomly with the
ratio 8:2, that is, it was about 7790 images for training and
1948 images were used for testing.

C. EVALUATION INDEX
In order to comprehensively evaluate the effect of the model
from multiple perspectives, this paper selected the num-
ber of model parameters (M), the magnitude of calculation
(GFLOPs), themodel size, the average precision at the thresh-
old 0.5 and 0.5:0.95, i.e. mAP@0.5 and mAP@0.5:0.95,
detection speed (frame per second, FPS) as the measure-
ment standard of detection algorithms. mAP (mean Average
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FIGURE 8. The construction of our proposed model, and the red dash line marks the
main improved parts.

Precision) is the average precision of all the classes, which
can be calculated as follows:

mAP =

∑k
i=1 APi
k

where k is the number of classes, and AP is the area under the
PR (Precision-Recall) curve.

D. THE EFFECT OF CA
In order to show the effect of CA model, we randomly
selected two traffic sign images from the CCTSDB-2021 test
set, took the Grad-CMA method to generate Class activa-
tion thermodynamic diagram for the original YOLOv5 and
the YOLOv5 with the CA model. The results are shown in
figure 9.

In figure 9, the first row is the original images, the second
row is the thermodynamic diagram of YOLOv5 detection
process without CA model, and the last row is the result of
YOLOv5 with CAmodel. From the thermodynamic diagram,
we can find that after introducing the CA model, model’s
ability to accurately locate targets is enhanced, the model’s
attention to important features is increased, and then the

TABLE 3. Feature fusion structure ablation experiment.

confidence of the prediction box is higher than the model
without CA. It shows that the CA model can capture more
accurate position signals and semantic information, and has
stronger detection ability.

E. THE EFFECT OF H-PFANet
We conducted experiment to show the strategy ab’s efficiency
on the difficult dataset of CCTSDB-2021. We used the PAN,
only strategy a, only strategy b and strategy ab separately in
the module, and the results are shown in table 3.

Compared to PAN module, when only using the BiFPN
connection, i.e. strategy a, the model’s mAP@0.5 decreases
0.6%, and mAP@0.5:0.95 is the same as PAN; when only
use the strategy b, and the model’s mAP@0.5 increases
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FIGURE 9. The first row are the original images, the second row are the thermodynamic diagram without CA
model, and the last row are the results with CA model.

0.7%, mAP@0.5:0.95 increases 0.3%; when using the
strategy ab, the model’s mAP@0.5 increases 0.9%, and
mAP@0.5:0.95 increases 1.3%. This experiment shows that
our proposed strategy performed well.

F. ABLATION EXPERIMENT
As table 4 shows, in order to verify the detection effect
of the proposed algorithm on traffic signs under complex
road conditions and the effectiveness of various improve-
ments, four sets of ablation experiments are designed.Method
B introduces the CA module into the YOLOv5, and the
mAP@0.5 increases 1%, the mAP@0.5:0.95 increases 0.5%
with only a small part of the parameter quantity added,
and there is almost no additional calculation overhead.
Method C continues to improve the loss function on the
basis of method B, after introducing SIoU, compared to
method B, the mAP@0.5 is improved by 1.7%, and the
mAP@0.5:0.9 is improved by 1.3%. While compared to
YOLOv5, the mAP@0.5 is improved by 2.7%, and the
mAP@0.5:0.9 is improved by 1.8%. Continue to improve
the label allocation strategy based on method C, and intro-
duce dynamic label allocation strategy SimOTA, compared
to method C, the mAP@0.5 is improved by 2.7%, and
the mAP@0.5:0.9 is improved by 2.2%. While compared
to YOLOv5, the mAP@0.5 is improved by 5.4%, and the
mAP@0.5:0.9 is improved by 4.0%. Method E continues to
improve the feature fusion network on the basis of method

D. After replacing it with the new feature fusion network
(H-PFANet) proposed in this paper, the mAP@0.5 increases
0.9%, and the mAP@0.5:0.9 increases 1.3%. Our final pro-
posed algorithm E gets a significant improvement compared
to YOLOv5 with the mAP@0.5 increasing 6.3%, and the
mAP@0.5:0.9 increasing 5.3%. While only a small amount
of parameters and calculation are added, our proposed algo-
rithm E maintains the lightweight of the model.

Due to the improvement of label allocation strategy, the
loss calculation before and after the model are different. The
precision has been significantly improved, and the model
convergence speed has been accelerated. After using the
SimOTA dynamic label allocation strategy, the model detec-
tion effect has been improved significantly.

G. COMPARATIVE EXPERIMENT WITH THE DIFFICULT
SAMPLES IN CCTSDB-2021 DATA SET
In order to further verify the effectiveness and progres-
siveness of the proposed algorithm in this manuscript,
we conducted experiments compared with other popu-
lar detection algorithms: YOLOv5s, YOLOv3, YOLOv4,
YOLOv5m, YOLOX-s, YOLOv6s, YOLOv7 [27], YOLOv7-
tiny, YOLOv8 [28], where YOLOX [31] won the first place
in the 2021 CVPR Streaming Video Challenge, and it is
currently recognized as one of the best detectors. YOLOv7
is a new detector designed by the original YOLOv4 team.
YOLOv7 has integrated the best research results at present,
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TABLE 4. Ablation experiment.

FIGURE 10. Contrast Experiment: the horizontal axis is the detection
speed, the vertical axis is the detection accuracy, and the size of the circle
represents the size of the model.

and the model structure is redesigned. In its open-source
paper in July, the author has demonstrated through a large
number of experiments that in the range of 5FPS to 160FPS,
the YOLOv7 series are better than the currently known detec-
tors in terms of both speed and accuracy. YOLOv8 was
released in January 2023 by Ultralytics, the company that
developed YOLOv5.

As shown in Figure 10, we compared the detection effects
of ten models from three dimensions: detection speed, detec-
tion accuracy and model size. Vertical axis represents the
average precision when the IoU threshold is 0.5. The hori-
zontal axis is the detection speed and the size of the circle
represents the size of the model. It is obvious that, for the
similar model size, our method has a higher precision; for
similar precision, our model’s size is smaller; for similar
speed, our precision is higher.

Table 5 offers the details of the experiments. Compared
to YOLOv5m, YOLOX-s, YOLOv6s, our proposed algo-
rithm achieves higher detection accuracywith less parameters
and computation, and the detection speed is significantly
better than the former two methods, a little slower than
YOLOv6s. With its new designed architecture, YOLOv7-
tiny has advantages in model size and detection speed, but
our precision is higher with mAP@0.5 increasing 3.1% and
mAP@0.5:0.95 increasing 6.4%. Compared to YOLOv7, our
parameter quantity and calculation quantity are less than
one fifth of YOLOv7, but we got the same mAP@0.5 as
YOLOv7, a better mAP@0.5:0.95 result, and a higher speed.

Compared with YOLOv8s, our model has advantages in
the number of parameters, detection accuracy and detection
speed.

H. COMPARATIVE EXPERIMENT ON THE WHOLE
CCTSDB-2021 DATA SET
In this subsection, we conducted experiments on the whole
CCTSDB-2021 data set to compare our model with the cur-
rent traffic sign detection algorithms. The algorithms include:
YOLOv5s, Improved MobileNetv2-SSD [32], Faster R-
CNN [5], TSR-YOLO [34], M3E-YOLO [35], T-YOLO [36],
M-YOLO [33], the method in [37], YOLOV6s, YOLOv7-
tiny and YOLOv8s. A short description of some of those
algorithms is introduced as follows:

• Improved MobileNetv2-SSD [32] is a method which
combined MobileNetv2 and SSD to improve the detec-
tion speed and precision.

• Liu et al. proposed M-YOLO [33] based on YOLOv3.
M-YOLO’s detection speed reached 84 FPS, and its
mAP@0.5 reached 97.8% on CCTSDB-2021 data set.

• Song et al. proposed TSR-YOLO [34] by improving
YOLOv4-tiny.

• M3E-YOLO [35] is proposed by Guo et al. By intro-
ducing a light backbone-MobileNetv3 into YOLOv5,
M3E-YOLO maintained the high detection accuracy
with the number of the model parameters reduced
significantly.

• T-YOLO [36] is proposed by Chen et al. Even though it
improved the mAP, its speed is low.

• Yang et al. [37] improved YOLOv5 to proposed an
detection algorithm for traffic sign detection.

Table 6 shows the results of the relevant traffic sign detec-
tion algorithms. From table 6, it is obvious that our model
obtained the best performance with a speed of 91 FPS.
YOLOv7-tiny is with the highest speed, but its precision,
recall, and mAP@0.5 are not very good. Also M3E-YOLO
has the least parameters of these methods, but it is not good
on other aspects.

I. COMPARATIVE EXPERIMENT ON TT100K DATA SET
In this subsection, we show experiments on TT100K data set
to compare our model with the relevant traffic sign detection
algorithms. The algorithms include: YOLOv5s, the method
in [38], Faster-RCNN [5], the algorithm in [39], YOLOv5-
DH [40], YOLOv5-TDHSA [40], YOLOV6s, YOLOv7-tiny
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TABLE 5. Contrast experiment with the 4000 difficult samples in CCTSDB-2021 data set.

TABLE 6. Experiment on the whole CCTSDB-2021, where P is the precision, R represents recall, and FPS is the detection speed.

FIGURE 11. The detection results of our method and YOLOv5. For the left and middle images, YOLOv5 didn’t find the traffic signs, but our method
discovered and recognized the signs. For the third image, our method discovered and recognized more signs with a higher confidence.

and YOLOv8s. We compared the algorithms from precision,
recall, model parameter, mAP@0.5 and detection speed
aspects. The results are shown in table 7.
From table 7, we can find that our model got the best

performance on recall with a reasonable speed of 81 FPS.

YOLOv8s obtained the best precision and mAP@0.5, but
our method got a similar mAP@0.5 result with YOLOv8s
and the speed is higher than YOLOv8s. YOLOv5-TDHSA
also obtained a similar mAP@0.5 result, but it has a larger
parameter than our model. Our based model YOLOv5s has
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TABLE 7. Experiment on TT100K data set, where P is the precision, R represents recall, and FPS is the detection speed.

the highest speed, but its precision, recall and mAP@0.5 are
not good.

J. QUALITATIVE EVALUATION
Figure 11 shows some detection results of YOLOv5 and our
method. The image on the left is the small target recognition
task of the road beyond the distance after snow. The road in
middle column image is with local strong light and reflection
on rainy night, it is also with complex road conditions and
serious interference. The image on the right is the target
recognition of the road with weak light at night, and the
visibility is low. In the three groups of experiments, the orig-
inal YOLOv5 missed all or some traffic signs. Our proposed
method not only detected all the targets correctly, but also
with a high confidence. It shows that the proposed algorithm
captures more accurate position signals and semantic infor-
mation, and has a better detection performance.

V. CONCLUSION
Aiming at the problems of low recognition of traffic signs
and serious missing detection under complex road condi-
tions, this paper proposed an improved algorithm based on
YOLOv5s. The experiments show that, by introducing coor-
dinate attention, the model can deal with other interference
in complex background, and improve feature attention; angle
loss components can reduce the degree of freedom of the
prediction frame in the process of convergence, the proposed
method can fit the real target faster; dynamic label allocation
strategy could generate more high-quality positive samples
and promote the positive optimization of the network; the
proposed H-PFANet could maximize the fusion of backbone
network information and improve the detection effect of small
targets. Compared with the most advanced model at present
to our best knowledge, the model proposed in this paper has
higher detection precision under the same volume; smaller
volume and faster detection speed under the same precision,
and has better robustness to various scene changes. The
experiments showed our proposed algorithm’s effectiveness
and good performance.
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